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Abstract

Neurodegenerative, neurodevelopmental and neuropsychiatric disorders are among the greatest 

public health challenges, since many lack disease-modifying treatments. A major reason for this 

lack in effective therapies is our limited understanding of the causative molecular and cellular 

mechanisms. Genome-wide association studies are providing a growing catalogue of disease-

associated genetic variants. The next challenge is to elucidate how these variants cause disease, 

and to translate this understanding into therapies. This review describes how recently developed 

CRISPR-based functional genomics approaches can uncover disease mechanisms and therapeutic 

targets in neurological diseases. The bacterial CRISPR system can be used in experimental disease 

models to edit genomes and to control the expression levels of genes, using CRISPR interference 

(CRISPRi) and CRISPR activation (CRISPRa). These genetic perturbations can be implemented 

in massively parallel genetic screens to evaluate the functional consequences for human cells. 

CRISPR screens are particularly powerful in combination with induced pluripotent stem cell 

(iPSC) technology, which enables the derivation of differentiated cell types, such as neurons and 

glia, and brain organoids from cells obtained from patients. CRISPRi/CRISPRa-based modelling 

of disease-associated changes in gene expression can pinpoint causal changes. Genetic modifier 

screens can elucidate disease mechanisms, causal determinants of cell-type selective vulnerability, 

and identify therapeutic targets.

Introduction

Over the last decade, advances in next-generation sequencing have enabled the identification 

of genetic variants associated with the risk of many diseases, including neurodegenerative, 

neurodevelopmental and neuropsychiatric disorders. While the catalogue of such risk 

variants is growing rapidly, functional studies that uncover how these variants contribute to 

disease are lagging far behind1–3. A functional and mechanistic understanding will be key to 

translating findings from human genetics to effective therapies.
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This review outlines current challenges and presents how the marriage of two recently 

developed technologies, CRISPR-based functional genomics and human iPSC-derived 

disease models, provides a new approach to systematically elucidate disease mechanisms 

and therapeutic targets for neurological disorders. The technologies are introduced and 

distinct applications with relevance to neurology are described: the elucidation of disease 

mechanisms using patient-derived cells and isogenic controls, the modelling of disease-

associated changes in gene expression to pinpoint disease-relevant genes, the identification 

of causal determinants of cell-type selective vulnerability to disease, and genetic modifier 

screens for the identification of therapeutic targets. The review concludes with a discussion 

of future challenges and opportunities.

Current challenges

Despite the major advances in identifying human genetic variants linked to neurological 

disease, the elucidation of the mechanisms by which these variants – as well as non-genetic 

risk factors – cause disease remains a formidable challenge1. This section enumerates central 

mechanistic questions in neurological disease and describes limitations of two widely used 

approaches to answering those questions, namely studies in patient tissues and in mouse 

models.

Key mechanistic questions

The discovery of a new genetic risk variant raises a series of mechanistic questions (Fig. 1):

• If the variant is not located within a coding sequence, which gene or genes does 

it affect?Many risk variants identified in genome-wide association studies are 

located outside coding regions, and are typically thought to affect the expression 

of one or several coding genes. However, it is challenging to pinpoint the 

disease-relevant genes affected by a risk variant. While the nearest coding gene is 

often reported when a new risk variant is identified, this approach does not 

necessarily name the disease-relevant gene. For example, an Alzheimer’s 

Disease risk locus initially attributed to the CELF1 gene was later shown to 

affect expression of the myeloid lineage transcription factor SPI1/PU.14. 

Intriguingly, variants in enhancers can exert cell-type specific effects on gene 

expression, as exemplified by Alzheimer’s Disease variants that affect BIN1 
expression specifically in microglia, but not neurons or astrocytes5.

• Which disease-relevant cellular processes are impacted by the genetic changes?

For many human genes, the molecular and cellular functions of the gene product 

are not well understood, and many genes have multiple functions – therefore 

genetic changes can have pleiotropic effects, and a major challenge is to 

understand which of these effects are relevant for disease.

• Do the changes represent a loss of function, a gain in function (possibly a gain in 

a novel toxic function, such as a toxic protein aggregate), or a combination of the 

two?The challenge of answering this question is illustrated by functional studies 

of the most frequent genetic cause of amyotrophic lateral sclerosis and 

frontotemporal dementia, a hexanucleotide repeat expansion within the C9orf72 
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gene. Experimental results support toxicity of RNAs containing the expanded 

repeat, as well as toxicity of dipeptide repeat translated from these RNAs, but 

also to haploinsufficiency of the C9orf72 protein as a cause of disease6. 

Intriguingly, these two mechanisms may synergize in disease7.

• Through which cell types or cellular interactions does the variant cause disease?

Risk variants can affect distinct processes in several cell types. Studies in disease 

models have shown that mutations in SOD1 associated with amyotrophic lateral 

sclerosis affect not only motor neurons, but also non-neuronal cells in ways that 

promote neurodegeneration8, and that the APOE ε4 variant associated with 

increased risk of Alzheimer’s Disease causes functional changes in neurons, 

astrocytes and microglia9. A major challenge is to deconvolute the contributions 

of different cell types and their interactions to disease.

• Which factors in the cellular environment make some cell types selectively 

vulnerable to the effects of the genetic variant, and others resistant?The selective 

vulnerability of specific cell types is a hallmark of many neurological diseases 

and drives disease-specific symptoms. Disease-associated mutations are often 

found in proteins that are expressed broadly (such as tau, which is expressed in 

all neurons), yet specific subpopulations are selectively affected by downstream 

processes (such as the Von Economo neurons in frontotemporal dementia10). An 

understanding of the factors that make some neurons vulnerable and others 

comparatively resilient to disease could inform therapeutic strategies aimed at 

increasing resilience of vulnerable neuronal populations.

• At which point in human development or aging does the variant exert its effect?

This question is highly relevant for the development of effective therapies: if 

processes driving age-associated neurological diseases are initiated early in life, 

therapeutic intervention may need to start similarly early.

• Through which mechanisms do genetic modifiers or environmental risk factors 

interact with the genetic variant?Some genetic risk factors show a striking 

interaction with other factors. For example, the APOE ε4 variant, which is the 

most common genetic risk factor for Alzheimer’s Disease, has a significantly 

stronger effect on disease risk in women than in men11,12, and a differential 

disease association in different ethnic groups13. The underlying mechanisms are 

not understood.

Answers to these questions have important implications for our understanding of disease 

mechanisms, and should clarify which therapeutic strategies are likely to be effective and 

disease-modifying.

Limitations of patient tissue studies

The characterization of human brain tissue has been transformed by recent advances in 

analytical techniques such as single-nuclear transcriptomics14, spatial transcriptomics15, 

multiplexed immunofluorescence16 and proteomics17. These approaches can yield a 

molecular description of neurological disease states at an unprecedented level of detail.
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However, biopsies of the relevant tissues of the nervous system are generally not possible, 

and studies rely on post-mortem tissue. Due to the short-lived and non-expandable nature of 

human post-mortem brain tissue, studies are generally correlative, since experimental 

perturbations that establish causality are rarely feasible.

Similarly, advances in imaging technologies, including magnetic resonance imaging and 

positron emission tomography with specific molecular tracers, have enabled longitudinal 

tracking of disease progression in patient brains, but interventions to establish causality are 

only possible in the context of clinical trials.

Limitations of animal models of disease

Historically, mouse models have been widely used to investigate mechanisms of human 

diseases. Mice combine several advantages, including relative ease of genetic manipulation 

and moderate cost, the ability to study neuronal circuits and to monitor behavioral and 

cognitive phenotypes. They have provided important insights into neurological diseases, and 

can serve as pre-clinical models to evaluate new therapeutic approaches. However, mouse 

models for neurological disease also have several limitations.

First, there are differences between disease-relevant cell types, such as neurons and glia, 

between humans and mice. For example, dopaminergic neurons, which are selectively 

vulnerable in Parkinson’s Disease, contain substantially higher levels of dopamine in 

humans compared to mice, and some cellular disease processes have been proposed to 

depend on the high levels of dopamine found only in human dopaminergic neurons18. Even 

more poignantly, the type of human neuron identified as selectively vulnerable in 

frontotemporal dementia, the von Economo neuron, does not exist in mice10. Furthermore, 

mouse and human microglia, which have recently emerged as key players in Alzheimer’s 

Disease and other neurodegenerative diseases, show differences in particular in the 

expression of disease-relevant genes19, and they adopt distinctly different states in human 

diseased brains compared to mouse models20.

Second, there are genetic differences between humans and mice that complicate the 

modelling of disease variants. Coding variants that are disease-causing in humans may not 

cause disease in mice: the A53T mutation in alpha-synuclein is linked to Parkinson’s 

Disease in humans but corresponds to the wild-type residue in mice, and mouse models of 

A53T alpha-synuclein rely on overexpression of human proteins21. Regulation of disease-

relevant genes can differ substantially between mice and humans22. Non-coding risk variants 

in humans often occur in non-conserved sequences in the genome, precluding direct mouse 

modeling of these variants, and it is challenging to determine through which coding gene or 

genes these variants affect disease risk3. Therefore, it is not obvious how these variants 

should be modelled in mice.

Major limitations of mouse models can be overcome in nonhuman primate models of 

neurological diseases. Nonhuman primates mirror humans much more closely in terms of 

their genome sequence, brain and circuit architecture than mice do, and they possess a 

complex behavioral and cognitive repertoire that facilitates evaluation of phenotypes relevant 

to neurological disease. Unlike mice, aged nonhuman primates can naturally develop 
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symptoms reminiscent of human Alzheimer’s Disease (including cognitive and memory 

deficits and Aβ plaques23) and Parkinson’s Disease (including dysfunction of the 

nigrostriatal system and motor impairments24). An important breakthrough paving the way 

for genetically engineered disease models in nonhuman primates was the lentiviral delivery 

of a transgene that was then transmitted through the germline in marmosets25. More 

recently, precise genome editing techniques based on zinc finger nucleases, transcription 

activator-like endonucleases (TALENs) or CRISPR were successfully implemented in 

nonhuman primates26–28, and used to generate models of neurological and related diseases: 

disruption of the dystrophin gene to model Duchenne muscular dystrophy29, disruption of 

the MCPH1 gene to model microcephaly30, and disruption of the MECP2 gene to model 

Rett syndrome31.

However, experiments in animals, in particular non-human primates, are time-consuming, 

costly, and have important ethical considerations, limiting their scalability for the 

investigation of the large number of disease-associated variants that are being uncovered.

CRISPR-based gene perturbation

CRISPR technology is based on a prokaryotic antiviral defense system characterized by 

DNA elements termed CRISPRs (clustered regularly interspaced short palindromic repeats) 

and CRISPR-associated (Cas) proteins. CRISPRs are derived from bacteriophage genomes 

and generate RNAs that function with Cas proteins to cleave bacteriophage genomes upon 

infection32. The discovery, made less than 10 years ago, that a simple two-component 

system of a Cas protein (Streptococcus pyogenes Cas9) bound to a single guide RNA 

(sgRNA) can function as a programmable nuclease33 that can be deployed to cleave specific 

sequences in mammalian genomes34,35 has been transformative for biomedical research and 

the development of gene therapies.

Genome editing

The sequence of mammalian genomes can be edited by exploiting an endogenous DNA 

repair pathway termed homologous recombination. When a double-stranded break is 

introduced into genomic DNA, cells can repair the break by using a DNA molecule with 

high sequence similarity as a template. If an artificial template is provided while the DNA 

break is introduced, this pathway provides a mean to incorporate desired DNA sequences 

into the genome34,35 (Fig. 2a). For example, a disease-associated point mutation could be 

changed to the non-disease associated sequence using this strategy. Prior to the development 

of CRISPR technology, the targeted introduction of DNA breaks was a major challenge, 

since bespoke site-specific nucleases had to be engineered for each target sequence. CRISPR 

enables the rapid generation of a site-specific nuclease by combining the Cas9 protein (or 

functionally similar proteins from other microbial species) with a single guide RNA 

(sgRNA) that directs Cas9 to the desired target site.

In addition to its use as a precision tool for genome editing, CRISPR can also be deployed 

experimentally to knock out genes for functional studies. For this use, DNA breaks are 

introduced without providing a repair template, triggering repair through the non-

homologous end-joining pathway. This pathway can result in perfect repair, recreating the 
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original DNA sequence, which can be targeted again for cleavage by Cas9. However, repair 

errors can occur and lead to short deletions34,35. These deletions can cause frameshifts in the 

encoded protein, resulting in complete loss of function (Fig. 2b). Similarly, targeting of non-

coding regions can reveal regulatory cis elements36 (Fig. 2b). Simultaneous delivery of two 

sgRNAs can result in deletion of larger DNA regions34,35, providing an additional strategy 

for the interrogation of regulatory elements34,35,37 or long non-coding RNAs38 (Fig. 2c).

An alternative CRISPR-based strategy for genome editing is the use of so-called base 

editors. Base editors recruit enzymes that chemically modify DNA bases to specific sites via 

a catalytically inactive version of Cas9, termed dCas9 (dead Cas9), or via a Cas9 nickase, in 

which one of two catalytic sites is inactivated, resulting in cleavage of only one of the DNA 

strands39. These base editors introduce changes that result in altered base pairing upon DNA 

replication or repair and thereby change the DNA sequence (Fig. 2d). Cleavage of the non-

edited DNA strand by the Cas9 nickase can promote the desired repair outcome39.

A recent innovation in CRISPR-based genome editing is the so-called prime editing 

approach40 (Fig. 2e). A prime editor consists of Cas9 nickase fused to reverse transcriptase, 

and acts in complex with a prime editing guide RNA (pegRNA). The pegRNA combines an 

sgRNA targeting a site in the genome with a template for reverse transcriptase that contains 

the desired edit. During prime editing, a targeted genomic locus is nicked, the pegRNA 

hybridizes with the nicked DNA strand, and sequences encoded in the pegRNA are reverse-

transcribed and inserted into the nicked locus by cellular repair pathways (Fig. 2e). 

Compared with editing approaches based on homologous recombination, prime editing has 

an increased rate of desired editing outcomes40.

Controlling gene expression

The CRISPR/Cas system can also be used to perturb gene function transiently, without 

changing the sequence of the genome. For this purpose, dCas9 is targeted to specific 

genomic sequences by an sgRNA; however, it does not introduce DNA breaks. Instead, it 

can serve as a recruitment platform for other proteins that affect gene expression.

CRISPR interference (CRISPRi).—dCas9 can be used to recruit transcriptional 

repressor domains (most commonly the KRAB domain, or epigenetic modifiers) to 

transcription start sites in the human genome to repress gene transcription (Fig. 2f). This 

approach is called CRISPR interference (CRISPRi)41. CRISPRi can achieve very stringent 

levels of knockdown (in some cases greater than 99%) of both coding and non-coding RNAs 

in human cells42, but it can also be used to investigate functional consequences of partial 

reduction in gene expression. The ability to knock down gene expression to different degrees 

by CRISPRi enables the investigation of the function of essential genes (knockout of which 

would not be compatible with live cells), and the modeling of reduced gene expression in 

disease states, or partial pharmacological inhibition of a cellular function. Since CRISPRi 

acts at the level of the transcription start site, it can selectively knockdown specific 

transcripts for genes with multiple transcription start sites. However, if a gene is 

simultaneously transcribed from multiple start sites in a cell, complete knockdown of all 

isoforms may not be possible with a single sgRNA. A potential source of off-target effects in 
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CRISPRi experiments are bidirectional promoters, targeting of which can both neighboring 

genes43. However, CRISPRi has substantially reduced off-target effects compared with RNA 

interference, a previous knockdown technology41,42. CRISPRi can also be used to 

interrogate the function of distal regulatory elements such as enhancers44,45 (Fig 2f).

CRISPR activation (CRISPRa).—The dCas9-sgRNA complex can also serve as a 

recruitment platform for transcriptional activator domains to specific transcription start sites 

in the genome, effectively creating a highly specific custom transcription factor (Fig. 2g). 

This approach is called CRISPR activation (CRISPRa), and a variety of related strategies 

have been developed to recruit different transcriptional activation domains to a target site of 

interest41,46–50. Using CRISPRa, endogenous genes can be induced and overexpressed to 

varying degrees to evaluate functional consequences. For some genes, CRISPRi knockdown 

and CRISPRa knockdown will result in opposite phenotypes42. However, CRISPRi and 

CRISPRa frequently give distinct and complementary insights into gene function42. dCas9 

fused to the histone acetyltransferase p300 enables the activation of distal regulatory 

elements49 (Fig. 2g).

Targeting mRNAs

Beyond its natural DNA-cleaving activity, Cas9 can be engineered to cleave RNAs51 and 

deployed to degrade specific mRNAs in mammalian cells52 (Fig. 2h). Furthermore, CRISPR 

systems from some microbial species naturally target RNA for cleavage53–57. While 

cleavage of mRNAs provides an alternative strategy for gene knockdown, catalytically dead 

versions of RNA-targeting Cas proteins can be used to manipulate mRNAs in other ways, 

for example to affect alternative splicing of mRNAs such as tau55, which is relevant for 

neurodegenerative diseases (Fig. 2i), or to control mRNA sequence and post-transcriptional 

modifications55 (Fig. 2j).

CRISPR screens in mammalian cells

The fact that CRISPR-based tools can be programmed by a short sgRNA to target genes of 

interest has enabled the scaling of CRISPR-based gene perturbation to genome-wide 

screens. Such screens can query a large set of genes (such as all ~20,000 protein-coding 

human genes) for their contribution to a cellular function of interest. This section will 

provide an overview of different modes of screening and highlight examples of recent 

CRISPR screens with relevance to neurological disease.

Pooled genetic screens

The most scalable strategy for CRISPR-based genetic screens is pooled screening. This 

enabled the rapid development of screening platforms based on different CRISPR-based 

tools, including CRISPR knockout58–61, CRISPRi42 and CRISPRa42,50. Pooled screens take 

advantage of two technologies: first, the synthesis of complex pools of oligonucleotides, 

which are used to generate pooled sgRNA expression libraries, and second, the monitoring 

of those libraries in cells using next-generation sequencing. Pooled screens can be used to 

evaluate a range of cellular phenotypes, as delineated below.
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Screens based on survival/proliferation and sensitivity to insults.—
Conceptually, the simplest type of pooled screen is one based on cellular survival or 

proliferation (Fig. 3a). In this paradigm, sgRNA libraries are introduced into cultured cells, 

and samples of the cells are collected at different time points. Quantification of the 

frequencies of cells expressing specific sgRNAs reveals genes perturbation of which affects 

rates of proliferation or survival. An important application is the systematic determination of 

genes essential for specific cancer cell lines.

Survival-based screens can be carried out in parallel under standard culture conditions and in 

the presence of a toxic insult (Fig 3b). Such a screen design will reveal genes controlling 

sensitivity and resistance to the insult, and there are numerous applications to medically 

relevant questions. The insult can be a cytotoxic compound, such as an anti-cancer drug, for 

which genetic modifier screens can reveal the mechanism of action, potential biomarkers to 

stratify patients, and possible mechanisms of drug resistance62. The insult can be a stress 

condition, with the goal of identifying cellular pathways mediating stress sensitivity or 

resistance. The insult can also be the expression of a disease-linked gene that affects cellular 

survival or a toxic agent linked to disease, such as a pathogen or toxic protein species, in 

order to uncover the mechanisms underlying toxicity, genetic modifiers, host factors or 

potential therapeutic targets. An example with relevance to neurodegenerative disease is a 

recent screen for genes modulating the sensitivity of human cells to toxic dipeptide 

repeats63, which have been proposed to contribute to disease in ALS and frontotemporal 

dementia patients with repeat expansions in C9orf72. This screen pointed to nucleocytosolic 

transport as an important target for dipeptide repeat toxicity, but also uncovered a role for 

endoplasmic reticulum (ER) stress and showed that knockdown of the ER-localized 

thioredoxin TMX2 was protective for cells exposed to dipeptide repeats63.

Screens based on cellular functions.—Many cellular functions of interest cannot be 

captured by survival-based screens. However, these functions can still be interrogated in a 

pooled screen if they can be coupled to physical separation of cells. Most commonly, this is 

achieved by fluorescent activated cell sorting (FACS). FACS can separate cells based on 

fluorescent signals, which in turn can report on the level of proteins of interest (which are 

detected by fluorescently labeled antibodies), cellular activities monitored by fluorescent 

probes (which can be small molecules or genetically encoded reporters), or the uptake of 

fluorescently labeled molecules. In such screens, pools of cells expressing different sgRNAs 

are separated by FACS based on the biological readout of interest, and next-generation 

sequencing determines the frequencies of cells expressing each sgRNA in the separated 

populations to reveal genes controlling the process of interest (Fig. 3c). In a variation of this 

approach, magnetic activated cell sorting (MACS) can be used to separate cells64.

A number of recent studies have applied such screening strategies to uncover genes 

controlling processes relevant to neurological diseases. Several recent screens addressed 

mechanisms underlying the prion-like spreading of tau aggregation, which has been 

proposed to drive disease progression in Alzheimer’s Disease and primary tauopathies. The 

uptake of tau into cells was found to be mediated by specific heparan sulfate proteoglycan 

species65,66. After uptake, tau seeds need to escape the endolysosomal pathway to template 

aggregation of cytosolic tau. The ESCRT complex was found to control integrity of the 
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endolysosomal compartment, and thereby escape of tau to the cytosol67. Cellular levels of 

the Parkinson’s Disease-linked protein alpha-synuclein were found to be modulated by a 

large number of genes, including doublecortin-like kinase 168, knockdown of which also 

mitigated a-synuclein toxicity69. Expression of the protein parkin, defects in which are 

associated with Parkinson’s Disease, was found to be negatively regulated by the 

transcription factor THAP1170. The RNA helicase DDX3X was found to control repeat-

associated non-AUG (RAN) translation of C9orf72 hexanucleotide repeat expansions71. A 

screen for regulators of phagocytosis uncovered a role for the Alzheimer’s Disease risk gene 

TM2D3 in modulating uptake of Aβ aggregates64.

Screens based on gene expression.—While screens based on survival or FACS 

monitor low-dimensional phenotypes, pooled CRISPR screens can also be coupled to single-

cell RNA sequencing to provide high-dimensional readouts of the effects of gene 

perturbation72–75 (Fig. 3d). Such screens provide rich information on cellular processes such 

as differentiation72, immune responses72,73,75, stress responses74 and compensatory 

responses76 and enable high-throughput mapping of regulatory elements77.

Pooled optical screens.—Complex morphological phenotypes that cannot be detected 

by FACS, but are apparent by fluorescence microscopy, can be evaluated in pooled optical 

screens78,79. In such screens, sgRNA libraries are introduced into cells which are then fixed, 

stained and characterized by microscopy. Subsequently, the sgRNA expressed in each cell is 

identified by in-situ sequencing (Fig. 3e).

Arrayed genetic screens

Despite the broad utility of pooled screens, there are cellular phenotypes that cannot be 

interrogated using pooled strategies. The most obvious category of such phenotypes are non-

cell autonomous phenotypes, in which the relevant phenotype readout is not physically 

coupled to the cell in which a gene is perturbed. Examples with relevance to neurological 

disease include the secretion of factors from cells (such as cytokines, neuropeptides or Aβ 
peptides), the excitation of target cells by neurons (and, by extension, the 

electrophysiological activity of a group of neurons), or interactions between neurons and 

glia. Furthermore, phenotypes related to cellular morphology can in theory be evaluated in 

pooled optical screens; in practice, however, it is difficult to segment microscopic images of 

cells with complex morphologies, such as neurons and glia, which is a prerequisite for 

assigning all parts of a cell to the correct sgRNA.

Phenotypes that are not compatible with pooled screens can be investigated in arrayed 

screens, for which sgRNAs targeting different genes are delivered separately to cells in 

different wells of a multi-well plate (Fig. 3f). A multitude of readouts can be applied to cells 

in this format, which mirrors small-molecule screens used for drug discovery. These include 

high-content imaging of fixed and stained cells, longitudinal live-cell imaging, 

measurements of electrophysiological activity by calcium or voltage imaging or multi-

electrode arrays, quantification of secreted factors and other biochemical assays.

The most significant disadvantage of arrayed screening approaches is that they require the 

generation and delivery of arrayed sgRNA libraries and automated platforms for high-
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throughput measurement of the phenotypes of interest. While small-scale arrayed screens 

are commonly used as secondary screens to characterize top hits from a genome-wide 

primary screen, most academic labs do not have the resources to conduct large-scale arrayed 

screens. (An arrayed screen targeting all human protein-coding genes each with a single 

sgRNA would require handling, tissue culture, and analysis of approximately 200 96-well 

plates. A more robust experimental design would include at least two independent sgRNAs 

per gene in separate wells, and at least two technical replicates for each well, resulting in 

approximately 800 96-well plates.)

Systematic genetic interaction screens

Genes typically do not function in isolation, but in combination with other genes. Examples 

are genes encoding nodes in a signaling pathway, enzymes in a metabolic pathway, or 

subunits of a multi-component protein complex. While the simplest implementation of the 

screening strategies described above evaluates gene function by perturbing one gene at a 

time, it is possible to perturb combinations of genes in a systematic manner to quantify 

genetic interactions and discover functional relationships between gene products. This 

approach was pioneered in mammalian cells using RNA interference80,81, but CRISPR-

based platforms have enabled the generation of substantially larger genetic interaction 

maps82, including CRISPRa-based gain-of-function maps83 and maps that combine gain- 

and loss-of-function perturbations to map directional pathways84.

Genetic interactions are of great interest to neurological disease, since genetic modifiers can 

yield insights into disease mechanisms and potential therapeutic strategies. Genetic 

modifiers for neurodegeneration have been identified successfully through human genetics, 

such as RAB10 for APOE65 in Alzheimer’s Disease (variants in the RAB10 locus are linked 

to resilience in individuals carrying the high-risk APOE ε4 allele85), and TMEM106B for 

GRN66, 67 in frontotemporal dementia (SNPs affecting TMEM106B expression are 

protective in carriers of disease-associated GRN mutations86,87). However, this approach is 

likely to be currently underpowered to identify many relevant genetic interactions. CRISPR 

modifier screens in cells with genetic risk variants and systematic genetic interaction maps 

have the potential to identify additional genetic interactions, the disease relevance of which 

will then have to be validated. A recent example for a genetic interaction screen with 

relevance to neurological disease is a screen for genes loss of which was synthetic lethal 

with C9orf72 loss88. The strongest synthetic lethal gene was FIS1, which encodes a protein 

that mediating mitochondrial fission and mitophagy, and follow-up experiments also pointed 

to a role in regulating inflammatory signaling88.

Screens in iPSC-derived disease models

The majority of CRISPR screens published to date, including those investigating processes 

relevant to neurological disease, were conducted in cancer cell lines. Even though such 

screens have been able to uncover genes that were then validated in relevant cell types such 

as neurons63,65,68, they have obvious limitations for the study of neurological disease. First, 

most neurological diseases are characterized by changes in the function of specific cell types 

of the nervous system, and such functions can only be appropriately studied in the relevant 
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cell types. Second, even if aspects of the disease process can be modeled in other cell types, 

genetic screens may fail to detect disease-relevant genes if those genes are not expressed in 

the cell line used for the screen, or if the genes have cell-type specific roles. Third, cellular 

survival is a relevant phenotype for neurodegenerative diseases. However, survival of cancer 

cell lines is controlled very differently than survival of untransformed cells, and essential 

genes in cancer cells differ from those in stem cells or neurons76. These differences limit the 

usefulness of cancer cells to study cell death in neurodegeneration. As a case in point, there 

was little correlation between genes found to control sensitivity to toxic dipeptide repeats in 

cancer cells versus primary neurons63. Fourth, a key feature and important topic of research 

for several neurological diseases is the selective vulnerability of specific cell types. Screens 

aimed at uncovering the factors controlling selective vulnerability (and, by extension, 

potential therapeutic targets to reduce vulnerability) will have to be implemented in relevant 

cell types.

Primary human cells of the nervous system are difficult to obtain. Neurons in particular are 

post-mitotic and therefore non-expandable. An attractive, recently established approach is 

the derivation of relevant cell types from human iPSCs. This section introduces iPSC 

technology and discusses iPSC-derived disease models and their use for CRISPR screening.

iPSC technology

Primary cell types readily obtained from human adult donors, such as skin fibroblasts or 

peripheral blood cells, can be reprogrammed to become induced pluripotent stem cells 

(iPSCs) by the transient expression of four transcription factors, such as the so-called 

“Yamanaka factors”89,90 (Fig. 4a). More recently, iPSCs were successfully obtain from post-

mortem human brain tissue, specifically dura mater fibroblasts91. Such induced pluripotent 

stem cells (iPSCs) can be expanded and differentiated into a variety of cell types, including 

neuronal subtypes and glia, by protocols that mimic environmental developmental cues, or 

express specific transcription factors (Fig. 4a) Fibroblasts can also be directly reprogrammed 

into differentiated cell types such as neurons92.

Human pluripotent stem cells can also be differentiated into three-dimensional cultures 

recapitulating features of the human cortex93, termed brain organoids (Fig. 4a). Furthermore, 

iPSC-derived cell types from different lineages can be combined into defined three-

dimensional cultures, termed assembloids9,94–98. For example, microglia can be introduced 

into brain organoids to investigate their interaction with other brain cell types9,94,96,98.

An important motivation for iPSC technology is the development of cell-based therapies in 

regenerative medicine. However, iPSC-derived cells also provide powerful disease models 

for biomedical research, as outlined below.

iPSC-derived cellular disease models

iPSCs can be derived from healthy donors as well as from patients with familial or sporadic 

diseases. Intriguingly, cells derived from patients with a variety of neurological diseases 

have been found to recapitulate aspects of the disease99 (Fig. 4b). For example, several 

cellular and molecular features of Alzheimer’s Disease have been recapitulated in iPSC-

derived cell types. Neurons derived from familial as well as sporadic Alzheimer’s patient 
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cells show enlarged early endosomes100, phosphorylated tau100, and increased production of 

Aβ peptides100 and oligomers101. Similar phenotypes are observed in neurons carrying the 

APOE ε4 risk allele9,102. APOE ε4 also affects properties of iPSC-derived astrocytes and 

microglia, notably reducing their ability to clear Aβ9,102. Neurodevelopmental disorders can 

be modeled in patient iPSC-derived brain organoids103,104.

A challenge in establishing robust cellular phenotypes that distinguish iPSC-derived cells 

from patients versus healthy donors is variability between donors, compounded by 

variability introduced during iPSC generation. Genome-editing technology has enabled a 

strategy to overcome these sources of variability: the generation of isogenic iPSC lines105, in 

which a disease-associated genetic variant is corrected in a patient line or introduced into a 

healthy donor line (Fig. 4c). Several studies related to neurological disease successfully 

reverted a disease-associated cellular phenotype in patient-derived cells by correcting the 

disease-associated mutation, for example in the MAPT gene106,107. Vice versa, CRISPR-

based genome editing can be used to model panels of disease-associated genetic variants on 

the background of an parent line derived from an unaffected donor108. These two 

complementary strategies can test whether a genetic variant is necessary or sufficient, 

respectively, for disease-relevant cellular phenotypes. Importantly, linkage disequilibrium 

can make it difficult to assign causality to a specific genetic variant based on natural genetic 

variation in the human population, and the use of isogenic lines can overcome this problem.

A further technical challenge is variability introduced during differentiation, which can 

necessitate the screening of large numbers of cells in order to detect phenotypic differences 

with statistical significance. A strategy that can substantially reduce variability in 

differentiation is the use of protocols in which differentiation is driven by the inducible 

expression of transcription factors – in particular when the expression cassette for the 

inducible transcription factors is integrated in a defined genomic safe-harbor locus in 

iPSCs109.

CRISPR screens in iPSC-derived cells

Recently, we implemented large-scale CRISPR-based genetic screens for the first time in a 

human iPSC-derived differentiated cell type, namely neurons76. To this aim, CRISPRi 

machinery was expressed from a safe-harbor locus in iPSCs and sgRNA libraries were 

introduced via lentiviral infection. iPSCs were then differentiated into neurons, and screened 

for different phenotypes, including survival, single-cell transcriptomics, and morphology 

(Fig 4d). To control the time point of genetic perturbation, the expression of CRISPR 

machinery can be induced at later time points during differentiation76, or sgRNAs can be 

introduced post-differentiation (Fig. 4d). Several findings from these first screens in iPSC-

derived neurons supported the importance of conducting CRISPR screens in relevant cell 

types.

First, the set of genes controlling survival of neurons were distinct from those controlling 

cancer cell or iPSC survival. CRISPR screening recovered a previously known key regulator 

of neuronal cell death, MAP3K12/DLK76.
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Second, housekeeping genes that were essential for survival of both iPSCs and neurons may 

play different roles in the two cell types, based on vastly different transcriptomic 

consequences of their knockdown76. A prominent example was the ubiquitin-activating E1 

enzyme UBA176. Intriguingly, UBA1 is widely expressed in the human body, but loss-of-

function mutations are linked to neurodegenerative diseases110.

Third, an arrayed longitudinal imaging screens uncovered consequences of gene knockdown 

for neuron-specific morphological features, such as neurite length and branching patterns76, 

which could not have been evaluated in other cell types.

Several groups are actively developing CRISPR-based screening platforms in other iPSC-

derived cell types. On a technical level, different modes of CRISPR perturbation will have 

specific advantages and disadvantages for applications in iPSC-derived cell types. CRISPR 

knockout strategies may result in stronger phenotypes and do not require ongoing expression 

of the CRISPR machinery. However, CRISPR-induced DNA breaks are particularly toxic to 

iPSCs111, reducing cell survival and potentially confounding the observed phenotypes. 

CRISPRi-based gene knockdown may result in weaker phenotypes than full gene knockout, 

however it is non-toxic in iPSCs and iPSC-derived cells76, inducible76 and reversible42, 

thereby enabling time-resolved analysis of gene function76. Partial knockdown of genes 

achieved by CRISPRi makes it possible to functionally characterize essential genes76. 

CRISPRa evaluates gain-of-function phenotypes and can provide complementary insight to 

CRISPR knockout or CRISPRi-based loss-of-function screens42. On a biological level, it 

will be highly instructive to directly compare the results of parallel screens in different cell 

types in order to elucidate cell type-specific roles of human genes in health and disease.

Applications to neurological disease

The recent development of CRISPR screens in human iPSC-derived cells has paved the way 

for applications to neurological disease. This section provides a roadmap and describes how 

four major disease-relevant questions could be addressed by such screens.

Mechanisms of disease variants

Genetic variants associated with familial disease or with disease risk in sporadic patients are 

being identified at a rapid pace. However, the mechanism by which these variants contribute 

to disease is often unknown or controversial. A mechanistic understanding of disease-linked 

variants is an important pre-requisite for the development of new therapeutic strategies.

CRISPR-based modifier screens in isogenic cell lines have the potential to provide insights 

into the mechanism through which a disease variant affects relevant cellular functions (Fig. 

5). Ideally, such screens should be implemented in isogenic cell lines.

The first challenge is to establish a disease-relevant phenotype observed in a disease-relevant 

cell type derived from patient iPSCs, but not in isogenic controls. Ideally, the phenotype 

should closely mirror a phenotype observed in patients – such as changes in neuronal or glial 

functions, survival, morphology or gene expression, or the aggregation of specific proteins.
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The second challenge is to design a screen based on the phenotype of interest. Cell-

autonomous phenotypes that can be monitored in survival- or FACS-based screens should be 

prioritized due to the scalability of such screens, which enables genome-wide screens. 

Screens based on single-cell transcriptomics yield rich phenotypes but are currently 

expensive to implement. Non-cell autonomous screens, or screens for complex functional or 

morphological phenotypes typically require arrayed screening approaches. Arrayed and 

single-cell transcriptomic screens will typically require the selection of a focused gene set 

for perturbation.

Next, parallel genetic modifier screens for the phenotype of interest are conducted in the 

isogenic cells (Fig. 5). Conceptually, the screen design is similar to screens for sensitivity to 

an insult (Fig. 2b) – except that the insult is the disease-associated genetic variant. In 

modifier screens for sensitivity to toxic drugs, knockdown of genes that are the direct target 

of the drug, or are relevant for the cellular function targeted by the drug, synergizes with 

drug treatment62. Identification of such drug-gene interactions has been a highly successful 

strategy for the identification of drug mechanisms of action62. Similarly, genetic modifiers 

of the phenotype caused by a genetic variant represent gene-gene interactions (in the case of 

survival screens, synthetic lethal genes), which can reveal the mechanism of action of the 

genetic variant (Fig. 5).

The final challenge is to validate the generality of findings from large scale genetic screens. 

Hit genes should be tested in larger panels of patient-derived cells, including, where 

available, different disease-associated mutations in the gene of interest. Ideally, the 

mechanistic hypothesis should lead to predictions that can be directly tested in patient tissue.

Discovery of therapeutic targets

An important motivation for the development of cell-based disease models is their use for 

drug discovery in arrayed phenotypic small-molecule screens. An alternative to 

pharmacological screening is genetic screening, which seeks to identify genetic 

perturbations that ameliorate disease-relevant phenotypes and thereby point to potential 

therapeutic targets (Fig. 5). Genetic screens can be an attractive alternative for two reasons:

First, while small-molecule screens need to be implemented in an arrayed format and 

therefore require automation infrastructure, genetic screens for some phenotypes can be 

implemented as pooled screens, making them scalable to genome-wide screens without 

requiring automation.

Second, while small-molecule screens yield compounds with beneficial effects, it is often a 

major challenge to identify their molecular targets and mechanism of action. By contrast, 

genetic screens directly identify relevant targets and mechanisms, for which effective 

compounds must then be developed. Importantly, genetic screens are also a strategy for the 

identification of the mechanisms of actions of novel compounds from phenotypic screens62.

To design a genetic screen for the discovery of therapeutic targets for neurological disease, 

the same challenges must be addressed as for the identification of disease mechanisms, 
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described in the previous subsection. In fact, a well-designed modifier screen can 

simultaneously reveal disease mechanisms and therapeutic targets (Fig. 5).

Causative changes in gene expression

CRISPRi and CRISPRa enable the systematic control of the expression levels of specific 

genes in human cells. Therefore, they are ideal tools to dissect changes in gene expression 

that causally contribute to disease states. This strategy can be applied to answer several 

questions relevant to neurological disease.

First, GWAS studies frequently uncover disease-associated genetic variants outside protein-

coding regions. Such variants can affect the expression of other genes, thus acting as 

expression quantitative trait loci (eQTLs). eQTLs can affect the expression of nearby, but 

also distant genes, and their effect can be cell-type and cell-state specific. Therefore, it is not 

trivial to determine the genes through which a disease-associated eQTL affects disease 

processes. Even if the set of genes affected in their expression by a genetic variant is known, 

it is not clear which of these candidate genes is relevant for disease. CRISPRi/a enables the 

manipulation of expression levels of candidate genes individually and in specific 

combinations in order to evaluate the consequences for cellular function (Fig. 6a). This 

strategy was recently implemented to analyze the effects of schizophrenia-associated 

variants on the function of iPSC-derived neurons112. While this study focused on variants 

thought to affect only the expression of one protein-coding gene each, future large-scale 

screens could investigate eQTLs that affect the expression of many genes, in order to 

uncover convergent phenotypes that point to those changes in gene expression that are likely 

causative in disease, and the cell types they act in (Fig. 6a).

Second, mouse models and single-cell and single-nuclear RNA sequencing of patient tissues 

have revealed disease-associated cell states, in particular of microglia20,113 and 

astrocytes114. Importantly, the phenotypes measured in CRISPRi/a screens with single-cell 

RNA sequencing readouts are transcriptomics signatures, which can be directly compared to 

transcriptomics signatures from patient tissues. These disease-associated states are 

characterized by expression changes in numerous genes, but it is generally not clear which 

of these changes have either beneficial or detrimental effects in disease. CRISPRi/a screens 

enable the targeted modeling of gene expression changes individually or in combination, in 

order to evaluate the consequences on cellular function in the relevant cell type (Fig. 6b). A 

detailed understanding of the genes expression changes of which are detrimental would 

prioritize these genes as potential therapeutic targets.

Cell type-selective vulnerability

A hallmark of many neurological disorders, in particular neurodegenerative diseases, is the 

selective vulnerability of specific cell types. For example, motor neurons are selectively 

vulnerable in amyotrophic lateral sclerosis (ALS). Intriguingly, the expression of ALS risk 

genes is not restricted to motor neurons, indicating that specific factors in the cellular 

environment of motor neurons make them more vulnerable to ALS. Conversely, mutations in 

alpha-synuclein can cause Parkinson’s Disease, where dopaminergic neurons in the 

substantia nigra are selectively vulnerable, but motor neurons are less vulnerable, even 
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though alpha-synuclein is widely expressed in neurons. Hence, selective vulnerabilities of 

specific neuronal subtypes are disease-specific. An understanding of the cellular factors 

controlling selective vulnerability is highly desirable, since it would both illuminate 

mechanisms driving disease and uncover potential therapeutic strategies that could 

vulnerable neurons into resilient neurons.

The in-depth molecular characterization of neuronal subtypes in the human brain115 

provides a detailed description of factors that are differentially expressed between vulnerable 

and resilient neurons. However, most differentially expressed factors are likely to reflect the 

different functional specializations of neurons, and it is not clear which of these factors are 

causal determinants of vulnerability to specific diseases.

As described in the previous subsection, CRISPRi/a-based control of the expression levels of 

individual genes in relevant iPSC-derived cell types makes it possible to enable the 

functional impact of expression changes. Thus, genes that are differentially expressed 

between vulnerable and resilient neuronal subtypes can be tested for effects on disease-

relevant cellular phenotypes (Fig. 7). While it is likely that not all determinants of selective 

vulnerability are cell autonomous or amenable to modeling in iPSC-derived cells, recent 

studies highlight the promise of iPSC models of selective vulnerability. iPSC-derived 

GABAergic neurons were selectively vulnerable to expression of the e4 variant of APOE 

associated with Alzheimer’s Disease102. iPSC-derived dopaminergic neurons recapitulate 

molecular processes characteristic of Parkinson’s Disease, dependent on dopamine levels18.

In conclusion, CRISPRi/a-based screens in iPSC-derived cells that systematically alter the 

expression levels of genes differentially expressed between vulnerable and resilient cell 

types have the potential to reveal causal determinants of selective vulnerability, which are 

potential therapeutic targets116.

Conclusions and future directions

Recent advances in CRISPR-based genetic screening and iPSC-based disease modeling, and 

especially the integration of these technologies have enormous potential for the discovery of 

mechanisms and therapeutic targets for neurologic disorders. CRISPR-based functional 

genomics enable the specific perturbation of genes of interests, thereby making it feasible to 

establish causality.

Several challenges remain. Some are technical in nature, such as the silencing of transgenes 

during iPSC differentiation for some cell types. A number of important challenges exist with 

respect to the faithful recapitulation of disease processes in iPSC-derived models.

First, we currently lack procedures to generate all disease-relevant cell types from iPSCs. 

The development of new differentiation protocols for cell types relevant to neurological 

disease is an active area of research117.

Second, iPSC-derived neurons resemble young neurons, whereas many neurological 

disorders affect older neurons, and aging is the major risk factor for neurodegenerative 

diseases. Several strategies are being investigated to model aging in iPSC-derived 
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cells118,119. Neurons directly reprogrammed from fibroblasts maintain some features 

reflecting the age of the donor and mirroring some properties of aged neurons120,121; 

however they are not readily obtained in quantities required for large-scale screens.

Third, most or all neurological disorders involve interactions between different cell types in 

a tissue context. iPSC-derived brain organoids and assembloids have great promise for the 

study of such interactions. Ongoing efforts aim to improve the recapitulation of brain tissue 

architecture, including important features such as vasculature.

Fourth, neurological diseases manifest as dysfunction of the nervous system, and involve 

processes at the level of neuronal circuits. Further technology development is needed to 

recapitulate relevant aspects of brain circuit function in iPSC-derived models, and to 

replicate defects characteristic of neurological diseases.

New innovations in the rapidly evolving field of CRISPR technology are likely to open up 

exciting new possibilities for screens in iPSC-based disease models. For example, the 

recently developed prime editing technology40 could enable large-scale screens in which 

disease-associated genetic variants are introduced in the genome of iPSCs and phenotypic 

consequences are evaluated in relevant cell types.

Beyond its use as research tool, CRISPR technology has the potential to be used 

therapeutically in neurological disease. In particular, it would enable the editing of disease-

associated variants in relevant tissues. Clinical trials are currently underway for CRISPR-

based therapies targeting cells that are more easily accessible, such as blood cells and 

photoreceptor cells. Effective delivery to the central nervous system will be a major 

challenge that needs to be overcome to pave the way for CRISPR-based therapy of 

neurological disease. In the meantime, research applications of CRISPR technology, as 

described in this review, have the potential to identify therapeutic strategies that can be 

implemented using traditional small-molecule therapeutics.

Acknowledgements

I thank members of the Kampmann lab and Alex Pollen for discussions, and referees for their insightful comments. 
Research on neurodegenerative and neuropsychiatric diseases in the Kampmann lab is supported by a Ben Barres 
Early Career Acceleration Award from the Chan Zuckerberg Initiative, the Tau Consortium, an Allen Distinguished 
Investigator Award (Paul G. Allen Family Foundation), a Chan-Zuckerberg Biohub Investigator Award, an NIH 
Director’s New Innovator Award (NIH/NIGMS DP2 GM119139), NIH/NIA grants (R01 AG062359 and R56 
AG057528), and the NINDS Tau Center Without Walls (NIH/NINDS U54 NS100717), and the UCSF/UC Berkeley 
Innovative Genomics Institute (IGI).

Glossary

Genome-wide association studies (GWAS).
Studies aiming to identify genetic variants associated with disease risk or other traits in 

human populations.

Pleiotropic
Affecting several traits.

Single-nucleus transcriptomics
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Sequencing-based quantification of mRNA molecules in individual nuclei isolated from 

tissues to characterize gene expression programmes at single-cell resolution.

Spatial transcriptomics
Methods detecting abundance and localization of multiple RNA molecules of interest in the 

tissue context, based on hybridization or in situ sequencing approaches.

Multiplexed immunofluorescence
Methods detecting abundance and localization of multiple proteins and protein states of 

interest in the tissue context, based on parallel and sequential probing with antibodies.

Synthetic lethal
Two genetic variants or gene perturbations that are lethal to cells or organisms in 

combination but not individually.

Linkage disequilibrium
Co-occurrence of genetic variants at different loci within individuals in a population at 

frequencies different from those expected by chance.

Safe-harbour locus
A site in the genome considered suitable for the integration of transgenes, because it enables 

stable expression of the transgene without disrupting the function of endogenous genes.
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Key Points

• CRISPR technology enables editing of the human genome sequence, making 

it possible to model or correct disease-associated genetic variants.

• CRISPR interference (CRISPRi) and CRISPR activation (CRISPRa) enable 

changes in the expression levels of genes in human cells.

• Perturbation of large numbers of genes in CRISPR-based genetic screens 

facilitates the identification of genes relevant for specific cellular functions.

• Induced pluripotent stem cells (iPSCs) can be derived from patients and 

differentiated into neurons, glia, and brain organoids to generate models of 

neurological disease.

• CRISPR screens in iPSC-derived disease models can elucidate disease 

mechanisms and potential therapeutic targets.
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Figure 1: Key mechanistic questions in neurological disease
When a disease-linked genetic variant has been identified, key mechanistic questions need to 

be answered. See main text for details.
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Figure 2: CRISPR-based approaches to alter or perturb genes.
(a) Gene editing based on homology-directed repair

(b) Gene disruption based on small deletions introduced by non-homologous end-joining

(c) Removal of larger DNA regions after introduction of two DNA breaks

(d) Gene editing using base editors

(e) Prime editing

(f) CRISPR interference: Gene knockdown by transcriptional repressors recruited by dCas9

(g) CRISPR activation: Gene induction by transcriptional activators recruited by dCas9

(h) mRNA knockdown using RNA-cleaving Cas proteins

(i) Control of alternative mRNA splicing by RNA-targeting dCas proteins

(j) Post-transcriptional mRNA editing or modification by effectors recruited by RNA-

targeting dCas proteins
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Figure 3: Types of genetic screens in human cells
(a) Pooled screen for genes controlling cellular proliferation / survival.

(b) Pooled screen for genes controlling the sensitivity to insults, such as stressors, toxins, 

drugs.

(c) Pooled FACS-based screen for genes controlling cellular phenotypes monitored by 

fluorescent reporters or probes.

(d) Pooled screen coupled to single-cell RNA sequencing, to identify consequences of gene 

perturbation for high-dimensional transcriptomic phenotypes.

(e) Pooled optical screen for genes affecting cellular phenotypes monitored by microscopy.

(f) Arrayed screen for complex phenotypes, such as non-cell autonomous phenotypes or 

neuronal activity.
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Figure 4: Induced pluripotent stem cell (iPSC) approaches to study neurological disease
(a) Primary human cells can be reprogrammed to iPSCs and differentiated into neurons, glia 

and brain organoids.

(b) Panels of iPSC-derived cells from patients and unaffected donors can reveal disease-

relevant cellular phenotypes specifically in patient-derived cells.

(c) CRISPR-based correction of genetic disease variants in patient-derived iPSCs or 

modeling of genetic disease variants in iPSCs from unaffected donors enables evaluation of 

phenotypes caused by disease variants in cells with isogenic backgrounds.

(d) Strategies for CRISPR-based genetic screens in iPSC-derived cell types or organoids.
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Figure 5: Elucidating disease mechanisms and therapeutic targets through modifier screens in 
patient-derived cells and isogenic controls
Strategy for parallel modifier screens in cells with a disease-associated variant and isogenic 

control cells for a disease-relevant phenotype observed more strongly in the disease 

background. Comparison of hits from the two screens can reveal three important classes of 

genes: Modifiers of the phenotype in both the disease and control background (grey dots), 

modifiers that alleviate the phenotype and are therefore potential therapeutic targets (green 

dots), and modifiers of the phenotype in disease background, but control cells (blue dots). 

This latter category can be thought of genetically interacting with the disease variant, and 

give clues about the mechanism by which the disease variant causes the phenotype.
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Figure 6: Modeling disease-associated changes in gene expression to pinpoint causal changes
(a) Genetic variants constituting an expression quantitative trait locus (eQTL) can affect 

expression of different sets of genes in different cell types. To identify which of these 

changes are likely disease-causing, the expression of genes can be controlled individually or 

in combination in different cell types by CRISPRi/a. The resulting phenotypes can be 

characterized and compared to those observed for expression changes associated with other 

eQTLs linked to the same disease. Convergent phenotypes for genes affected by different 

eQTLs can point those expression changes likely to be causal, and to the cell types in which 

they likely act.

(b) Disease-associated states of cell types involve expression changes in multiple genes, 

some of which could be beneficial, while others could be detrimental in the context of 

disease. Controlling the expression of these genes in the relevant cell type individually and 

in combination using CRISPRi/a, functional consequences can be linked to specific genes, 

uncovering potential therapeutic strategies to enhance beneficial aspects and inhibit 

detrimental aspects of the disease-associated cell state.
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Figure 7: Uncovering causal determinants of cell-type selective vulnerability
Transcriptomics approaches catalogue differentially expressed genes between vulnerable and 

resilient types of neurons. CRISPRi/a can be used to change the expression levels of these 

genes in iPSC-derived models of the vulnerable and resilient neuronal types to pinpoint 

those genes that are causal determinants of selective vulnerability. Such genes are potential 

therapeutic targets to turn vulnerable neurons into resilient neurons.
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