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Abstract

Bayesian analyses with the arm-based (AB) network meta-analysis (NMA) model require 

researchers to specify a prior distribution for the covariance matrix of the treatment-specific event 

rates in a transformed scale, e.g. the treatment-specific log-odds when a logit transformation is 

used. The commonly-used conjugate prior for the covariance matrix, the inverse-Wishart (IW) 

distribution, has several limitations. For example, although the IW distribution is often described 

as non- or weakly-informative, it may in fact provide strong information when some variance 

components are small (e.g., when the standard deviation of study-specific log-odds of a treatment 

is smaller than 1/2), as is common in NMAs with binary outcomes. In addition, the IW prior 

generally leads to underestimation of correlations between treatment-specific log-odds, which are 

critical for borrowing strength across treatment arms to estimate treatment effects efficiently and to 

reduce potential bias. Alternatively, several separation strategies (i.e., separate priors on variances 

and correlations) can be considered. To study the IW prior’s impact on NMA results and compare 

it with separation strategies, we did simulation studies under different missing-treatment 

mechanisms. A separation strategy with appropriate priors for the correlation matrix and variances 

performs better than the IW prior, and should be recommended as the default vague prior in the 

AB NMA approach. Finally, we re-analyzed three case studies and illustrated the importance, 

when performing AB-NMA, of sensitivity analyses with different prior specifications on 

variances.
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1 INTRODUCTION

In recent decades, many systematic reviews and meta-analyses have summarized existing 

evidence on a given scientific question from multiple independent studies. Traditionally, a 

meta-analysis of randomized controlled trials compares only two treatments, typically an 

intervention and a control. With new treatments emerging, network meta-analysis (NMA) 

has been developed and is increasingly used to synthesize direct and indirect evidence 

comparing multiple treatments1,2. For instance, if three treatments A, B, and C are available 

for a certain disease then in NMA, comparing treatments A and C provides direct evidence 

about A versus C while comparing A versus B plus B versus C offers indirect evidence. 

Both Bayesian hierarchical approaches3,4,5 and frequentist methods6,7 have been proposed 

for NMA; this article focuses on Bayesian methods because they have been widely applied.

Broadly, there are two Bayesian approaches for NMA: the arm-based (AB) approach5,8, 

which models absolute effects, and the contrast-based (CB) approach3,4,9, which models 

relative effects. Dias and Ades11 and Hong et al.12 thoroughly discussed the differences 

between these two approaches. The arm-based model has been shown to have several 

important advantages, e.g., the results produced by the AB-NMA are generally more robust 

to the choice of treatments to include in the NMA10. Both approaches involve estimating a 

covariance matrix of random effects and choosing a prior distribution for it, which are 

generally difficult in Bayesian analysis: the number of parameters in a covariance matrix 

increases rapidly with the dimension of the matrix, and these parameters are constrained 

because the matrix must be non-negative definite14. Also, the parameters of the two models 

are distinct. In the CB approach, if the total number of treatments in the NMA is T, then T − 

1 variance parameters need to be estimated for contrasts and (T − 1)(T − 2)/2 parameters for 

correlations between contrasts but the T − 1 variances are constrained by triangle 

inequalities4, which complicate prior specification for heterogeneous variances. The AB 

approach estimates more parameters (i.e., a T-dimensional covariance matrix for variances 

of absolute effects and correlations between them), but does so without constraints other 

than positive definiteness. Finally, each study generally includes only a small portion of the 

NMA’s treatments, generally based on results of previous trials. This selection of treatments 

produces missing data (treatments excluded from a trial), which affects the AB and CB 

approaches differently because they use different exchangeability assumptions: CB models 

require contrasts to be missing at random (MAR)15 while AB models require treatments to 

be MAR8. Such differences could have distinct effects on estimates of the covariance matrix.

To model the variance structure of contrasts in the CB approach, Lu and Ades4 used an 

ancillary representation to circumvent the triangle inequalities and compared different prior 

specifications using case studies. However, in the AB approach little attention has been paid 

to the choice of priors for covariance matrices and their influence on the results. The obvious 

choice is the conjugate inverse-Wishart prior, which was used by Zhang et al.5 and Hong et 

al.8 However, this prior has some problems: the marginal distribution of the variances has 

low density in the region near zero16 and the prior imposes a dependency between the 

variances and the correlations17, which may cause the correlations to be underestimated in 

certain situations. Alternatives have been proposed, such as the scaled inverse Wishart18, a 

separation strategy14, the Cholesky decomposition19, and the LKJ prior for a correlation 

Wang et al. Page 2

Stat Med. Author manuscript; available in PMC 2021 September 30.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



matrix20. This article compares, for binary outcomes, the influence of selected priors for the 

AB model on the estimation of the log odds ratios of treatment comparisons and the 

correlations between treatment-specific log-odds, under different missing-treatment 

mechanisms. Based on these comparisons, we aim to recommend appropriate vague priors 

for the AB model’s covariance matrix.

The rest of this article is organized as follows. Section 2 describes AB approaches for NMA, 

followed by Section 3 on Bayesian analysis, focusing on priors for the covariance matrix. 

Section 4 presents simulation studies and results, followed by three case studies in Section 5. 

Section 6 presents our main conclusions with a brief discussion.

2 THE ARM-BASED NETWORK META-ANALYSIS

2.1 Notation

Suppose we have collected K studies comparing a total of T treatments and each study 

contains only a subset of the T treatments. Let Ak (k = 1, … , K) be the subset of treatments 

investigated in the kth study. If the number of elements in the set Ak (denoted by |Ak|) is 

larger than 2, then study k is called multi-armed. Most randomized clinical trials are two-

arm studies with |Ak| = 2. Let Dk = {(rkt, nkt), t ∊ Ak} be the data collected in the kth study, 

where rkt and nkt are the numbers of events and total subjects in the tth treatment group in the 

kth study. Finally, let pkt be the true probability of an event (i.e., absolute risk) for the tth 

treatment in the kth study.

2.2 The arm-based approach

Zhang et al.5 proposed the following arm-based NMA model:

rkt Binomial nkt, pkt , t ∈ Ak, k = 1, …, K;
logit pkt = μt + vkt;
vk1, …, vkT ′ MV N(0, Σ),

(1)

where μt represents the overall fixed effect of treatment t and the vector (vk1, … , vkT)′ is a 

random effect specific to study k, following the multivariate normal distribution with mean 0 
and covariance matrix Σ having dimension T. Here, a′ denotes the transpose of the vector a. 

We used logit instead of probit transformation to estimate both marginal and conditional log 

odds between treatments. Let δt be the between-study standard deviation of log-odds for 

treatment t, i.e., the square root of the tth diagonal element in the covariance matrix Σ Here, 

Σ can also be written as ΔPΔ with Δ a diagonal matrix having standard deviation δt as its tth 

diagonal element, and correlation matrix P with entries ρij.

The marginal event rate of treatment t is pt = E[pkt|μt, δt]; for the logit link as in Equation 

(1), pt can be approximated as in Zeger et al.,21

pt ≈ 1 + exp −μt 1 + 256
75π2δt2

−1
.
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Using these marginal absolute risks of the T treatments, the risk ratio (RR) and risk 

difference (RD) for each pair of treatments can be estimated accordingly as RRij = pi/pj and 

RDij = pi − pj. We can also compute two log odds ratio estimands: 1) the marginal log odds 

ratio between treatments i and j mLORij = log
pi 1 − pj
pi 1 − pi

, and 2) the conditional log odds ratio 

cLORij = μi – μj, which is more commonly used in the meta-analyses literature. Agresti22 

(pp. 496–497) provided further details differences between these two LORs. Other link 

functions could also be used in Equation (1). For example, using the probit link Φ−1(pkt) = μt 

+ vkt as in Zhang et al.5, the marginal absolute risk has an exact from, pt = Φ μt/ 1 + δt
2 , 

where Φ(·) and Φ−1(·) denote the cumulative distribution function of the standard normal 

distribution and its inverse, respectively. When the logit link is used, both cLOR and mLOR 

can be estimated; using the probit link, only mLOR can be directly estimated.

3 PRIOR SPECIFICATIONS FOR THE COVARIANCE MATRIX

This section describes specifications of prior distributions for the AB-NMA in Bayesian 

analysis. Specifically, we place vague N(0, 1002) priors on μt (t = 1, … , T), and discuss 

prior distributions for the covariance matrix Σ. Two common ways to specify the prior 

distribution for the covariance matrix Σ are the natural conjugate prior for the multivariate 

normal likelihood, which treats the covariance matrix as a whole, and the separation strategy 

proposed by Barnard et al.14, which decomposes the covariance matrix into separate parts as 

Σ = ΔPΔ and assigns priors to the components Δ and P separately. As above, Δ is a diagonal 

matrix with standard deviation δi as its ith diagonal element, and P is a correlation matrix 

with diagonal elements 1 and off-diagonal elements ρij. The following subsections give more 

details about these two methods and their variations.

3.1 The Inverse-Wishart prior

The inverse-Wishart (IW) distribution for the covariance Σ is a conjugate prior for the 

multivariate normal likelihood, which can speed up computation compared to other priors. 

The density function of the IW distribution with degrees of freedom m (> T − 1) and positive 

definite scale matrix ψ is:

π(Σ; Ψ, m) ∝ |Ψ|−m/2 |Σ |−(m + T + 1)/2exp − 1
2tr Σ−1Ψ , (2)

Where | · | and tr(·) denote the determinant and trace of a matrix, respectively. The scale 

matrix ψ is often selected to be the T × T identity matrix I.

We now give some remarks about the IW prior’s properties and problems. The marginal 

distribution of each δi
2 (the ith diagonal element of Σ) is the inverse-gamma distribution 

IG m − T + 1
2 ,

ψii
2  for i = 1, … , T, where m − T + 1

2  is the shape parameter and 
ψii
2  is the scale 

parameter. Here, ψii is the ith diagonal element of ψ.

The IW prior has limitations. For example, simulation studies by Alvarez et al.17 showed 

that although the estimated covariances (posterior means) Σij (i ≠ j) are unbiased, the 
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estimated correlations (posterior means) ρij are biased towards zero and the estimated 

variance (posterior mean) Σii is biased upward when the true variance Σii is small. These 

biases are caused by the lack of prior density near zero in the marginal prior for the variance 

and the dependence induced by the IW prior between the correlation matrix P and the 

variances. Section 4’s simulation studies also illustrate this problem.

Finally, the IW prior does not allow a user to specify different amounts of prior knowledge 

about different variance components; the single parameter m controls this uncertainty for all 

diagonal elements. To add more flexibility, the scaled IW prior18 and the hierarchical half-t 

prior23 have been proposed; however, such flexibility may be limited compared to the 

separation strategy17.

3.2 The separation strategy

As mentioned, the separation strategy allows more flexibility by decomposing the 

covariance matrix Σ as ΔPΔ and placing independent prior distributions on the standard 

deviations δi and the correlation matrix P. Popular priors for δi include the inverse-gamma 

prior for the variance δi
2 , the uniform prior between 0 and a certain upper bound, the half-

Cauchy16 and the log-normal.14 There is less consensus about choice of a prior for the 

correlation matrix P, given the difficulty of constraining p to be positive definite. The 

following subsections elaborate this by discussing four possible choices.

3.2.1 The restricted inverse-Wishart prior and restricted Wishart Prior—We 

start with the restricted inverse-Wishart (RIW) prior mentioned by Barnard et al.14, where 

the correlation matrix P follows an IW distribution with the restriction that its diagonal 

elements are fixed as 1. Specifically, let Q ~ IWT(I, m), then P = ΔQΔ follows a RIWT(m) 

distribution, where Δ is a diagonal matrix with ith diagonal element Qii
−1/2 and Qii is the ith 

diagonal element of Q. In the RIW prior, the ρij have the same marginal distributions for all i 
≠ j:

π ρij ∝ 1 − ρij2
m − T − 1

2 , − 1 < ρij < 1, (3)

a beta distribution, Beta m − T + 1
2 , m − T + 1

2  on the interval [−1, 1], which is uniform if m = 

T + 1. Hence, the RIWT(T + 1) prior implies marginally uniform-distributed correlation 

coefficients. This prior is distinguished from the jointly uniform prior π(P) ∝ 1, which is a 

special case of the LKJ prior20. Actually the LKJ prior is equivalent, in a specific sense, to 

the restricted Wishart (RW) prior, which we now discuss. (Appendix A gives the proof.)

To define the RW prior, as for the RIW prior let Q* follow a Wishart distribution WT(I, m*), 

then P = ΔQ*Δ follows a restricted Wishart distribution RWT(m*) with degrees of freedom 

m*(> T − 1); again, Δ is a diagonal matrix with ith diagonal element 1/ Qii*. The RW prior 

has density π(P) ∝ |P|(m*−T−1)/2; if m* = T + 1, this is uniform on a compact subspace of the 

T(T − 1)/2 dimensional hypercube (−1, 1)T(T−1)/2. Also, the ρij for all i ≠ j follow the same 

beta distribution Beta m* − 1
2 , m* − 1

2  on [−1, 1], which is Beta T
2 , T

2  if m* = T + 1. Based on 
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this, the marginal distributions of the correlation coefficients ρij in the jointly uniform prior 

tend to place density close to zero as the dimension T increases, which is the key difference 

from the marginally uniform prior. Furthermore, the conditional distribution of the 

correlation coefficient ρij given ρrs with (i, j) ≠ (r, s) in the RW prior also differs from that in 

the RIW prior.

Although the closed form for the conditional distribution of ρij given ρrs only exists for 

special cases, we can visualize these conditional distributions as in Figure 1, which 

compares the RIW and RW distributions when the dimension T is 3 or 10. As shown in 

Figure 1, the RIW distribution puts a marginally uniform prior on each pij while the 

marginal prior on the individual correlation p12 under the RW distribution (which is jointly 

uniform) concentrates around zero, more so as the dimension T increases. Figure 1 also 

shows that compared to the RW distribution, the RIW distribution puts more density close to 

1 for ρ12 when both ρ23 and ρ13 are larger than 0.6. Interestingly, of 1,000,000 random 

draws from the RW distribution with T = 10, only two satisfied the condition that both ρ23 

and ρ13 are larger than 0.8. By contrast, randomly drawing correlation matrices from the 

RIW distribution, 26,174 out of 1,000,000 satisfied this condition. The above findings may 

have implications for prior choice in applications. For example, in NMA, we might prefer 

the RIW prior to the RW prior because the RW prior places less density on all correlation 

elements ρij being large.

3.2.2 Exchangeable correlation structure—To reduce model complexity, Lin et al.
24 proposed an exchangeable structure (EQ prior) for P, where all off-diagonal elements ρij 

are assumed equal to a common value ρ. To keep P positive definite, ρ must be larger than 

− 1
T − 1 , so we may specify a vague uniform prior for ρ on − 1

T − 1 , 1 .

4 SIMULATION STUDIES

We conducted simulation studies to compare the performance of AB-NMA using different 

priors (IW, RW, RIW and EQ) in terms of bias and coverage probability, under different 

mechanisms for selecting treatment arms to be included in each study of the AB-NMA.

4.1 Simulation settings

We describe the simulation studies using three main steps: first, how we generated a 

complete data set; second, how we applied the missing data mechanisms to omit some arms 

from studies; and third, which estimands and priors we chose. In the simulation, we fit the 

AB-NMA with different priors to each simulated dataset, saved estimates of the estimands, 

and described the performance measures.

Each simulated NMA dataset {D1, … , DK} had binary outcome data Dk = {(rkt, nkt),t = 1, 

2, 3} from 18 studies (K = 18) comparing three treatments (T = 3), denoted 1, 2, and 3. The 

number of patients nkt in each arm was fixed at 500. The number of simulated datasets in 

each setting was 1000. First, we generated complete datasets under the AB model 

specification in Equation (1) using the logit link and setting (μ1, μ2, μ3) = (μ2 + 0.5, μ2, μ2 − 

0.5), (vk1, vk2, vk3)′ ~ MV N(0, Σ) where Σ = ΔPΔ with standard deviations (δ1, δ2, δ3) and 
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correlation matrix P with entries (ρ12, ρ13, ρ23). In Scenario I, we chose (δ1, δ2, δ3) = (0.7, 

0.4, 0.1), (μ1, μ2, μ3) = (−1.0, −1.5, −2.0) and ρ12, ρ13, ρ23 = (2
3 , 4

8 , 2
3 ). We also conducted 

additional simulations and analyses to confirm our findings under different correlation 

structures and μ’s. For these, we set (δ1, δ2, δ3) = (0.7, 0.4, 0.1) and considered three 

different values of μ2 ∈ {−0.5, −1.5, −2.5} with μ1 = μ2 + 0.5 and μ3 = μ2 − 0.5. We also 

considered three choices for P: high correlation scenario with a common between-treatment 

correlation ρ = 0.7, low correlation scenario with ρ = 0.2, and mixed between-treatment 

correlation scenario with (ρ12, ρ13, ρ23) = (0.7, 0.1, 0.4).

After generating the complete dataset, we omitted treatment arms to create partially missing 

data under MAR and MNAR with respect to absolute effects. For each missingness setting, 

we obtained two different sets of nine two-arm studies: one set compared treatments 1 and 2, 

and another compared treatments 2 and 3. To generate partially missing data under the MAR 

assumption, we first kept all treatment 2 data observed and ranked the studies in ascending 

order by rk2/nk2. Then, we made treatment 1 missing in the first nine studies in this ordering 

and treatment 3 missing in the last nine studies. This created datasets in which the results for 

the control arm (treatment 2) had improved over time (rk2/nk2 increased with k), while only 

studies with treatment 1 (more advanced regimen) versus 2 were available in the more recent 

period and studies with treatment 3 (less advanced regimen) versus 2 were available in the 

earlier period. Next, we used the following strategy to create missing data under MNAR 

with respect to absolute effects. We used mkt (k = 1, … , K and t = 1, … , T) to indicate 

missingness of the tth treatment in the kth study; mkt = 1 indicated missing and mkt = 0 

indicated not missing. First, we assumed all treatment 2 data were observed, so mk2 = 0, k = 

1, … , K. Then we determined the missingness of treatment 1 based on the data for all 3 

treatments. After determining mk1, the missingness of treatment 3 followed automatically: 

mk3 = 1 − mk1. The model to generate the missingness indicators was:

mk1 Bernoulli πk1 , k = 1, …, K;
logit πk1 = β0 + β1 × logit rk1/nk1 + logit rk2/nk2 + logit rk3/nk3 , (4)

where πk1 is the probability of treatment 1 being missing in study k. The parameters β0 and 

β1 were pre-defined to control the average number of studies without treatment 1 to be 9 in 

each scenario: β1 = 1 and β0 = −μ1 – μ2 – μ3. A continuity correction of 0.5 was applied to 

both r and n when rki was zero.

We focus on these estimands: the two kinds of log odds ratio comparing treatments i and j, 

mLORij = log(
pi 1 − pj
pj 1 − pi

) and cLORij = μi – μj, the absolute risk of an event for treatment t 

(pt), the standard deviation of log-odds for treatment t (δt), and the correlation between 

treatment-specific (treatments i and j) log-odds (ρij). When applying the AB-IW model, we 

set the prior for the covariance matrix Σ to be IWT(I, T + 1). For models using the RW, RIW 

and EQ priors, we imposed independent uniform priors U(0, 5) on standard deviations δi, i = 

1, … , T, then set the RWT(T + 1), RIWT(T + 1) prior for the correlation matrix P and the 

uniform prior U(− 1
T − 1 , 1) for the correlation coefficient ρ, respectively. Clearly, the true 

standard deviations (δ1, δ2, δ3) = (0.7, 0.4, 0.1) were not close to the center of the prior 
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U(0,5), nor were the true correlations ρ12, ρ13, ρ23 = (2
3 , 4

9 , 2
3 ) close to the center of the RW, 

RIW, and EQ priors.

We implemented the models using Stan25 in conjunction with R26. We chose posterior mean 

and 95% equal tailed credible interval as point and interval estimates respectively. To 

measure the performance of different methods, we used bias and coverage probability of 

95% credible interval.

4.2 Simulation results

Table 1 summarizes bias of the estimates and coverage probability (CP) of the 95% credible 

intervals given by four AB models (AB-IW, AB-RW, AB-RIW and AB-EQ) under different 

missingness settings (no missing, MAR, and MNAR). The table includes the log odds ratio 

comparing treatments i and j, mLORij and cLORij, the absolute risk of an event for treatment 

t (pt), the standard deviation of log-odds for treatment t (δt), and the correlation between 

treatment-specific (treatments i and j) log-odds (ρij).

All four AB models gave unbiased estimates and good coverage probabilities for the log 

odds ratios mLORij and cLORij and the absolute risks pt for complete datasets (“no 

missing”, i.e., no omitted arms). However, the AB-IW model produced biased estimates of 

the standard deviations δt and correlations ρij and intervals with low coverage probabilities. 

In particular, the AB-IW method had bias 0.202 for δ3, which was large relative to the true 

value δ3 = 0.1, while all AB-RW, AB-RIW and AB-EQ had almost no bias (0.005). Also, for 

the IW prior the bias of ρ23 (−0.511) was so large that this method estimated little posterior 

association between treatments 2 and 3, although the true correlation was 0.667. In 

summary, the IW prior gave upwardly biased estimates for small variances and correlation 

estimates biased towards zero, especially when the variance was small. In contrast, the AB-

RW, AB-RIW and AB-EQ priors gave estimates of standard deviations and correlations with 

much smaller biases (albeit not exactly zero) with good coverage probability.

For complete datasets, mis-estimating correlations between treatment-specific log-odds did 

not bias estimates of log odds ratios and absolute risks. However, in datasets with missing 

entries (arms omitted under MAR/MNAR), underestimation of correlations, especially for 

the star-shaped network structure used here, gave estimated relative effects with larger bias 

and worse coverage probability. Underestimation of correlations increased under MAR/

MNAR compared to complete data for all priors considered; e.g., for AB-IW, the estimated 

bias for (ρ12, ρ13, ρ23) was (−0.17, −0.32, −0.51), (−0.45, −0.43, −0.62) and (−0.36, −0.41, 

−0.59) in the no missing, MAR, and MNAR scenarios, respectively. Also, while the AB-

RIW and AB-EQ priors gave similar results under MNAR for mLORij and cLORij, the extra 

but reasonable assumption of equal correlations between treatment-specific log-odds 

reduced the bias of estimated correlations and log odds ratios under MAR. The performance 

of AB-RW prior is slightly worse than AB-RIW prior in terms of estimated relative effects 

and correlations because RW prior places less density on all correlation elements being 

large, as was mentioned regarding Figure 1.
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We verified our findings using additional simulations, shown in Table 2, under various μ’s 

and correlation structures. The AB-RW prior gave smaller bias and higher coverage 

probability than the AB-IW prior for mLOR13 (cLOR13), the AB-RIW prior gave smaller 

bias and higher coverage probability than the AB-RW prior for mLOR13 (cLOR13), and the 

AB-EQ prior gave much smaller bias than the AB-RIW prior for mLOR13 (cLOR13) under 

MAR/MNAR. Also, AB-RIW and AB-EQ generally provided more reliable estimates of 

absolute risks (p1) than AB-IW. These results were in line with our findings in Table 1.

5 CASE STUDIES

One pitfall of AB-NMA is that the data may not provide enough information about the 

variances of log-odds for some treatments or about correlations between treatment-specific 

log-odds. In a Bayesian analysis, such a lack of information may cause the posterior to be 

dominated by prior information. This section uses three examples with different levels of 

information to examine the performance of different AB methods. Here, we focus more on 

posterior distributions of standard deviations than on correlations for two reasons. First, 

Figure 1 shows, for the RIW prior, that the positive definiteness property already imposes 

strong prior information on relationships among individual correlations and the IW and EQ 

priors make more strict assumptions than the RIW prior, as shown in Sections 3.1 and 3.2.2, 

respectively. Second, NMAs commonly provide little information about correlations and no 

practical remedy is available to avoid the influence of the prior on the posterior. We 

considered seven models in these case studies: AB-IW, AB-RW, AB-RIW, AB-EQ, AB-RW-

EV, AB-RIW-EV and AB-EQ-EV. The latter three new models were based on AB-RW, AB-

RIW and AB-EQ with the further assumption that all δi(i = 1, … , T) were equal to δ, with a 

uniform prior U(0, 5).

5.1 Example 1: smoking abstinence data

Mills et al.27 summarized results of 101 trials with 31,321 individuals comparing 4 

interventions for the primary outcome of abstinence from smoking at least 4 weeks post-

target quit date. Figure 2a shows the network plot of the data with treatments 1–4 being 

control, nicotine replacement therapy (NRT), bupropion, and varenicline, respectively. We 

used the AB-IW, AB-RW, AB-RIW, and AB-EQ models to analyze this dataset.

Table 3 summarizes results for marginal log odds ratios, mLORij, comparing treatments i 
and j, the absolute risk of treatment t (pt), the standard deviation of log-odds for treatment t 
(δt), the correlation between treatment-specific (treatments i and j) log-odds (ρij), the 

probability that treatment t ranks ith (Rankti; a higher rank means a larger proportion with 

events), and the deviance information criterion (DIC)28 using the different models. The four 

AB methods (AB-IW, AB-RW, AB-RIW, and AB-EQ) gave similar results except for the log 

odds ratio of bupropion versus varenicline (mLOR34) and NRT versus varenicline 

(mLOR24). Although the AB-RIW and AB-EQ models gave slightly different posterior 

means of the log odds ratios, they led to the same conclusions: all active therapies (NRT, 

bupropion, and varenicline) increased smoking abstinence compared to control in the short 

term, and varenicline was more effective than NRT or bupropion. The rank probabilities also 

indicated that varenicline had the best results (Rank41 > 0.9) and control had the worst 
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(Rank14 = 1). Because this dataset was large and provided enough information — 101 trials 

comparing four treatments, each included in at least 9 trials (varenicline was in 9 trials) — it 

is not surprising that these AB methods gave similar conclusions.

5.2 Example 2: serious vascular events prevention data

This dataset, reported by Thijs et al.29, consisted of 24 antiplatelet trials involving 42,688 

patients after transient ischaemic attack (TIA) or stroke and compared 5 regimens: 1) 

placebo, 2) aspirin (ASA) plus thienopyridines (THIENO), 3) aspirin, 4) aspirin plus 

dipyridamole (DP), and 5) thienopyridines. The outcome was occurrence of a serious 

vascular event, including myocardial infarction and vascular death after TIA or stroke. 

Figure 2b shows the network plot; ASA plus thienopyridines was included in only 3 trials. 

As we had limited information about the variance of the effect of ASA plus THIENO, one 

may wonder how its posterior distribution was influenced by its prior. Hence, we added 

three models: 1) the AB-RW model assuming equal variances δt
2  (AB-RW-EV), 2) the AB-

RIW model assuming equal variances (AB-RIW-EV), and 3) the AB-EQ model assuming 

equal variances (AB-EQ-EV).

Table 4 summarizes the results. For the absolute proportion of serious vascular events for 

ASA plus THIENO (p2), which had limited information, both the AB-RIW and AB-EQ 

methods gave an unrealistically high upper bound for the 95% credible interval of δ2 (RIW: 

0.19 to 3.67; EQ: 0.23 to 2.73). This resulted in wide credible intervals for the absolute risk 

p2 (RIW: 0.06 to 0.53; EQ: 0.11 to 0.48) and potentially biased estimates. Such wide 

intervals meant that we could not find any significant relative effects involving ASA plus 

THIENO; for example, using AB-RIW, mLOR12 = 0.24 with 95% CI (−1.52, 1.35). 

However, assuming equal variances (the AB-RIW-EV and AB-EQ-EV methods) narrowed 

the credible intervals of p2 and δ2. Using the AB-IW model, standard deviations δ1 and δ4 

were potentially overestimated when comparing with the other two separation strategy priors 

(RIW and EQ), which caused disruptions in estimating absolute risks and relative risks 

related to the placebo and aspirin plus DP arms. Moreover, correlations ρ12, ρ23, ρ24, and 

ρ25 were potentially underestimated by both AB-IW and AB-RW-EV models because of the 

lack of comparisons between these treatments. Although the AB-IW and AB-RW-EV 

models could also control the credible intervals of δt and pt, DIC indicated that we may 

prefer AB-RIW-EV/AB-EQ-EV to AB-IW/AB-RW-EV (DIC: 74.91/74.55 vs. 89.97/87.08) 

and the DIC differences here were large enough to be of practical importance (larger than 5 

units).

5.3 Example 3: postpartum haemorrhage prevention data

Hofmeyr et al.30 reviewed 25 studies on prevention of postpartum haemorrhage (blood loss 

≥ 1000 ml). This NMA compared four regimens: 1) other uterotonics, 2) misoprostol 600–

800 mcg, 3) misoprostol 400–500 mcg, and 4) misoprostol <400 mcg as in Figure 2c. Table 

5 summarizes the results; we focus on δ4. As Figure 2c shows, only one trial directly 

compared treatment 4 with other treatments; therefore, for the AB-EQ method, δ4’s 

posterior (mean 2.48; 95% CI, 0.19, 4.85) was dominated by the U(0,5) prior. However, this 

did not imply that AB-EQ was inferior to AB-EQ-EV. When confronted with a low-

information situation, both the AB-EQ and AB-EQ-EV (or the AB-RIW and AB-RIW-EV) 
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methods were useful: AB-EQ alerted us to a lack of information, while AB-EQ-EV showed 

the consequences of an extra assumption.

6 SUMMARY AND DISCUSSION

This paper evaluated different prior distributions for the covariance matrix in an AB-NMA, 

including the IW prior and a separation strategy with uniform priors on standard deviations 

and the RW, RIW or EQ prior on correlations. We compared their performance using 

extensive simulation studies with data generated under different mechanisms for selecting 

each study’s treatments. Separation strategies with a RIW or EQ prior on correlations 

performed much better than the IW prior in all situations in terms of bias and coverage 

probability of log odds ratios, absolute risks, variances and correlations. The commonly used 

IW prior often overestimated variances and underestimated correlations, which can lead to 

substantial bias for log odds ratios and absolute effects, especially under MNAR. The 

separation strategy with the EQ prior gave relatively small biases for log odds ratios under 

all conditions considered. These findings suggest that the separation strategy with the equal 

correlation prior is a much better choice of default vague prior in AB-NMA than the widely-

used IW prior.

We conducted three case studies and compared separation strategies to the IW prior in terms 

of DIC. In the meta-analysis of serious vascular event prevention, the RIW and EQ priors 

had noticeably improved DIC compared to the IW and RW priors. However, estimating 

treatment-specific variances of log-odds in AB-NMA can be encumbered due to lack of 

information (i.e., most treatments are included in only a few trials). Here we proposed a 

straightforward but perhaps overly simple solution of assuming the treatment-specific 

variances are equal. This equal-variances assumption gave narrower credible intervals for 

treatment effects in the NMAs of serious vascular event prevention and postpartum 

haemorrhage prevention, and improved model fits. Thus, we suggest that NMA users 

consider sensitivity analyses with different assumptions on variance (homogeneous and 

heterogeneous variance assumptions) when using the separation strategy with the equal 

correlation prior.

Due to space limitation, we compared only four covariance priors. Other potential choices 

include the Cholesky decomposition19 and the spherical decomposition31. These methods 

further decompose the correlation matrix P as L′L, where L is a T × T upper-triangular 

matrix. Then we can place a weakly informative prior on L through a spherical 

parameterization. Technical details and applications to multivariate meta-analyses are in Lu 

and Ades4, Wei and Higgins32, and Lin et al.33. However, using this approach, the marginal 

distributions of the ρij depend strongly on the indexes i and j; see, e.g., Figure 3 in Wei and 

Higgins32. The different marginal distributions lack statistical or clinical interpretations and 

meta-analysts may reasonably be concerned about the potential impact of using different 

marginal priors for different correlations.

We evaluated the performance of a Bayesian analysis with different prior specifications with 

simulations from a frequentist perspective (e.g., bias and coverage probability); one may 

argue that this may be philosophically inappropriate34. Nevertheless, this does not affect the 
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goal of this article, i.e., providing some practical recommendations of prior specifications for 

the Bayesian AB-NMA with less bias and better coverage probability.

In the continuing debate11,12 between proponents of the AB and CB approaches, White et al.
13 recently compared both approaches and concluded that ‘both AB and CB models are 

suitable for the analysis of NMA data, but using random study intercepts requires a strong 

rationale such as relating treatment effects to study intercepts’. Perhaps such a rationale 

exists: Houwelingen et al.36,35 pointed out that the assumption of exchangeable absolute 

treatment risks is reasonable in most meta-analyses, while Béliveau et al.37 also mentioned 

that disconnected networks could benefit from being analyzed using random study 

intercepts. But perhaps this assumption appeared to be important only by accident, because 

of the choice of prior distributions: in our simulation study (Table 1), the separation strategy 

approach (AB-EV), compared with AB-IW, substantially reduced bias and potentially 

reduced the risk of using random study intercepts by improving estimation of the 

correlations between different treatments’ random effects of log-odds.

While the most important variance parameter in a CB-NMA is the heterogeneity of the 

treatment contrasts13, in the AB approach the variances of log-odds and correlations 

between treatment-specific log-odds are crucial, because: 1) variances of log-odds are 

needed to derive absolute risks and a much wider range of estimands, which is a key 

advantage of the AB approach; 2) correlations are critical to keep contrasts (relationships) 

between treatments stable, which can reduce the risk of assuming random study intercepts. 

Also, the AB-EQ-EV prior discussed in Section 5, with homogeneous variance of treatment 

specific log-odds and homogeneous correlations, is equivalent to assuming homogeneous 

variance of treatment contrasts in the CB approach9, in terms of the covariance structure.

Several other issues deserve further exploration and discussion. First, the uniform prior on 

standard deviations δi, i = 1, … , T in the AB model may cause upward bias when the true 

standard deviation is low. Second, if certain treatments are included in only a few trials in a 

NMA, the posteriors of their standard deviations may be dominated by their priors, which 

could lead to wide credible intervals for both the standard deviations and absolute risks, and 

thus bias the estimated absolute risks. In some NMAs, the assumption of equal variances 

might be too strong. Alternatively, one may model the standard deviations of study-specific 

log-odds of different treatments as random draws from a common distribution and thus 

allow borrowing strength in the estimation to shrink them in a data-dependent manner. The 

idea of extrapolation38,39 could also be applied to incorporate external evidence about 

standard deviations. Third, as mentioned in Sections 1, the T×T covariance matrix in the AB 

model is closely related to the CB model’s (T − 1)×(T − 1) covariance matrix, so we can 

probably apply corresponding RIW and EQ priors in the CB approach. Fourth, since the 

posterior distributions of some parameters (e.g., correlation coefficients ρij and marginal 

absolute risks pi) could be skewed, posterior medians might be better summaries than 

posterior means. Finally, it seems that all priors considered here may systematically 

underestimate the correlations. Further research on alternative priors may be fruitful.
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FIGURE 1. 
Conditional prior densities for ρ12 with dimension T = 3 (right panels) and dimension T = 10 

(left panels). Each distribution is estimated from 1,000,000 random draws from the 

respective distribution (restricted inverse-Wishart in the first row and restricted Wishart in 

the second row), using the R function geom_density() with default settings to compute and 

draw kernel density estimates. Different colors denote different conditioning criteria; e.g., 

the purple line is the conditional distribution of ρ12 given ρ23 and ρ13 both larger than 0.8. 

We did not draw the purple density for the restricted Wishart with dimension 10 because 

only 2 out of 1,000,000 random draws had ρ23 and ρ13 both greater than 0.8.
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FIGURE 2. 
Network plots of the three example datasets. Each node in a plot stands for a treatment and 

each edge represents a direct comparison between two treatments. Vertex size is proportional 

to the number (in parenthesis) of direct comparisons containing that treatment; edge 

thickness is proportional to the number (in red) of direct comparisons.
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TABLE 3

Smoking abstinence data: comparison of posterior means and 95% credible intervals under 4 models, 

specifically mLORij comparing the ith and jth treatment, absolute risk of events for the tth treatment (pt), 

standard deviation of log-odds for the tth treatment (δt), correlation between treatment-specific (treatments i 

and j) log-odds (ρij), and the ith rank probability of the tth treatment (Rankti). Regimen labels: (1) control, (2) 

nicotine replacement therapy, (3) bupropion, (4) varenicline.

Point Estimate (95% Credible Interval)

Parameter AB-IW AB-RW AB-RIW AB-EQ

mLOR12 −0.58 (−0.74, −0.43) −0.59 (−0.75, −0.42) −0.58 (−0.73, −0.43) −0.57 (−0.71,−0.43)

mLOR13 −0.67 (−0.83,−0.51) −0.68 (−0.83, −0.53) −0.67 (−0.80, −0.53) −0.66 (−0.81,−0.51)

mLOR14 −0.90 (−1.22,−0.57) −0.89 (−1.15,−0.59) −0.94 (−1.16,−0.71) −0.93 (−1.16,−0.73)

mLOR23 −0.09 (−0.30, 0.12) −0.09 (−0.30,0.11) −0.09 (−0.28, 0.11) −0.09 (−0.28, 0.10)

mLOR24 −0.32 (−0.66, 0.02) −0.30 (−0.59, 0.01) −0.36 (−0.61,−0.11) −0.36 (−0.61,−0.13)

mLOR34 −0.23 (−0.57,0.11) −0.20 (−0.49, 0.10) −0.27 (−0.51,−0.03) −0.27 (−0.52, −0.04)

Rank11 0.00 0.00 0.00 0.00

Rank21 0.01 0.01 0.00 0.00

Rank31 0.08 0.08 0.01 0.01

Rank41 0.90 0.91 0.98 0.99

p1 0.28 (0.24, 0.32) 0.28(0.24,0.31) 0.28(0.24,0.31) 0.28 (0.24, 0.31)

p2 0.41 (0.36, 0.45) 0.41 (0.36,0.45) 0.41 (0.36,0.45) 0.41 (0.36,0.45)

p3 0.43 (0.38, 0.48) 0.43 (0.39,0.48) 0.43 (0.38, 0.47) 0.43 (0.38, 0.47)

p4 0.49(0.41,0.56) 0.48 (0.42, 0.55) 0.50 (0.44, 0.55) 0.50 (0.45, 0.55)

δ · · · ·

δ1 0.89(0.76, 1.06) 0.88(0.74, 1.04) 0.91 (0.77, 1.08) 0.91 (0.77, 1.08)

δ2 0.83(0.66, 1.03) 0.82(0.66, 1.02) 0.85(0.68, 1.06) 0.87 (0.69, 1.08)

δ3 0.79 (0.64, 0.97) 0.76 (0.62, 0.94) 0.78 (0.63,0.96) 0.78 (0.63, 0.97)

δ4 0.54 (0.32, 0.90) 0.42 (0.23, 0.75) 0.49 (0.27, 0.82) 0.48 (0.28, 0.81)

ρ · · · 0.87 (0.78, 0.93)

ρ12 0.80 (0.65, 0.89) 0.78(0.62,0.89) 0.83(0.69,0.92) ·

ρ13 0.85 (0.73, 0.93) 0.89 (0.74, 0.97) 0.92(0.81,0.98) ·

ρ14 0.57 (−0.15, 0.89) 0.60 (−0.14,0.94) 0.86 (0.48, 0.98) ·

ρ23 0.76(0.51,0.90) 0.68 (0.32, 0.94) 0.83 (0.57, 0.98) ·

ρ24 0.51 (−0.21,0.86) 0.47 (−0.31, 0.92) 0.79 (0.33, 0.98) ·

ρ34 0.53 (−0.18,0.87) 0.53 (−0.25, 0.95) 0.86 (0.42, 0.99) ·

DIC 331.38 332.70 332.40 330.30

D 185.18 188.61 191.57 188.71

pD 146.20 146.09 146.83 141.59
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TABLE 4

Serious vascular events prevention data: comparison of posterior mean and 95% credible interval under 7 

different models, specifically marginal log odds ratio mLORij comparing the ith and jth treatments, absolute 

risk of events for the tth treatment (pt), standard deviation of log-odds for tth treatment (δt), and correlation 

between treatment-specific (treatments i and j) log-odds (ρij). Regimen labels: (1) placebo, (2) aspirin plus 

thienopyridines, (3) aspirin, (4) aspirin plus dipyridamole, (5) thienopyridines.

Point Estimate (95% Credible Interval)

Parameter AB-IW AB-RW AB-RIW AB-EQ AB-RW-EV AB-RIW-EV AB-EQ-EV

mLOR12
0.82(0.03, 

1.51)
0.66 (−0.90, 

1.49)
0.24 (−1.52, 

1.35)
0.14 (−1.32, 

0.75)
0.80(0.28, 

1.34) 0.39(0.16,0.89) 0.35 (0.16, 
0.56)

mLOR13
0.28 (0.00, 

0.57)
0.27 (0.06, 

0.50)
0.22 (0.08, 

0.38)
0.22 (0.08, 

0.38)
0.23 (0.04, 

0.46) 0.17(0.07,0.28) 0.17(0.07,0.28)

mLOR14
0.48 (0.06, 

0.90) 0.48(0.16,0.77) 0.44 (0.26, 
0.61)

0.44 (0.27, 
0.60) 0.45(0.15,0.76) 0.41 (0.27, 

0.55)
0.41 

(0.28,0.54)

mLOR15
0.40 (−0.06, 

0.85)
0.38 (−0.13, 

0.81)
0.30 (0.06, 

0.57)
0.30 (0.09, 

0.53)
0.36 (0.06, 

0.69) 0.25(0.10,0.41) 0.25(0.11,0.40)

mLOR23
−0.54 (−1.23, 

0.23)
−0.39 (−1.24, 

1.18)
−0.02 (−1.13, 

1.74)
0.08 (−0.50, 

1.53)
−0.57 

(−1.10,−0.07)
−0.21 

(−0.70,−0.01)
−0.18 

(−0.36,−0.01)

mLOR24
−0.34 

(−1.09,0.49)
−0.18 (−1.05, 

1.39)
0.20 (−0.91, 

1.96)
0.30 (−0.31, 

1.75)
−0.35 (−0.92, 

0.20)
0.02 (−0.48, 

0.27)
0.06 (−0.17, 

0.26)

mLOR25
−0.42 

(−1.20,0.40)
−0.28 (−1.26, 

1.30)
0.06 (−1.09, 

1.80)
0.15 (−0.42, 

1.57)
−0.43 

(−1.03,0.09)
−0.13 

(−0.63,0.07)
−0.10 (−0.28, 

0.06)

mLOR34
0.21 

(−0.20,0.60)
0.21 (−0.11, 

0.51)
0.22 (0.03, 

0.38)
0.22 (0.05, 

0.38)
0.22 (−0.05, 

0.50) 0.24(0.10,0.37) 0.24 (0.10, 
0.36)

mLOR35
0.13 (−0.32, 

0.56)
0.11 

(−0.40,0.55)
0.08 (−0.13, 

0.31)
0.07 (−0.09, 

0.25)
0.13 

(−0.15,0.43)
0.08 (−0.04, 

0.21)
0.08 (−0.03, 

0.19)

mLOR45
−0.08 (−0.62, 

0.46)
−0.10 (−0.64, 

0.40)
−0.14 (−0.40, 

0.15)
−0.15 

(−0.37,0.10)
−0.09 (−0.45, 

0.28)
−0.16 (−0.33, 

0.03)
−0.16 (−0.32, 

0.02)

p1
0.21 

(0.17,0.25)
0.21 

(0.18,0.24) 0.20(0.17,0.23) 0.20(0.17,0.23) 0.20(0.17,0.24) 0.19(0.16,0.22) 0.19(0.16,0.22)

p2
0.11 

(0.06,0.20) 0.13(0.06,0.39) 0.18 (0.06, 
0.53) 0.19(0.11,0.48) 0.10(0.06,0.15) 0.14(0.09,0.17) 0.14(0.12,0.18)

p3 0.17(0.14,0.20) 0.17(0.14,0.20) 0.17(0.14,0.20) 0.17(0.14,0.20) 0.17(0.14,0.19) 0.17(0.14,0.19) 0.17(0.14,0.19)

p4 0.14(0.10,0.19) 0.14(0.11,0.18) 0.14(0.11,0.17) 0.14(0.11,0.17) 0.14(0.11,0.17) 0.14(0.11,0.16) 0.14(0.11,0.16)

p5 0.15(0.11,0.21) 0.15(0.11,0.23) 0.16(0.12,0.20) 0.16(0.12,0.19) 0.15(0.12,0.18) 0.15(0.13,0.18) 0.16(0.13,0.18)

δ · · · · 0.37 (0.27, 
0.49)

0.42 (0.30, 
0.59)

0.42 (0.30, 
0.59)

δ1
0.42 (0.28, 

0.65) 0.28(0.13,0.49) 0.36(0.19,0.61) 0.36(0.19,0.62) · · ·

δ2
0.55 (0.30, 

1.05) 0.86(0.14,3.63) 0.93(0.19,3.67) 0.82 (0.23, 
2.73) · · ·

δ3
0.52 (0.36, 

0.75)
0.46 (0.30, 

0.68)
0.51 

(0.34,0.77)
0.52 (0.35, 

0.77) · · ·

δ4
0.48 (0.29, 

0.79) 0.34(0.12,0.74) 0.40(0.18,0.73) 0.41(0.19,0.73) · · ·

δ5
0.57 (0.35, 

0.94)
0.60(0.29, 

1.27)
0.55 (0.31, 

1.00)
0.54 (0.32, 

0.92) · · ·

ρ · · · 0.97(0.85, 
1.00) · · 0.98 (0.90, 

1.00)
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Point Estimate (95% Credible Interval)

Parameter AB-IW AB-RW AB-RIW AB-EQ AB-RW-EV AB-RIW-EV AB-EQ-EV

ρ12
0.05 (−0.62, 

0.66)
0.07 (−0.71, 

0.79)
0.73 (−0.95, 

1.00) · 0.10 (−0.68, 
0.80)

0.90 (−0.24, 
1.00) ·

ρ13
0.43 

(−0.12,0.79) 0.68(0.11,0.96) 0.96(0.81, 
1.00) · 0.70(0.17,0.96) 0.98 (0.88, 

1.00) ·

ρ14
0.25 (−0.37, 

0.72)
0.42 (−0.33, 

0.91)
0.95 (0.68, 

1.00) · 0.48 (−0.28, 
0.93)

0.97 (0.83, 
1.00) ·

ρ15
0.23 (−0.43, 

0.73)
0.33 (−0.43, 

0.87)
0.92 (0.54, 

1.00) · 0.40 (−0.31, 
0.89)

0.96(0.78, 
1.00) ·

ρ23
0.07 (−0.67, 

0.73)
0.10 (−0.68, 

0.80)
0.73 (−0.94, 

1.00) · 0.14 (−0.63, 
0.81)

0.90 (−0.23, 
1.00) ·

ρ24
0.04 (−0.65, 

0.68)
0.04 (−0.73, 

0.77)
0.72 (−0.94, 

1.00) · 0.08 (−0.70, 
0.79)

0.90 (−0.23, 
1.00) ·

ρ25
0.07 (−0.67, 

0.76)
0.07 (−0.70, 

0.80)
0.71 (−0.90, 

1.00) · 0.09 (−0.69, 
0.81)

0.90 (−0.22, 
1.00) ·

ρ34
0.35 (−0.27, 

0.78)
0.50 (−0.18, 

0.92)
0.95 (0.69, 

1.00) · 0.56 (−0.10, 
0.94)

0.97 (0.83, 
1.00) ·

ρ35
0.32 (−0.38, 

0.79)
0.39 (−0.34, 

0.88)
0.92 (0.56, 

1.00) · 0.48 (−0.15, 
0.90)

0.97 (0.79, 
1.00) ·

ρ45
0.18 (−0.54, 

0.74)
0.21 (−0.59, 

0.83)
0.91 (0.44, 

1.00) · 0.28 (−0.49, 
0.86)

0.96(0.73, 
1.00) ·

DIC 89.97 88.56 79.99 79.11 87.08 74.91 74.55

D 48.23 49.77 46.60 46.48 49.71 46.27 46.19

pD 41.74 38.78 33.40 32.62 37.38 28.64 28.37
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TABLE 5

Postpartum haemorrhage prevention data: comparison of posterior mean and 95% credible interval under 7 

different models, specifically marginal log odds ratio mLORij comparing the ith and jth treatments, absolute 

risk of events for the tth treatment (pt), standard deviation of log-odds for tth treatment (δt). Regimen labels: (1) 

other uterotonics, (2) misoprostol 600–800 mcg, (3) misoprostol 400–500 mcg, (4) misoprostol < 400 mcg.

Point Estimate (95% Credible Interval)

AB-IW AB-RW AB-RIW AB-EQ AB-RW-EV AB-RIW-EV AB-EQ-EV

mLOR12
−0.10 (−0.78, 

0.57)
−0.21 

(−1.38,0.69)
−0.16 (−0.83, 

0.42)
−0.16 (−0.80, 

0.38)
−0.13 (−0.81, 

0.56)
−0.17 (−0.53, 

0.25)
−0.17 (−0.49, 

0.21)

mLOR13
−0.21 (−0.73, 

0.29)
−0.21 (−0.83, 

0.35)
−0.25 (−0.73, 

0.20)
−0.26 (−0.76, 

0.20)
−0.14 (−0.51, 

0.25)
−0.18 (−0.45, 

0.11)
−0.18 (−0.45, 

0.10)

mLORl4
0.14 

(−3.08,3.39)
−0.70 (−4.44, 

2.76)
−0.59 (−4.40, 

2.75)
0.73 (−1.27, 

3.19)
0.08 (−2.61, 

3.26)
0.05 (−2.76, 

3.31)
1.13 

(−0.74,3.78)

mLOR23
−0.11 

(−0.87,0.68)
0.00 (−1.01, 

1.24)
−0.09 (−0.78, 

0.67)
−0.10 (−0.77, 

0.64)
−0.01 (−0.75, 

0.73)
−0.01 (−0.47, 

0.43)
−0.02 (−0.44, 

0.39)

mLOR24
0.23 (−3.00, 

3.52)
−0.48 

(−4.25,3.15)
−0.44 (−4.24, 

2.96)
0.89 (−1.17, 

3.42)
0.22 (−2.53, 

3.46)
0.21 (−2.60, 

3.50)
1.30 (−0.62, 

3.98)

1T1LOR34
0.35 (−2.87, 

3.62)
−0.49 (−4.20, 

3.02)
−0.34 (−4.18, 

3.05)
0.99 (−1.07, 

3.47)
0.22 (−2.48, 

3.41)
0.23 (−2.58, 

3.49)
1.32 (−0.57, 

3.96)

p1
0.05 (0.03, 

0.09)
0.05 (0.03, 

0.09) 0.06(0.03,0.10) 0.06(0.03,0.10) 0.05 (0.03, 
0.08)

0.05 (0.03, 
0.09)

0.05 (0.03, 
0.09)

p2 0.06(0.03,0.12) 0.07(0.03,0.17) 0.07(0.03,0.14) 0.07(0.03,0.14) 0.06(0.03,0.11) 0.06(0.03,0.11) 0.06(0.03,0.11)

p3 0.06(0.03,0.12) 0.06(0.03,0.12) 0.07(0.04,0.14) 0.07(0.04,0.14) 0.06 (0.03, 
0.09) 0.06(0.04,0.11) 0.06(0.04,0.11)

p4
0.09 (0.00, 

0.52) 0.18(0.00,0.80) 0.19(0.00,0.79) 0.04(0.00,0.18) 0.09 (0.00, 
0.39) 0.10(0.00,0.43) 0.03(0.00,0.10)

δ · · · · 1.15(0.82, 
1.61) 1.25(0.86,1.81) 1.25(0.86,1.82)

δ1 1.23(0.82,1.81) 1.20(0.80,1.79) 1.32 (0.86, 
2.01)

1.32 (0.86, 
2.00) · · ·

δ2 1.17(0.64,2.00) 1.33(0.64,2.84) 1.32(0.71,2.38) 1.33(0.71,2.40) · · ·

δ3 1.32(0.82,2.08) 1.34(0.81,2.18) 1.46 (0.88, 
2.34)

1.48 (0.89, 
2.37) · · ·

δ4 1.14(0.38,3.19) 2.48(0.16,4.86) 2.50(0.13,4.88) 2.48(0.19,4.85) · · ·

D1C 68.83 70.62 68.03 67.86 69.25 65.09 64.68

D 39.42 40.10 40.66 40.30 39.97 39.82 39.70

pD 29.41 30.52 27.37 27.55 29.28 25.28 24.98
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