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Most experimental preparations demonstrate a role for dorsolateral striatum (DLS) in stimulus-response, but not outcome-
based, learning. Here, we assessed DLS involvement in a touchscreen-based reversal task requiring mice to update choice
following a change in stimulus-reward contingencies. In vivo single-unit recordings in the DLS showed reversal produced
a population-level shift from excited to inhibited neuronal activity prior to choices being made. The larger the shift, the
faster mice reversed. Furthermore, optogenetic photosilencing DLS neurons during choice increased early reversal
errors. These findings suggest dynamic DLS engagement may facilitate reversal, possibly by signaling a change in contin-

gencies to other striatal and cortical regions.

[Supplemental material is available for this article.]

The dorsolateral striatum (DLS) is key neural locus for stimulus-
response learning and habit formation, and DLS dysfunction is im-
plicated in the pathophysiology of addictions (White 1996; Everitt
and Robbins 2005; Yin and Knowlton 2006; Graybiel 2008;
Balleine and O’Doherty 2010). In rodent instrumental learning
paradigms, extensive training and certain schedules of reinforce-
ment (random interval) favor the generation of DLS-dependent
habitual behaviors (Adams 1982; Dickinson 1985) and these be-
haviors are expedited by alcohol and other drugs of abuse
(Nelson and Killcross 2006; Nordquist et al. 2007; DePoy et al.
2013; Gremel and Lovinger 2017).

The involvement of DLS later in training is posited to reflect
its role in constructing slow-to-acquire, stimulus-driven motor se-
quences (Balleine et al. 2009; Dezfouli and Balleine 2012). This
contribution contrasts with that of the neighboring dorsomedial
striatum (DMS), which is involved in cognitive flexibility and other
processes that entail the updating of behavior when outcome val-
ues change (Packard and Knowlton 2002; Balleine et al. 2007;
Ragozzino 2007; Hart et al. 2018). Hence, current models propose
that outcome-sensitive learning, mediated by the DMS and pre-
frontal cortical regions, dominates performance early in training,
and is supplanted by DLS-mediated stimulus-bound performance
with further training (Dickinson and Balleine 1995).

Supporting this model, response-related neuronal activity in
the caudate (homologue of DMS) emerges before activity in the
putamen (homologue of DLS) of nonhuman primates learning a
visual learning task (Williams and Eskandar 2006) and the develop-
ment of habit in human subjects coincides with an increase in
BOLD signal in the dorsolateral posterior putamen (Tricomi et al.
2009). Moreover, drug-seeking is disrupted by inactivation of the
DLS, but not DMS, following prolonged, but not limited, training
in rodents (Zapata et al. 2010; Corbit et al. 2012). However, DLS
single-unit activity is evident from the beginning of motor, maze-
based and instrumental training (Jog et al. 1999; Barnes et al. 2005;
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DeCoteau et al. 2007; Tang et al. 2007; Kimchi et al. 2009;
Vandaele et al. 2019). Furthermore, lesions or optogenetic inactiva-
tion of the DLS in rodents can expedite early acquisition of spatial
and stimulus discriminations when choice-outcome associations
are still being formed (Bradfield and Balleine 2013; Bergstrom
et al. 2018) and pharmacological inactivation of the anterior puta-
men impair visual reversal learning in marmosets (Jackson et al.
2019).

These prior findings suggest the DLS may exert a greater influ-
ence over outcome-based performance than currently appreciated.
This led us, in the current study, to test for a potential role for the
DLS in outcome-based reversal learning in which mice are required
to update choice based on a new stimulus-reward contingency.
To that end, we performed in vivo recordings and optogenetic
manipulations of the DLS in a touchscreen-based reversal para-
digm, a task previously shown to recruit dorsal and ventral striatum
(Brigman et al. 2013; Bergstrom et al. 2018; Piantadosi et al. 2019;
Radke et al. 2019).

We trained male C57BL/6] mice to learn to accurately discrim-
inate (>85% correct choice) between two visual stimuli presented
on a touch-sensitive screen to obtain a food pellet, and then re-
versed the stimulus-reward contingency and retrained mice to cri-
terion (Fig. 1A,B). In parallel, single-unit DLS activity was recorded
via chronically implanted microelectrode arrays (Fitzgerald et al.
2014; Gunduz-Cinar et al. 2019; Halladay et al. 2020) during three
test sessions: (1) the final (late) discrimination (*D), (2) the first
(early) reversal (!R), and (3) the final (late) reversal (“R) session.

As expected from the results of previous studies in our labora-
tory, percent correct choice was high at “D and 'R, but low at "R,
while total errors showed the inverse pattern (Fig. 1C,D).
Perseverative errors (an error following an error) were highest at
ER; nonperseverative errors (an error following a correct choice)
were also elevated (Fig. 1E,F). Choice and reward-collection and la-
tencies were lowest at "R (Supplemental Fig. S1). Overall, these
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DLS in reversal learning
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Figure 1. DLS neuronal recordings in a pairwise discrimination and reversal touchscreen task. (A) Mice had microarray electrode arrays unliterally im-
planted in the DLS (dots depict estimated location of arrays) and were trained to discriminate between two visual stimuli (“fan” and “marble”) presented
on a touch-sensitive screen to obtain a food pellet. The stimulus-reward contingency was then reversed, and mice retrained to criterion. DLS
neuronal activity was recorded on three sessions: late discrimination (‘D), early reversal (R), and late reversal (‘R). (B) Discrimination and reversal criteria
(>85% correct choice) were attained in ~12-14 test sessions. (C) Percent correct choice was high at "D and 'R, and low at R (repeated ANOVA stage effect:
F,24y=129.56, P<0.01, followed by Newman-Keuls post hoc tests). Errors were low at 'D and 'R, and high ER, whether measured as total errors
(F2,24y= 26.41, P<0.01) (D), perseverative errors (an error following an error) (F,24y=26.33, P<0.01) (E) or nonperseverative errors (an error following
a correct) (Fz,24)=15.43, P<0.01) (F). For corresponding choice and reward-collection latencies, see Supplemental Figure S1. n=13 mice. Data are means

+SEM. (%) P<0.05.

behavioral profiles resemble those previously reported in our labo-
ratory (Izquierdo et al. 2006; Graybeal et al. 2014).

Next, we aligned the in vivo recording data obtained from 203
(n=64-72 per session) DLS units (average firing rate=5.95+0.44
Hz) to the time a correct choice or error was made during each
recording session (without attempting to segregate neurons into
medium spiny neurons versus fast-spiking interneurons). We clas-
sified units into those exhibiting phasically increased (“excited”)
or decreased (“inhibited”) activity in the 2-sec epoch either prior
to or immediately after a choice was made (Fig. 2A). Then, to test
whether the recruitment of these units changed in association
with performance, we compared the proportion of prechoice and
postchoice excited and inhibited activity across the three recording
sessions.

Most choice-related neurons were excited during "D, irrespec-
tive of whether their activity was evident pre- or postchoice (Fig.
2B). Strikingly, however, at "R there was a marked shift from excit-
ed to inhibited activity, and specifically so during the prechoice
(not postchoice) period. Notably, this preponderance of inhibited
activity was largely maintained, though somewhat attenuated, at
R even though behavioral performance at this stage was now com-
parable to that at "D, and markedly different from that at *R. Thus,
the shift to prechoice inhibited activity at *R is not simply due to
the preponderance of erroneous responding but, rather, reflects
the new task contingencies. In fact, the maintenance of inhibited
activity at "R suggests that DLS units signal a “record” of the change
in contingencies throughout reversal even as performance resolves
to high-choice accuracy.

The finding that DLS unit activity is sensitive to a change in
stimulus-reward contingencies with reversal suggests the DLS
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may play a dynamic role in modifying behavior in response to
the contingency reversal. To explore this possibility in more detail,
we asked whether DLS activity at "R correlated with measures of re-
versal performance. This revealed a significant inverse relationship
between the proportion of DLS units exhibiting prechoice inhibit-
ed activity at "R and the number of sessions to reach reversal crite-
rion (Pearson correlation coefficient r=-0.61, Fisher’s test: P<
0.05); i.e., the more DLS units that were phasically inhibited prior
to choice at early reversal, the faster mice eventually relearned the
new task contingencies (Fig. 2C). Importantly, further analysis
showed this relationship was specific, in that neither prechoice
excited activity (r=0.06, P>0.05) nor postchoice inhibited (r=
0.30, P>0.05) or excited (r=-0.41, P>0.05) activity correlated
with sessions to reverse (Supplemental Fig. S2). The degree of in-
hibited activity at “R was also unrelated to the number of discrim-
ination sessions to criterion (r=-0.34, P>0.05), suggesting the
correlation with sessions to reverse does not reflect a relationship
with learning more generally. In this context, we have previously
shown that measures of discrimination and reversal learning
load on separate principal components (Izquierdo et al. 2006;
Graybeal et al. 2014).

To further investigate the relationship between DLS neuronal
activity at "R and reversal performance, we split mice into slow
(n = 6) and fast (n=35) learners based on a median split (=13 ses-
sions) of the average number of sessions to attain reversal criterion
(Fig. 2D). Slow learners made significantly more errors throughout
reversal than fast learners, but did not differ in latency to make a
choice or collect the reward, consistent with a cognitive but not
motivational deficit in this group (Fig. 2E,F). Of note, the two
groups were similar in their rates of discrimination learning
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Figure 2. DLS neuronal activity changes on reversal. (A) Raster and perievent histogram examples of DLS neurons exhibiting increased (“excited,” red
shading) or decreased (“inhibited,” blue shading) activity either prior to or immediately after a choice was made. (B) On the "D recording session, the
majority of (pre or post) choice related DLS neurons were excited. This pattern was maintained for postchoice neurons on the R and 'R recording sessions
(x? comparison FR versus 'D: P>0.05; 'R versus "D: P>0.05). Conversely, there was a significant shift increase in the proportion of inhibited prechoice
neurons at ER, which was maintained at ‘R (FR versus 'D: 3?=21.95, P<0.01; 'R versus fR: ¥?=10.32, P<0.01), and a corresponding decrease in
excited neurons (R versus "'D: y2=5.02, P<0.05; 'R versus R: y>=9.47, P<0.01). (C) The proportion of DLS neurons exhibiting prechoice inhibited ac-
tivity at R predicted fewer sessions to reach reversal criterion. (D) Segregation of slow and fast learners based on a median split of sessions to reversal cri-
terion. Slow learners made more errors during reversal (t9y=2.38, P<0.05) (E) but showed similar latencies to choose (t©)=0.69, P>0.05) and collect
reward (t9y=1.13, P>0.05) (F), as compared to fast learners. (G) Slow learners had a significantly small proportion of prechoice inhibited DLS neurons
than fast leaners at ER (toy=3.49, P<0.01), but not other stages. Data are means + SEM. Data are means = SEM. (*) P<0.05.

(overall=12.0+2.1 SEM, slow=10.0£ 1.3, fast=13.5+ 6.6 sessions CAG-ArchT-GFP) or a control construct (rAAV8/CAG-GFP), and

to criterion, t-test: P<0.05), again indicating the differences in re- chronically implant optic-fibers directed at the DLS (Bergstrom
versal were specific to that problem. We then compared DLS unit et al. 2018; Sengupta and Holmes 2019). Green light (561 nm,
activity at "R between the two groups. There was a significantly 7 mW) was shone on the DLS during each trial throughout reversal,
smaller proportion of prechoice inhibited DLS units in the slow, beginning at the initiation of the trial through to reward collection
relative to the fast, learner group (t,=3.49, P<0.01) (Fig. 2G). (correct trials) or 3-sec postchoice (error trials) (light on duration
These data are again consistent with a positive relationship be- averaged 7-10 sec). In accordance with our previous study of
tween inhibited activity in DLS neurons at early reversal and the ef- DLS-photosilencing effects on discrimination (Bergstrom et al.
ficiency of subsequent reversal learning. 2018), performance was analyzed by binning sessions into mutual-

The results of our recording data led us to perform a causal test ly exclusive early, mid and late phases. This was done by equally
for the contribution of the DLS to reversal performance. To do so, subdividing the number of sessions to criterion for each mouse
we used in vivo optogenetics to silence DLS neurons as mice into the first, second, and third groups of sessions (e.g., nine ses-
performed the task (Fig. 3A). Stereotaxic surgery was used to bilat- sions to criterion = three early, three mid, three late sessions). For
erally transfect DLS neurons with adeno-associated virus con- session totals indivisible by three, the additional session(s) accrued
taining the inhibitory opsin, archaerhodopsin (ArchT, rAAV8/ to the late, then mid phase. The cumulative values in each phase
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Figure 3. Optogenetic silencing of DLS disrupts early reversal. (A) DLS photosilencing during touchscreen reversal learning. (B) DLS-silencing did not
affect the number of sessions to attain reversal criterion (unpaired Student’s t-test: t;3,=0.94, P>0.05) or (C) correct responding at any stage of reversal
(ANOVA group-effect: F;,13y=1.61, P>0.05; stage-effect: f, 26=177.15, P<0.01; interaction: f 6 =0.42, P>0.05). (D) Silencing did, however, in-
crease the number of total errors made, specifically at R (ANOVA group-effect: Fa,13=0.76, P>0.05; stage-effect: F 6=134.83, P<0.01; interaction:
Fo,26)=8.71, P<0.01). (E) This effect was largely driven more perseverative errors (ANOVA group-effect: F4,13y=1.03, P>0.05; stage-effect: F; 6)=
203.78, P<0.01; interaction: f 26,=9.93, P<0.01), (F) though nonperseverative errors were also visibly higher (ANOVA group-effect: F; 13y=0.32, P>
0.05; stage-effect: F526)=14.24, P<0.01; interaction: F,6)=3.39, P<0.05). n=7-8 per group. Data are means+ SEM. (*) P<0.05.

were calculated and either expressed as a total value (errors) or av-
erage by phase (%correct and latencies).

We found that DLS-silencing did not affect the number of
sessions to attain reversal criterion or percent correct responding
during any stage of reversal (Fig. 3B,C) (choice and reward-
collection latencies were also unaffected, Supplemental Fig. S3A,
B). Photosilencing did, however, significantly increase the total
number of errors (P<0.05), specifically (at least statistically) the
number of perseverative errors (P<0.05), at “R but not the later re-
versal stages (Fig. 3D-F). Given the specificity of the effect to the
early testing stage, this silencing-induced increase in errors cannot
be due to a nonspecific increase in touchscreen responding.
Instead, these data are consistent with an impairment in early re-
versal performance as a result of DLS silencing. This deficit likely
failed to manifest as a decrease in overall percent correct respond-
ing because this measure was already near floor levels in GFP con-
trols. As such, these data are consistent with a recent study
demonstrating that pharmacological inhibition of the anterior pu-
tamen causes visual reversal impairments in nonhuman primates
(Jackson et al. 2019), and contrast with the ability of DLS photosi-
lencing to facilitate early discrimination (Bergstrom et al. 2018).

How do the results of these optogenetic manipulations align
with our recording data? One possibility is that the shift to inhib-
ited activity in DLS units prior to early reversal choices reflects the
suppression of the old contingency to enable formation of the
new. If this were the case, however, DLS silencing would be predict-
ed to result in a facilitation of reversal performance (e.g., by remov-
ing competition between the old and new memories, or liberating
other structures, such as the DMS, to support reversal learning un-
hindered), rather than the deficit we observed. An alternative inter-
pretation is that the change in DLS unit activity signals that the
contingencies have changed, and this signal is utilized to update
behavior to reflect the new contingency. This would explain the
positive relationship between size of the inhibited DLS population
at early reversal and the subsequent rate of reversal, as well as the
impairment in early reversal caused by DLS silencing. However,
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given the effect of silencing was limited to the early reversal stage,
this putative contribution of the DLS is not necessary for the con-
tingencies to be reversed in full. Instead, it may serve to catalyze
the ability of other regions to fulfill this function, such as the
DMS and PFC. In turn, this predicts that augmenting DLS activity,
e.g., via optogenetic photostimulation, could expedite early rever-
sal learning.

In sum, the current data provide preliminary support for a
contribution of the DLS to reversal learning in mice, such that a dy-
namic increase in the prechoice inhibition of DLS units during a
change in stimulus-reward contingencies may facilitate the ability
to modify behavior accordingly. These findings add to a growing
body of evidence supporting a contribution of the DLS to forms
of learning that utilize outcome information to guide behavior
(Dezfouli et al. 2014; Bergstrom et al. 2018; Vandaele et al. 2019).
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