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Abstract
In developed countries, colorectal cancer is the second cause of cancer-related mortality. Chemotherapy is considered a
standard treatment for colorectal liver metastases (CLM). Among patients who develop CLM, the assessment of patient
response to chemotherapy is often required to determine the need for second-line chemotherapy and eligibility for
surgery. However, while FOLFOX-based regimens are typically used for CLM treatment, the identification of responsive
patients remains elusive. Computer-aided diagnosis systems may provide insight in the classification of liver metastases
identified on diagnostic images. In this paper, we propose a fully automated framework based on deep convolutional
neural networks (DCNN) which first differentiates treated and untreated lesions to identify new lesions appearing on CT
scans, followed by a fully connected neural networks to predict from untreated lesions in pre-treatment computed
tomography (CT) for patients with CLM undergoing chemotherapy, their response to a FOLFOX with Bevacizumab
regimen as first-line of treatment. The ground truth for assessment of treatment response was histopathology-determined
tumor regression grade. Our DCNN approach trained on 444 lesions from 202 patients achieved accuracies of 91% for
differentiating treated and untreated lesions, and 78% for predicting the response to FOLFOX-based chemotherapy
regimen. Experimental results showed that our method outperformed traditional machine learning algorithms and may
allow for the early detection of non-responsive patients.
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Introduction

In the USA alone, colorectal cancer is the third main cause of
cancer-related mortality in men and in women (second most
common cause of cancer deaths when combined), causing ap-
proximately 51,020 deaths in 2019 [1]. Updated screening
guidelines have decreased the incidence of colorectal cancer
among older adults, but in recent years, incidence has increased
by 3 to 4% among adults younger than 50, underscoring the
need for novel approaches for diagnosis and treatment [2].

Chemotherapy is considered as an effective intravenous
treatment option for colorectal liver metastases (CLM)
[2]. However, the differentiation of treatment responsive
vs. unresponsive untreated tumors from computed tomog-
raphy (CT) remains a challenging problem, as this influ-
ences treatment options such as adding chemotherapy cy-
cles or changing drug regimens. As illustrated in Fig. 1,
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the identification of new liver metastases appearing on
axial CT images is difficult due to the similarity with
previously treated tumors from past regimens, even to
the trained eye of an experienced radiologist.

The early assessment of tumor response to chemotherapy is
critical to determine the need to change drug regimen and
eligibility for surgery [3]. On contrast-enhanced CT, current
evaluation paradigms compare tumor size in follow-up exams
but remain very subjective and are based on substantial expe-
rience with the added difficulty of identifying new lesions on
follow-up images from patients that were previously treated
with chemotherapy [4].

The pathological and histopathological responses for
CLMs, which are derived from FOLFOX combined with a
bevacizumab regimen, show good clinical result at the early
stage of disease [5]. However, there is still no imaging evalu-
ation criteria to enable early identification of response for
patients. The purpose of this study is to develop an unsuper-
vised image-based pipeline using a deep neural network to
predict response to FOLFOX-based chemotherapy. Figure 2
shows the overall workflow of the proposed lesion classifica-
tion pipeline, as well as the model for predicting the response
to FOLFOX regimen.

Related Work

Chemotherapy is a viable alternative to cease the growth of
tumors and achieve regression [6]. Applications have used
texture for assessing pixel intensity changes with respect to
levels of necrosis and fibrosis [7]. These changes in pixel
intensity can be measured by statistical methods such as gray
level co-occurrence matrices (GLCM) [8]. Textural informa-
tion can also help to predict the overall survival for primary
colorectal cancers (CRC) and gastric tumors [9], including for

colorectal cancer liver metastases (CRM) from CT textural
features [10–12].

Texture analysis (TA) is frequently used for image
recognition and for localizing specific regions of interest
(ROI), such as organs or diseased tissue. In medical
image analysis, assessing lesion normality/abnormality,
as well as the graininess of the texture, can be assessed
by TA. To date, there are several studies that have dem-
onstrated the strengths of TA and its effects on inferring
prognostic information [13, 14]. Even though the num-
ber significantly meaningful feature descriptors based on
GLCM is limited [6], including correlation, energy, en-
tropy, contrast, homogeneity, and dissimilarity, these can
be effectively used with classical machine learning ap-
proaches (random forests, SVM’s), where their perfor-
mance remains encouraging.

Typically, the chosen process for data representation and
feature extraction will greatly affect performance of the ma-
chine learningmethod. For this reason, data preprocessing and
data transformation play an important role in translating of
machine learning algorithm in different domain. In machine
learning, the very first step features are extracted and then fed
to the classifier for training purposes such that the backbone of
the features remains unchanged [15].

In the past few years, deep learning approaches showed
tremendous progress in image recognition tasks and, in most
cases, have been shown to surpass traditional state-of-the-art
classical machine learning [16]. Until now, machine learning
and deep learning inmedical imaging have beenwidely applied
in several fields such as prediction, automatic detection, and
classification. The advantage of deep learning methods in con-
trast to with machine learning is that, the hierarchal features are
extracted automatically at different layers of a neural network.
These features representing some information such as intensity
from an image, and learned through a back propagation

Fig. 1 Case samples of untreated
and treated colorectal liver
metastases (white arrows) on
axial CT images acquired in the
same patient at baseline (top row)
and follow-up examination
9 months later (bottom row),
demonstrating the apparent
similarity between lesions

Fig. 2 Schematic illustration of the proposed workflow to classify untreated lesions from previously treated lesion in baseline CT scans, which are then
fed to a predictive model to forecast response to a FOLFOX-based chemotherapy regimen
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process, which can be used for tumor detection and also clas-
sification of images in medical image processing [17–21].

In summary, deep neural networks are proposed to cover
some constraints of classical machine learning for automatic
feature extraction and data representation classification [22,
23]. Deep learning includes several level of representations
in which the representation of the first level is transferred to
the next higher level and so forth [23]. Deep learning ap-
proaches have recently been used for therapy outcome predic-
tion and to assess the odds ratios of recurrence from pre-
treatment examinations [24].

This paper introduces an architecture based on variant to
state-of-the-art CNNs that are shown to have important clini-
cal applications for automatic classification of treated and un-
treated lesion.Moreover, we propose a novel predictionmodel
that may be used to select chemotherapy regimens. The pur-
pose of this work was to develop a deep convolutional neural
network (DCNN) to classify treated from untreated lesions
and to predict response to a FOLFOX with Bevacizumab reg-
imen as first-line of treatment.

Material and Methods

Patient Dataset

This retrospective‚ IRB-approved HIPAA compliant study in-
cluded CT images of liver cancer patients from our tertiary
referral center between June 2009 and June 2016 from an
institutional biobank. Clinical parameters are acquired from
the institutions clinical registry and laboratory system.
Radiological response (assessment based on clinical images)
is evaluated in consensus by two board certified radiologists
experienced in hepatic imaging. For the proposed approaches,
two dataset have been provided.

The clinical dataset included 202 colorectal cancer liv-
er metastases patients, which yielded a total of 444 le-
sions, which are distributed in 230 treated and 214 un-
treated lesions. Treated patients received either a single
line of therapy with a drug regimen based on FOLFOX
with Bevacizumab, or a combination FOLFIRI drugs as a
second line of treatment. Both treated and untreated le-
sions were segmented on contrast-enhanced CT scans (ar-
terial phase). The lesions were automatically segmented
using a joint liver/liver-lesion segmentation model build
from two fully convolutional networks, connected in tan-
dem, and trained together end-to-end [25], which yielded
a Dice score over 90% from the 2017 MICCAI LITS
challenge. The previous segmentation helps to minimize
the size of the processed image, thus decreasing the com-
putational cost, and helps the convolutional network from
isolating several lesions contained in the same axial slice.
The rationale for using an automatic segmentation of

lesions over manual delineations was to ensure homoge-
neity and consistency in the segmentations. All lesion
segmentation masks were then validated by an experi-
enced radiologist with over 10 years of experience in he-
patic imaging and liver cancer diagnosis.

From this radiological dataset, a total of 120 patients with
CLM were used for treatment response prediction to
FOLFOX chemotherapy. All these patients received as a first
line of therapy a drug regimen based on FOLFOX with
Bevacizumab, and treatment response following chemothera-
py determined by histopathology using the tumor regression
grade (TRG) [26], with 22 samples of TRG = 1, 67 samples
with TRG = 2, 124 samples with TRG = 3, 149 samples with
TRG = 4, and 19 samples with TRG = 5, with a TRG of 4 or 5
considered as non-responsive [27]. Pre-treatment lesions were
segmented on baseline contrast-enhanced CT images in portal
venous phase, yielding 381 segmented CLMs (213 responsive
and 168 non-responsive).

Classification of Treated and Untreated Lesions

Data Preparation and Preprocessing From our institutional
liver biobank which included annotated CT images, all
patient datasets included both a baseline and follow-up
CT examination, all with validated tumor segmentation
masks. The volume size was 512 × 512 cross-sectional,
and the number of slices varied between 128 and 152.
The original resolutions varied between 0.5 × 0.5 × 1 mm
and 2.5 × 2.5 × 2 mm. Exposition was of 0.8 ms, while the
tube current was current (25–300 reference mAs). In this
experiment, the dataset was split in 80% for training and
validation (to optimize the hyper-parameters) sets, with
the remaining 20% of images kept as a separate test set
for the final evaluation. Since the CT images used in this
study originates from different CT scan devices, the im-
ages in this dataset possessed different spatial resolutions
and voxel resolutions (voxel spacing). Therefore, all im-
ages were resampled to 0.8 × 0.8 × 1.0 mm by using cubic
spline interpolation to have the same pixel spacing and
slice thickness for the entire dataset. This allowed to pro-
vide consistency in resolution for the inputs of the neural
network. Moreover, all CT images were processed as 2D
slices in the training and testing phases. During prepro-
cessing, bounding boxes were centered around each lesion
(based on lesion size) and processed by a DCNN as train-
ing data. To select the size of each bounding box, the slice
with the largest segmented lesion volume was chosen,
providing the width and depth of the bounding box, while
the height of the bounding box was determined from the
number of slices covering the segmented lesion. Since the
dataset included multiple lesions, the patch size for the
bounding box is dependent on the lesion size which will
vary from case to case. Finally, these bounding boxes
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were applied over the original CT images to extract the
ROI. No data augmentation was used to increase the size
of the dataset, as this was found to have little effect on the
model performance. Prediction was done per lesion-based,
where all the 2D slices were combined into a single input
vector to the neural network, in order to generate a single
outcome prediction.

Deep Learning Model In this study, we propose to use DCNN
based on a variation of Inception-Net and trained over the data
samples to classify treated and untreated lesions. The key
advantage of deep learning in comparison with classical ma-
chine learning is that these features descriptions at all layers
are done without any human manipulation [20].

In order to implement our DCNN, Keras API [28] was used
to design architecture of the layers and optimize the parameters.
In a DCNNmodel, we use a stack of 3 × 3 or 5 × 5 kernel sizes,
in combination with max pooling layers to extract predominant
features from the images. As shown in Fig. 3, an Inception
architecture is designed to combine these kernel outputs, such
that all 1 × 1, 3 × 3, 5 × 5 filters which are fused together and
performs the convolution on output from previous layers.
Moreover, due to the importance of the pooling layer for the
CNNs, the Inception architecture includes an additional pooling
path. All lesion segmentation masks and bounding boxes for a
region of interest were resized and normalized to yield an input
vector with the same dimensionality for each training and test-
ing sample. This handles cropped tumor images having differ-
ent size. Finally, the output of all filters was concatenated and

passed through the network as input of the next layer. Table 1
presents the detailed architecture of the network.

Baseline Machine Learning Model In this study, standard
feature extraction techniques, including gray level co-
occurrence matrix (GLCM), were used as a basis of com-
parison to obtain high-level representation such as texture
and shape, such that the spatial distribution of gray
values. These were analyzed by calculating local features
at each image point and extracting a set of statistics from
the local feature distributions. By applying GLCM matri-
ces, 14 textural features based on statistical theory were
computed. All these features were presented as Haralick
textural feature vectors and used as input for the classifi-
cation methods. The Haralick textural features were com-
puted with the mahotas library in Python, which is fre-
quently used for image processing and computer vision
applications [29]. Afterwards, in the learning phase, dif-
ferent classification algorithms were trained to classify
treated and untreated lesions, including (1) decision tree
(DT), (2) support vector machines (SVM) using an RBF
kernel, and (3) artificial neural network (ANN).
Implementation of these algorithms was done based on
“Scikit-learn” as an open source tools for data analysis
which is one of the python library packages [30], while
hyperparameters of each method were chosen by empiri-
cally using a separate validation set. Comparison with
these machine learning techniques helped to compare the
performance of the proposed neural network with

Fig. 3 Proposed DCNN inspired
by the Inception-Net architecture
for classification of TACE treated
and untreated lesions from CT
image segmentation of CLM

Table 1 Details of the network architecture for treated lesion classification

Block type Block name Kernel size Block name Kernel size Block name Kernel size Block name Kernel size No. of filters

Feature extraction Conv2D 1 × 1 Conv2D 1 × 1 Conv2d 1 × 1 Maxpool 2 × 2 64

Feature extraction Conv2D 3 × 3 Conv2D 5 × 5 Conv2D 1 × 1 - - 64

Feature extraction Concatenation - - - - - - - -

Classification Fully connected - - - - 2 - - -

Classification Softmax - - - - - - - -
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methods that are still used in recent studies to predict
outcomes and grades for CLMs.

Treatment Response Prediction to FOLFOX-Based
Chemotherapy Regimen

Data Preparation and Preprocessing In the following exper-
iment, the data preprocessing and bounding box extrac-
tion steps around each ROI were identical to the untreated
lesion classification task described in the previous section.
The dataset was split into 70%, 10%, and 20% for train-
ing, validation, and testing, respectively, as for the previ-
ous experiment. The CNN with fivefold cross-validation
was trained for prediction purposes. The following four
experiments were performed:

1. Bounding box on the largest untreated lesion per patient;
2. Segmentation of the largest untreated lesion per patient;
3. Bounding box on all untreated lesions per patient;
4. Segmentation of all untreated lesions per patient.

Figure 4 illustrates the details between all these proposed
experiments. The output of the model yields a probabilistic
prediction of response to FOLFOX with Bevacizumab che-
motherapy regimen.

Network architecture For the response prediction module,
Keras API [27] was used for implementing the network
layer architecture and for the parameter optimization. As
shown in Fig. 5, the layer architecture that has been used

for implementing the CNN classifier includes four
convolutional 2D layers followed by a rectified linear unit
(ReLU), two maxpooling 2D layers, two dropout, and a
flatten layer. The final dense layer was followed by a
ReLU activation function. The details of each block de-
rived from the deep neural network and the details of
framework architecture are shown in Table 2. This partic-
ular architecture was adapted from the previous module to
reduce overfitting of data, as well handle the complexity
and limited features for treatment response.

Statistical Analysis

Statistical analysis of classification and prediction results was
performed using paired t tests (IBM SPSS Statistics v20,
Armonk, NY, USA), with a p value < 0.05 considered as sta-
tistically significant. The significance of systematic bias was
evaluated with a paired t test on proportional difference in
classification accuracy.

Results

Classification of Treated vs. Non-treated Lesions

Using a fivefold cross-validation‚ the proposed deep neu-
ral network based on Inception-Inspired-CNN showed
high classification performance discriminating treated vs
untreated lesions in CT with an AUC of 0.97 which is
statistically significant improvement as compared with

Fig. 4 Schematic illustration of
the set of experiments for
treatment response prediction to
Folfox regimen: a bounding box
on the largest untreated lesion, b
segmentation of the largest
untreated lesion, c bounding box
on all untreated lesions, and d
segmentation of all untreated
lesions

Fig. 5 Proposed deep neural
network inspired by the
Inception-Net architecture for re-
sponse prediction of FOLFOX
with Bevacizumab chemotherapy
regimen from untreated lesions in
baseline CT images
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AUC of 0.66, 0.60, and 0.62 for DT, SVM, and ANN
classifiers respectively (see the “Related Work” section
for details). In addition, for Inception-Inspired CNN-
based model, a sensitivity of 90% (95% confidence inter-
val, 86–93)‚ a specificity of 91% (95% CI, 85–94), and an
overall accuracy of 0.91 (95% CI, 88–93) were obtained
based on a per lesion evaluation. Figure 6 presents the
receiver operating characteristics (ROC) curves that were
used to measure the performance of classification tasks to
define the ideal thresholds. In addition, the area under the
curve (AUC) was utilized to evaluate how well the model
is able to generalize the classification problem between
treated and untreated lesions. The model showed better
performance in comparison with traditional classification
methods such as SVM, DT, and ANN, with respective
accuracies of 59%, 67%, and 60% using local features
based on Haralick textural features vector. Classification
results between treated and untreated lesion through the
CNN model are shown in Fig. 7.

Treatment Response Prediction

All the evaluation metrics for the experiments regarding the
first-line regimen response prediction are shown in Table 3.
The CNN-based framework was re-trained and re-tested using
four different scenarios, as explained in the “Related Work”
section. The first experiment based on the bounding box over
the largest untreated lesion achieved anAUC of 0.66 (95%CI,
0.61–0.75), accuracy of 61% (95% CI, 54–73), sensitivity of
59% (95% CI, 53–68), and a specificity of 65% (95% CI, 62–
77). The second experiment based on the segmentation of the
largest untreated lesion achieved AUC of 0.68 (95%CI, 0.63–
0.78), accuracy of 66% (95% CI, 62–75), sensitivity of 69%
(95% CI, 62–80), and specificity of 60% (95% CI, 54–71).
For the third experiment, bounding boxes on all lesions
yielded an AUC of 0.83 (95% CI, 0.78–0.87), accuracy of
78% (95% CI, 74–83), sensitivity of 97% (95% CI, 94–99),
and specificity of 59% (95% CI, 52–68). Finally, an AUC of
0.88 (95% CI, 0.85–0.94), accuracy of 76% (95% CI, 71–82),
sensitivity of 98% (95% CI, 96–99), and specificity of 54%
(95% CI, 50–60) were obtained with the fourth configuration,
based on segmentations of all lesions. Results demonstrate
improved performance with the third and fourth experiments
where all lesions have been applied for training the CNN.
From the 34 poor responders in the test set, the proposed
model was able to predict response correctly in 27 cases.
The descriptive ROC curves for each experiment are illustrat-
ed in Fig. 8.

Discussion and Conclusion

Unsupervised image classification is one of the fields of re-
search which has been drastically changed by deep learning
and which may assist radiologists to improve the yield for

Table 2 Details of the model architecture used for response prediction

Block type Block name Kernel size No. of filters

Feature extraction Conv2D 5 × 5 32

Feature extraction Conv2D 5 × 5 32

Feature extraction Maxpooling 2 × 2 -

Feature extraction Conv2D 3 × 3 64

Feature extraction Conv2D 3 × 3 64

Feature extraction Maxpooling 2 × 2 -

Classification Dropout (0.5) - -

Classification Fully connect - 32

Classification Dropout (0.75) - -

Classification Fully connected - 2

Classification Softmax - -

Fig. 6 ROC curve for classification performance using classical machine learning techniques (a) (decision trees (DT), support vector machine (SVM),
and artificial neural network (ANN)), and using the proposed CNN framework (b)
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accurate diagnosis and improve patient follow-up. To the best
of our knowledge, this is the first unsupervised deep learning
framework which enables discriminating between treated and
untreated lesions to identify potentially new lesions on base-
line CT images and to provide a probability of response to
chemotherapy with respect to all untreated lesions. Once
established‚ such novel prediction models could easily be de-
ployed in clinical routine to confirm which CLMs were pre-
viously treated with TACE using CT images in patients with
incomplete clinical history and help in determining optimal
chemotherapy regimen. On the other hand, a precise and effi-
cient prediction model for recognizing the patients who will
respond to a specific line of chemotherapy (FOLFOX plus
bevacizumab) regimen according to baseline CT images
(pretreatment) has several clinical benefits. By enabling early
diagnosis of desired chemotherapy regimen for the recipients,
we can prevent the negative side effects of this initial chemo-
therapy on liver toxicities [5, 31].

The envisioned integration in clinical practice would be to
provide a tool to have an early indicator if untreated lesions are
in fact resistant to FOLFOX therapy. In our preliminary anal-
ysis of the retrospective imaging exams, response prediction
on previously treated lesions provided little value as

chemotherapy tended to homogenize the intensity of voxels,
significantly impacting the classification performance.
Relying solely on patient history may not be fully reliable if
new lesions appear on follow-up exams. Therefore, it is diffi-
cult to assume that all segmented lesions where either treated
with chemotherapy or not. In order to facilitate the pipeline
and clinical adoption, a consensus among hepatic radiologists
was to first distinguish which lesions were already treated
from those untreated in order to perform outcome prediction
on these lesions. This would allow to streamline the integra-
tion of such a prediction tool.

With regard to classification between treated and untreated
lesions, results show that while texture feature analysis is a
reliable method to express the heterogeneity of tumors, these
are based on a set of optimal handcrafted metrics which need
to be pre-selected and do not necessarily reflect the high-
dimensional features captured with neural networks. This
study used different techniques such as GLCM and Haralick
textural features descriptors to train classical machine learning
algorithms (SVM, DT, ANN), and compared their perfor-
mance to a CNN-based model. Fully connected neural net-
works prove superior in predicting highly heterogeneous
CLM treated with TACE compared with traditional

Fig. 7 Classified untreated and treated based on CNN model, lesions delineated in red were identified as untreated and lesions delineated in green as
treated lesions

Table 3 Results of the treatment response prediction to FOLFOX chemotherapy from the proposed deep learning framework. Performance is reported
for four different configurations experiments, each using the same number of images

Experiments AUC Sensitivity (%) Specificity (%) Acc. (%)

Setup 1—Bounding box largest untreated lesion 0.66 59.3 65.4 61.7

Setup 2—Segmentation largest untreated lesion 0.68 69.6 60.6 66.1

Setup 3—Bounding box on all untreated lesions 0.83 97.2 59.5 78.9

Setup 4—Segmentation of all untreated lesions 0.88 98.1 54.3 76.6
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classification methods based on hand-crafted texture feature
analysis methods for conventional machine learning. The re-
sults related to treatment response prediction show that deep
neural networks might provide good accuracy for predicting
response to FOLFOX on baseline CT in patients with CLMs.
Once established‚ such a novel prediction model could easily
be deployed in clinical routine and help in assessing other
protocols, such as regimens based on FOLFIRI.

While the results presented in this paper are encourag-
ing, there are some limitations. First, all of the images used
in the model training included lesions, with no healthy
subjects included. Furthermore, results show that the top-
performing model is based on the segmentations of the
untreated lesions. This requires highly accurate automatic
segmentations to be produced, demanding a segmentation
model which was trained on an important set of a lesions
boundaries each validated by a trained radiologist. Finally,
the training set is comprised of only 444 lesions from 202
patient CT scans, which is an order of magnitude less than
in other deep learning applications in radiology, which in-
cludes thousands of images. The study was also performed
in a single center and does not include a multi-center anal-
ysis. Further studies with larger sample sizes and

independent datasets will be required to validate results.
Other planned works include an evaluation of the predic-
tive model on other chemotherapy regimens, such as with
FOLFIRI compounds, as well as extending the validation
in a multi-centric study, where the effect of acquisition and
drug-regimen parameters will be evaluated.
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