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Abstract

Genomes have complex three-dimensional architectures. The recent convergence of genetic, 

biochemical, biophysical and cell biological methods has uncovered several fundamental 

principles of genome organization. They highlight that genome function is a major driver of 

genome architecture and that structural features of chromatin act as modulators, rather than binary 

determinants, of genome activity. The interplay of these principles in the context of self-

organization accounts for the emergence of structural chromatin features, the diversity and single-

cell heterogeneity of nuclear architecture in cell-types and tissues, and evolutionarily conserved 

functional features of genomes, including plasticity and robustness.
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Tom Misteli offers an update on how our view of genome organization has changed since his 

classic 2007 Review. Principles of heterogeneity and stochasticity, polymer-polymer interactions, 

chromatin dynamics, phase separation, and architectural elements frame the updated model.
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Introduction

The vast majority of an organism’s hereditary information in eukaryotes is stored, 

transcribed and replicated in the cell nucleus. To accommodate the genome in the confined 

space of the nucleus, the genetic material – ~2m of DNA in a human cell – must be 

organized and compacted at multiple levels. Beyond solving this challenging topological 

problem, the organization of the genome must be such that the correct gene expression 

programs can be executed at the right time and in the right tissue and cell type.

Correspondence to mistelit@mail.nih.gov. 

Publisher's Disclaimer: This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our 
customers we are providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of 
the resulting proof before it is published in its final form. Please note that during the production process errors may be discovered 
which could affect the content, and all legal disclaimers that apply to the journal pertain.

Declaration of Interests
The author declares no competing interests.

HHS Public Access
Author manuscript
Cell. Author manuscript; available in PMC 2021 October 01.

Published in final edited form as:
Cell. 2020 October 01; 183(1): 28–45. doi:10.1016/j.cell.2020.09.014.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Deep insights into genome organization have come from microscopy approaches that have 

documented large-scale subnuclear features, such as morphologically recognizable blocks of 

heterochromatin, the existence of subnuclear bodies, and the organization of DNA into 

chromosome territories (Misteli, 2007; Rowley and Corces, 2018). Complementary 

biochemical approaches, based on chemical crosslinking of chromatin, have provided a 

comprehensive view of genome topology and have demonstrated the existence of chromatin 

loops and domains as ubiquitous features in genome organization (Dekker and Mirny, 2016; 

Pombo and Dillon, 2015). Combined, these approaches have generated a framework for how 

genomes are organized in space and time.

An important realization from these studies has been that the organization of genomes is 

characterized by a high degree of order and non-randomness (Misteli, 2007; Rowley and 

Corces, 2018). An overt example is the physical segregation of transcriptionally active 

euchromatin from repressed heterochromatin into distinct regions in the cell nucleus of most 

eukaryotic cells (Fawcett, 1966). Other non-random features of genomes include the 

formation of chromatin domains and the positioning of genes to preferred location within the 

nuclear space (Fraser and Bickmore, 2007; Rowley and Corces, 2018). In addition to the 

genetic material, many proteins are non-randomly distributed in the nucleus and are 

concentrated in sub-nuclear bodies, such as the nucleolus or splicing factor speckles 

(Spector and Lamond, 2011; Stanek and Fox, 2017). These observations highlight a 

considerable degree of order and non-randomness in genome organization.

Elucidating the prominent organizational patterns that are evident at many levels of genome 

organization has, not surprisingly, been the focus of most efforts in the field. More recently, 

an appreciation has grown that all genome features are also characterized by a high degree of 

variability and heterogeneity (Finn and Misteli, 2019). For example, the two alleles of a gene 

often differ in their 3D position and functional status in the same nucleus, many chromatin-

chromatin interactions only occur with low frequency in individual cells in a population, and 

the shape and number of nuclear bodies fluctuates considerably amongst individual cells 

(Cattoni et al., 2017; Finn and Misteli, 2019; Rodriguez et al., 2019).

The dichotomy of non-randomness yet high variability presents a paradox for our 

understanding of the mechanisms that shape genome organization. On the one hand, the 

presence of non-random patterns points to the existence of specific molecular and physical 

mechanisms that determine genome architecture. On the other, the high variability suggests 

that these features are not hard-wired nor strictly required for faithful genome function. The 

presence of heterogeneity in the spatial organization of genomes raises the question of how 

the observed non-random structural features and morphological patterns of genome 

architecture come about. Above all, it provokes the question of whether the organization of 

the genome is important for its function.

The convergence of genetic, biochemical, biophysical and cell biological observations has 

provided unprecedented insight into how genomes are organized in 3D space. Here I 

summarize several major principles that shape genome organization and function. This 

review focuses on overarching concepts rather than on the detailed role of individual genome 

regulators, such as particular chromatin complexes or RNA, which are widely covered in the 
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literature (Bracken et al., 2019; Khosraviani et al., 2019). The recent insights are synthesized 

into a unifying model for higher-order genome architecture in which the major features of 

spatial and temporal genome organization and function are emergent properties in a self-

organizing system.

Architectural features of the genome

Eukaryotic genomes are organized via several ubiquitous architectural features. The basic 

organizational elements of the genome are the fibers, loops, domains, and compartments that 

chromatin forms, as well as chromosomes. These features organize genomes at multiple 

levels and over several length-scales (Fig. 1).

The chromatin fiber is made up of units of 146 bps of DNA wrapped around nucleosomes 

that consist of octamers of core histone proteins (Fig. 1, for in depth review see (Felsenfeld 

and Groudine, 2003). While the precise nature of the chromatin fiber has been extensively 

debated, recent observations from several orthogonal methods, including visualization in 

intact cells using EM tomography, support the view that the chromatin fiber is typically 5-24 

nm in diameter throughout the nucleus and is irregularly folded into higher-order features, 

such as loops and domains (Maeshima et al., 2019; Ou et al., 2017). It is tempting to 

speculate that the observed small diameter and flexible nature of the chromatin fiber favors a 

dynamic state that allows for facile access of regulatory proteins and RNA to chromatin 

(Kim and Shendure, 2019; Maeshima et al., 2019; Ou et al., 2017).

The chromatin fiber then self-interacts to form loops (Fig. 1, for an in-depth review see 

(Dekker and Misteli, 2015; Vermunt et al., 2019). Chromatin loops are a universal feature of 

genomes in most organisms and they exist in various sizes, ranging from kbs to Mbs, and 

have multiple functions (Dekker and Misteli, 2015). At the smallest scale, loops mediate the 

interaction of regulatory elements, often enhancers with gene promoters, over distances of 

typically 10 to several hundred kbs (Dekker and Misteli, 2015; Halfon, 2020; Vermunt et al., 

2019). Multiple enhancers may loop to form superenhancer clusters thought to integrate 

signaling events or to act redundantly on target genes (Halfon, 2020; Hnisz et al., 2017). 

Larger loops, of up to Mbs in length, contribute to the 3D compaction of the genome and are 

frequently used to regulate gene clusters in a precise temporal and spatial fashion via the 

sequential association of upstream elements with individual target genes. This type of 

regulation is particularly common in developmentally regulated genes, which require 

coordinated and accurate temporal and spatial control (Darbellay and Duboule, 2016; 

Vermunt et al., 2019). While it has traditionally been assumed that looping interactions, 

including promoter-enhancer pairing, require the direct physical interaction of two distantly 

located sites, an emerging view is that aggregates of phase-separated transcription factors 

may bring genome regions into spatial proximity without the need for direct chromatin-

chromatin interaction (Khanna et al., 2019; Sabari et al., 2018) (see below).

The next level of genome organization are chromatin domains (Fig. 1; for in depth review 

see (Dekker and Mirny, 2016; Pombo and Dillon, 2015; Rowley and Corces, 2018). They 

were first morphologically described by in situ hybridization experiments (Cremer and 

Cremer, 2010; Shopland et al., 2006) and their universality subsequently confirmed by 
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genome-wide, biochemical crosslinking approaches (Dixon et al., 2012; Lieberman-Aiden et 

al., 2009; Sexton et al., 2012). Based on their defining feature of representing genome 

regions that preferentially interact with each other rather than with their surrounding 

sequences, they are referred to as topologically associating domains (TADs) (Dixon et al., 

2012; Lieberman-Aiden et al., 2009; Sexton et al., 2012). They are typically several hundred 

kbs in size and form by a loop extrusion mechanisms, in which the cohesin complex drives 

the formation of chromatin loops via its ATP-dependent molecular motor activity 

(Fudenberg et al., 2016; Mirny et al., 2019). The extruded loop then folds onto itself to form 

a domain whose boundaries are defined by the architectural chromatin protein CTCF 

(Dekker and Mirny, 2016). This model is supported by the recent demonstration of loop 

extrusion activity of yeast cohesin in vitro (Davidson et al., 2019). With regards to function, 

it has been proposed that the domain boundaries serve to restrict the interactions of 

regulatory elements to genes within the domain, thus generating regulatory units (Beagrie et 

al., 2017; Dekker and Mirny, 2016). The recent fine-mapping of TADs has revealed that 

extensive internal loop interactions occur and supports the notion that locally co-regulated 

genes are frequently found within the same TAD (Hsieh et al., 2020; Krietenstein et al., 

2020). In agreement with this view, the disruption of TAD boundaries can lead to 

dysregulation of genes within the TAD (Lupianez et al., 2015; Narendra et al., 2015). 

However, a strong regulatory role of TADs has been challenged. Systematic analysis of the 

effect of enhancers on their target genes in Drosophila revealed that the presence or absence 

of chromatin domains has no strong effect on gene regulation (Ghavi-Helm et al., 2019). In 

addition, in-depth mapping of chromatin structure during Drosophila embryo development 

demonstrates that regulatory chromatin loops form prior to TADs (Espinola et al., 2020) and 

that developmentally distinct cell types have remarkably similar TAD structures (Ing-

Simmons et al., 2020). Furthermore, single-cell analysis has shown that TAD structure is 

highly variable between individual cells (Cattoni et al., 2017; Finn and Misteli, 2019; 

Nagano et al., 2013). These findings suggest that chromatin domains are not strong 

determinants of gene function but primarily provide a structural framework for the accurate 

regulation of genes. Understanding the relevance of chromatin structure for genome function 

is arguable one of the major priorities of current work in the field.

Individual chromatin domains have a propensity to assemble into higher-order chromatin 

compartments (Fig. 1; for in depth review see (Dekker and Mirny, 2016; Rowley and Corces, 

2018). This level of organization is morphologically evident in the spatial segregation of 

heterochromatin and euchromatin (Jagannathan et al., 2019; Shopland et al., 2006). In line 

with cytological observations, genome-wide biochemical analyses have assigned each 

genomic locus, based on the frequency of long-range interactions, to one of two nuclear 

compartments, A or B, which roughly correspond to eu- and heterochromatin, respectively 

(Dekker and Mirny, 2016; Lieberman-Aiden et al., 2009; Rowley and Corces, 2018). The 

higher-order organization of domains is also indicated by the detection of interactions 

between adjacent TADs by biochemical mapping (Fraser et al., 2015) and imaging studies 

have documented the coalescence of multiple domains into higher-order structures 

(Shopland et al., 2006; Wang et al., 2016).

Chromosomes are the major unit of genome organization and they exist in the nucleus in the 

form of chromosome territories. Throughout interphase, the DNA that makes up a single 
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chromosome occupies a relatively compact, spatially restricted, territory of the nucleus 

rather than being dispersed through the nuclear space (Fig. 1; for in depth review see 

(Cremer and Cremer, 2010). In mammalian cells, a chromosome territory is typically 2-3μm 

in diameter, amorphously spherical, and characterized by a high surface-to-volume ratio 

since its interior is permeated by a complex network of anastomosed channels that are 

thought to ensure the access of regulatory factors to chromatin. The chromatin fibers of 

neighboring chromosomes often intermingle, but do not entangle, at their periphery, thus 

creating a continuum of chromatin throughout the nuclear space, although a lower density of 

chromatin at chromosome interfaces has been reported (Branco and Pombo, 2006; Cremer 

and Cremer, 2010).

The ultimate level of genome organization is the location of chromosomes and gene loci in 

the 3D space of the cell nucleus (Fig. 1; for in depth review see (Cremer and Cremer, 2010; 

Crosetto and Bienko, 2020; Takizawa et al., 2008). Simple measures of the non-random 

location of chromosomes and genes include their position relative to the nuclear center or 

periphery, their location relative to other loci or chromosomes, or to nuclear bodies (Croft et 

al., 1999; Takizawa et al., 2008). For example, inactive genes often locate near the nuclear 

edge and associate with peripheral heterochromatin, whereas active genes are often in the 

nuclear interior (Croft et al., 1999). While most loci and chromosomes show non-

randomness in their position, and most genome organization patterns are tissue- and cell-

type specific (Parada et al., 2004), the precise functional role of 3D positioning of genes 

remains unclear (Crosetto and Bienko, 2020; Shachar and Misteli, 2017). The molecular 

mechanisms which determine the location of a chromosome or gene are largely unknown, 

although several proteins and chromatin modifications have been identified that correlate 

with the 3D location of some genes (Crosetto and Bienko, 2020; Shachar et al., 2015).

Principles of genome organization

The architectural features of the genome, as described above, are now well characterized. 

But how do they come about? There are several general principles, whose interplay leads to 

the emergence of the major organizational features of the genome (Fig. 2).

Polymer-polymer interactions

The genome is a polymer fiber and its folding is guided by principles of polymer physics 

(Bianco et al., 2020) (Fig. 2). Various computational chromatin polymer models have been 

developed and they quite accurately recapitulate many features of genome organization, 

pointing to polymer-polymer self-interactions as a major organizer of the genome (Parmar et 

al., 2019).

A driving role for intra-polymer interactions in genome organization is indicated by the 

finding that major chromatin features can be recreated in computational models by merely 

assuming that the chromatin fiber is a self-avoiding polymer that can undergo local diffusive 

motion and is constrained by its polymer nature (Barbieri et al., 2012; Jost et al., 2014; 

Parmar et al., 2019). In these models, key features of genome organization, including loops 

of various length scales, chromosome domains, and compartments spontaneously emerge as 

thermodynamically stable states (Barbieri et al., 2012; Jost et al., 2014). Simple polymer-
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interaction models are also sufficient to predict the local organization of gene loci, for 

example of the developmentally relevant Sox9 locus, the Bmp7 locus, or the Xist locus on 

the inactive X chromosome (Bianco et al., 2018). Polymer models can also account for 

several features of Hi-C datasets, which map chromatin-chromatin interactions genome-wide 

using chemical crosslinking methods, and these polymer models suggest that TADs and 

compartments are emergent properties of intra-polymer self-interactions (Falk et al., 2019; 

Jost et al., 2014; Nuebler et al., 2018). Domains of the size of TADs also emerge in 

simulations in which blocks of genome regions, such as euchromatin or heterochromatin, are 

assumed to undergo homotypic interactions along the chromatin fiber (Barbieri et al., 2012; 

Bianco et al., 2018). A striking example is the organization of chromatin in retinal rod cells 

of nocturnal animals, in which heterochromatin is located in the interior of the nucleus, 

which is the opposite of its typical enrichment at the periphery in most cell types (Solovei et 

al., 2009). Computational simulations of genome-wide interaction data recapitulate this 

inverted chromatin configuration merely by assuming that self-interactions occur among the 

heterochromatic regions of multiple chromosomes (Falk et al., 2019). Modeling of polymer-

polymer interactions also reproduces changes in heterochromatin-lamina and 

heterochromatin re-organization in senescent cells (Sati et al., 2020). It is likely that similar 

mechanisms of polymer self-interactions are responsible for the formation of other 

homotypic chromatin compartments such as chromocenters, which contain multiple 

centromeres, or the nucleolus, in which multiple ribosomal genes cluster.

Chromatin interactions obviously do not occur on naked DNA; chromatin fibers are densely 

decorated with architectural proteins, including the core histones and accessory structural 

proteins. Chromatin is also acted upon by chromatin remodeling factors and by the 

transcriptional machinery (Brackley et al., 2016; Buckle et al., 2018). These chromatin-

binding proteins significantly contribute to determining the patterns of chromatin-chromatin 

self-interactions along the fiber. Tellingly, the inclusion of target sites for chromatin-binding 

proteins in polymer models increases their accuracy (Brackley et al., 2016; Buckle et al., 

2018).

Two of the most prominent chromatin binders that determine the formation of loops and 

domains are the chromosome cohesion factor, cohesin, and the chromatin architectural 

protein, CTCF, which has traditionally been thought to demarcate insulator sequences that 

separate functionally distinct genome regions (Rowley and Corces, 2018). Recent findings 

suggest that cohesin and CTCF cooperate to drive chromatin interactions by promoting the 

formation of chromatin loops and TADs (Dekker and Mirny, 2016; Rowley and Corces, 

2018). In line with this function, CTCF is enriched at TAD boundaries and the deletion of 

CTCF-binding sites, or altered cohesin binding, destroys TADs (Nuebler et al., 2018; Rao et 

al., 2017; Wutz et al., 2017). The importance of chromatin-associated, protein-binding 

events as drivers of higher-order genome architecture is demonstrated by the finding that 

polymer modeling does not accurately recapitulate Hi-C data if CTCF or cohesin binding 

sites are not taken into account (Nuebler et al., 2018). While cohesin and CTCF are major 

players in mediating chromatin polymer interactions, it is likely that additional chromatin 

binding proteins, as well as non-coding RNAs, also contribute to higher-order genome 

organization (Quinodoz et al., 2018).
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Genome dynamics

Several aspects of genome organization are highly dynamic (Fig. 2; for in depth review see 

(Shaban and Seeber, 2020). As demonstrated by live-cell imaging, a chromatin locus 

undergoes locally confined, diffusional motion, typically within a radius of ~1μm (Marshall 

et al., 1997). The extent of motion is largely independent of genome- or nucleus size and 

varies little during the cell cycle (Shaban and Seeber, 2020). In addition, long-range, 

directed motion of chromatin loci has been observed and appears to depend on nuclear actin 

and myosin (Caridi et al., 2019; Chuang et al., 2006). However, these long-range events are 

relatively rare and likely restricted to particular situations, such as the extrusion of damaged 

DNA from heterochromatin or large-scale genome reorganization over long time periods 

during differentiation (Caridi et al., 2019; Wang et al., 2020).

The ability of the chromatin fiber to dynamically explore its immediate surroundings by 

constrained diffusion is functionally important. It enables a locus to probe for potential 

interaction partners, for example for an enhancer to find its cognate promoter or for multiple 

genes to cluster into transcription hubs (Chen et al., 2018a; Gu et al., 2018; Shaban and 

Seeber, 2020). The extent of dynamic motion of chromatin appears to be affected by its 

functional state, including its transcriptional status (Germier et al., 2017; Shaban et al., 

2020) and, while the local motion of the chromatin polymer occurs by constrained passive 

diffusion, it is indirectly dependent on energy via the action of ATP-dependent chromatin 

remodeling complexes, which periodically act on the chromatin fiber to alter its state and, in 

this way, promote the dynamic motion of the fiber (Shaban and Seeber, 2020).

In addition to the fluctuations and rearrangements of the chromatin fiber, the proteins that 

act on it are also highly dynamic (Hager et al., 2009; Kim and Shendure, 2019; Misteli, 

2001). Proteins diffuse rapidly through the cell nucleus, enabling them to effectively sample 

the genome for appropriate binding sites (Hager et al., 2009; Kim and Shendure, 2019; 

Misteli, 2001). Photobleaching and single-molecule experiments show that protein-

chromatin interactions are characterized by high off-rates, with most chromatin proteins 

binding to their target regions very transiently. Single-molecule tracking experiments 

demonstrate that a transcription factor typically spends >95% of its time in a diffusive state 

or is engaged in non-specific interactions, with dwell-times on the order of several 100ms; 

only a small fraction of a given transcription factor at any time is bound at specific sites with 

dwell-times of 10’s of seconds (Chong et al., 2018; Hager et al., 2009; Liu and Tjian, 2018). 

The dynamic nature of protein-chromatin interactions not only facilitates the targeting of 

transcription factors to their specific binding sites, but is also key to generating regulatory 

plasticity, because the short dwell time of transcription factors ensures that functional 

complexes on chromatin are not locked into a permanent state that would need to be 

reversed by the action of dedicated regulatory machinery in response to changes in cellular 

environment. Instead, short-lived, dynamic complexes offer the opportunity for rapid 

functional change by altering the composition of the regulatory complex as part of the 

dynamic exchange of complex components via continuous competitive binding (Hager et al., 

2009). This principle is exemplified by the observation of the stable, yet highly dynamic, 

association of the RNA polymerase I machinery with rDNA promoters (Dundr et al., 2002) 
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or the dynamic interplay of steroid receptors with their target genes in response to ligands 

(Paakinaho et al., 2017).

An important concept related to genome dynamics is the notion that overall stable steady-

states can be generated from dynamic components (Misteli, 2001). This property is best 

illustrated by the dynamic behavior of nuclear bodies, such as the nucleolus or splicing 

speckles, which appear as overall stable structures but are made up of highly dynamic 

components (Phair and Misteli, 2000). Early photobleaching experiments demonstrated that 

proteins enriched in nuclear bodies, rapidly transition through these compartments with 

typical residence times of 10’s of seconds, yet the overall structure of the compartment 

remains stable over hours, representing a dynamic steady-state (Misteli, 2001; Phair and 

Misteli, 2000). The same principle applies to chromatin. While core histones have residence 

times on the order of hours, linker histones reside on chromatin only for minutes, and many 

architectural chromatin proteins, such as HMG proteins and the heterochromatin protein 

HP1, have dwell times on the order of seconds (Phair et al., 2004). Despite the transient 

nature of the individual binding events, the resulting chromatin states are stable due to the 

continuous replacement of dissociating proteins. The dynamic nature of steady-states 

generates functional plasticity by enabling rapid responses to alterations in the cellular 

milieu, but it also appears to be essential for the formation of chromatin domains via phase 

separation (Larson et al., 2017; Strom et al., 2017).

Phase separation in genome organization

Phase separation is a driver of genome organization (Fig. 2; for in depth review see (Banani 

et al., 2017; Shin and Brangwynne, 2017). The basis of phase separation is the demixing of 

distinct protein populations when present above a saturation threshold due to their 

propensity to preferentially undergo homotypic rather than heterotypic interactions with 

other biomolecules, leading to the formation of segregated, dynamic phases (Banani et al., 

2017; Shin and Brangwynne, 2017). Phase separation mediates the biogenesis of 

membraneless nuclear and cytoplasmic compartments, such as the nucleolus or stress 

granules, by promoting the aggregation of proteins to form distinct bodies (Banani et al., 

2017; Shin and Brangwynne, 2017).

Phase separation also contributes significantly to chromatin organization (Kim and 

Shendure, 2019). The protein-protein and protein-RNA interactions required for phase 

separation is mediated by proteins that contain low complexity intrinsically disordered 

regions (IDRs), which are common in chromatin proteins and transcription factors (Banani 

et al., 2017; Shin and Brangwynne, 2017). The major heterochromatin protein HP1α forms 

phase-separated droplets both in vitro and in vivo and as such the formation of 

heterochromatin domains has been attributed to phase separation (Larson et al., 2017; Strom 

et al., 2017). Consistent with this view, HP1α is highly dynamic in heterochromatin and 

spreads along the chromatin fiber (Cheutin et al., 2003). The involvement of phase 

separation in heterochromatin formation has been suggested to account for the typically 

spherical shape of heterochromatin blocks, which may arise due to the demixing of HP1α-

bound regions from HP1α-free regions and the coalescence of multiple heterochromatin 

blocks in 3D space (Larson et al., 2017; Sanulli et al., 2019; Strom et al., 2017). 
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Furthermore, other major architectural proteins, including the linker histone H1, also phase 

separate and intrinsic features of chromatin, such as inter-nucleosome linker length, affect 

the phase separation properties of chromatin in vitro (Gibson et al., 2019; Kim and 

Shendure, 2019). In addition, histone modifications and chromatin binding proteins, 

including the histone acetylation reader BRD4, modulate the phase separation behavior of 

chromatin in vitro and in vivo (Gibson et al., 2019).

Phase separation events also act locally. Many eukaryotic transcription factors contain IDRs 

and can recruit RNA polymerase II into dynamic condensates which serve as hubs of 

transcription (Guo et al., 2019; Hnisz et al., 2017; Shaban et al., 2020). Furthermore, RNA 

polymerase II and the transcriptional Mediator co-activator complex form small, dynamic 

condensates (Boija et al., 2018; Cho et al., 2018; Chong et al., 2018). Similarly, Mediator 

and the transcription factor BRD4 accumulate on superenhancers in protein-rich aggregates 

and recruit the transcription machinery through their activator domains (Boija et al., 2018; 

Cho et al., 2018; Sabari et al., 2018). These observations point to phase separation as a 

driver of global and local genome organization (Hnisz et al., 2017; Yamamoto and Schiessel, 

2016).

Architectural elements as genome constraints

The overall organization of genomes is strongly affected by their physical interaction with 

architectural elements of the cell nucleus, particularly the nuclear periphery and 

proteinaceous intranuclear bodies (Fig. 2; for in depth review see (Chen and Belmont, 2019; 

van Steensel and Belmont, 2017). The physical association of chromatin with these 

immobile features restricts its location in 3D space and limits the ability of a genome region 

to freely explore the nuclear space.

The nucleus of most metazoans contains a nuclear lamina structure, composed of an 

anastomosed meshwork of lamin intermediate filament proteins that lines the inner nuclear 

membrane and interacts with chromatin (van Steensel and Belmont, 2017). Reports over 

decades have described enrichment of condensed heterochromatin at the nuclear edge in 

many cell types, indicating that transcriptionally repressed chromatin is segregated to, and 

interacts with, the nuclear periphery (Fawcett, 1966). Genomic mapping has confirmed this 

notion and has demonstrated that these peripheral chromatin blocks, referred to as lamina 

associated domains (LADs), are defined by low gene density, the presence of LINE 

transposable elements, high A/T content, and the enrichment of histone modifications 

H3K9m2/3 and H2K27me3, which are all hallmarks of repressed genome regions (van 

Steensel and Belmont, 2017) (Fig. 2). Interspersed between LADs are inter-LADs, which 

contain predominantly active genome regions (van Steensel and Belmont, 2017). The 

molecular mechanisms by which chromatin interacts with the nuclear periphery are only 

poorly understood but, based on observations in C. elegans, they may involve histone 

modification readers that link the chromatin fiber either to lamins or are themselves 

anchored in the inner nuclear membrane (Gonzalez-Sandoval et al., 2015).

The nuclear envelope acts as a major constraint in the 3D organization of genomes because 

specific genome regions are tethered to the periphery (Fig. 2). When lamins are absent, 

spatial organization patterns are altered (Zheng et al., 2018) and LADs expand and become 

Misteli Page 9

Cell. Author manuscript; available in PMC 2021 October 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



detached; loss of lamins also affects 3D organization at a genome-wide scale and results in 

repositioning of peripheral genome regions into the nuclear interior (Zheng et al., 2018). The 

constraining function of lamins is also demonstrated by the simultaneous imaging of all 

LADs of a single chromosome, which reveals that multiple LADs located on the same 

chromosome, but separated along the linear sequence, self-interact and are clustered 

(Luperchio et al., 2020). The LADs are segregated away from inter-LADs and, as expected, 

are in proximity to the nuclear envelope; the non-LAD regions of the same chromosome also 

congregate but protrude into the interior of the nucleus. This spatial segregation event 

depends on the presence of lamin A, demonstrating the constraining function of the lamina 

(Luperchio et al., 2020). Importantly, the peripheralization of genome regions also appears 

to have functional consequences as shown by experiments in which internal genome regions 

were artificially tethered to the periphery, which led to their repression or inability to be 

activated (Finlan et al., 2008; Kumaran and Spector, 2008; Reddy et al., 2008). These 

observations demonstrate the constraining role of the nuclear periphery in determining the 

location and function of genome regions.

A second major constraint in organizing the genome in 3D space are the various nuclear 

bodies present in the nuclear interior (Chen and Belmont, 2019) (Fig. 3B). While some 

nuclear bodies contain DNA and emerge as a consequence of the transcriptional activity of 

specific genomic sequences, such as the histone locus body which forms around clusters of 

histone genes, several prominent sub-nuclear bodies serve as physical constraints (Chen and 

Belmont, 2019; Chen et al., 2018b; Quinodoz et al., 2018). Prototypical examples for 

nuclear bodies as spatial genome organizers are the nucleolus and splicing factor speckles 

(Fig. 3B). Genome-wide mapping of simultaneously occurring chromatin interactions 

amongst multiple chromosomes shows that while transcriptionally active genome regions 

associate with splicing factors speckles, heterochromatin frequently associates with the edge 

of the nucleolus (Chen et al., 2018b; Quinodoz et al., 2018). PML bodies, which are 

enriched for the promyelocytic leukemia protein, have been suggested to have a similar role 

as they are themselves devoid of DNA but are abutted on all sides by chromatin (Ching et 

al., 2013). These observations highlight a constraining role for architectural elements of the 

cell nucleus in genome organization.

Stochasticity and heterogeneity in genome organization and function

A further general principle of genome organization is its stochastic nature. Stochasticity in 

various forms is pervasively observed in gene expression and genome organization (Fig. 2; 

for in depth review see Symmons and Raj, 2016; Finn and Misteli, 2019).

Single-cell transcription analysis has revealed that the expression profiles of individual, 

genetically identical cells in a population vary considerably (Shah et al., 2018). A major 

contributor to transcriptional single-cell heterogeneity is the fact that most genes do not 

continuously engage the transcription machinery, but oscillate between dynamic on- and off-

states and undergo “transcriptional bursting” (Rodriguez and Larson, 2020; Symmons and 

Raj, 2016). Imaging of transcriptional dynamics demonstrates that different genes have 

different on/off-cycle lengths with some genes exhibiting short bursts of activity with long 

intervening periods of inactivity, whereas others fire frequently with short periods of 
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transcriptional silence (Rodriguez et al., 2019; Suter et al., 2011). Stochastic gene bursting is 

a universal phenomenon in organisms ranging from bacteria to mammals, is not limited to 

low-expressing genes, and has been implicated in many biological processes, including 

differentiation and response to immune signaling (Rodriguez and Larson, 2020; Symmons 

and Raj, 2016).

The molecular basis for transcriptional bursting is the inherently stochastic nature of the 

transcription process generated by the dynamic properties of the transcription machinery, 

which diffuses through the nuclear space and randomly collides with potential target sites 

where it undergoes short-lived interactions (Hager et al., 2009; Misteli, 2001). Given that 

there are typically only two copies of each gene in a nucleus, the likelihood of generating a 

productive transcription complex on a single allele is relatively low, particularly for genes 

that depend on low-abundance transcription factors. Furthermore, the expression of a gene is 

therefore an inherently stochastic event and coordinated firing of both alleles is unlikely. 

Indeed, single-cell imaging studies indicate that the two gene alleles in the same nucleus 

often show distinct transcriptional states and distinct chromatin organization (Finn et al., 

2019; Rodriguez et al.,2019).

The functional heterogeneity observed for gene expression is mirrored by a high degree of 

heterogeneity in the organization of genomes in individual cells (Finn and Misteli, 2019; 

Rowley and Corces, 2018). In addition to the heterogeneity of gross morphological features, 

such as the variable appearance and number of nuclear bodies or the location of alleles in 

individual nuclei, most chromatin features are highly variable between cells. Imaging 

experiments show that chromatin loops only occur with relatively low frequencies in 

individual cells in the population, typically on the order of 5-30% (Bintu et al., 2018; Cattoni 

et al., 2017; Finn et al., 2019; Mateo et al., 2019). Super-resolution imaging and single-cell 

biochemical experiments extended this notion to chromatin domains by demonstrating that 

the structure and boundaries of a given TAD vary considerably between individual cells in 

the population (Bintu et al., 2018; Boettiger et al., 2016; Finn et al., 2019; Mateo et al., 

2019; Nagano et al., 2013; Stevens et al., 2017; Wang et al., 2016). Similarly, while the 

configuration of chromatin domains along the length of the chromosome follows a preferred 

arrangement, the pattern is variable between individual cells (Cardozo Gizzi et al., 2019; 

Mateo et al., 2019; Nir et al., 2018; Wang et al., 2016). In agreement with the finding of 

unsynchronized firing patterns of the two alleles in a nucleus, single-cell imaging also 

reveals a lack of coordination in higher-order genome organization between alleles in the 

same nucleus (Finn et al., 2019). Furthermore, while a specific promoter-enhancer loop may 

be present at one allele, it may be absent at the same time on the other allele (Chen et al., 

2018a; Finn et al., 2019).

These observations point to pervasive stochasticity and heterogeneity as being fundamental 

features of genomes. Their functional relevance is indicated by the fact that computational 

models that include stochastic aspects of gene expression and organization appear to better 

reflect experimental observations. For example, the use of a cohort of genome 

configurations, rather than a single conformation, results in more precise models of 

chromatin interaction data (Kalhor et al., 2011; Shi and Thirumalai, 2019; Tjong et al., 

2016). Similarly, constraining computational models of genome organization with 
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experimentally determined frequencies of interactions yields higher accuracy (Shi and 

Thirumalai, 2019). These observations suggest that the stochastic and heterogeneous nature 

of genomes is an intrinsic property of their structure and function.

The self-organizing genome

As outlined above, genomes are characterized by a high degree of order represented by 

ubiquitously conserved architectural features, such as chromatin loops and domains, nuclear 

bodies, and by non-random patterns, such as the location of genes and chromosomes in 3D 

space. In addition, the transcriptional program of a given cell is stable and defines its overall 

state. At the same time, genome organization and gene expression are also highly dynamic, 

variable and stochastic. How can these two apparently conflicting aspects of genome 

organization – steady-state stability and intrinsic variability - be reconciled? One hint comes 

from the realization that the major characteristics of genome organization, including a 

dynamic, stable steady-state, and a high degree of heterogeneity and variability, are 

hallmarks of a self-organizing system. The principle of self-organization is ubiquitous in 

nature and, when applied to the genome, provides a unifying mechanism to account for 

many of its structural and functional features.

The genome as a self-organizing system

Self-organizing systems are defined by their ability to spontaneously adjust their features by 

integrating the input of all their components without the need of external organizing agents. 

Prominent examples of self-organization in biology range from the flocking behavior of 

birds and insects, to the generation of cell and tissue patterns in morphogenesis and 

development, and the 3D folding of proteins (Camazine et al., 2003).

Genomes exhibit all defining properties of a self-organizing system. These include high 

dynamics, overall steady-state stability, and a high degree of heterogeneity. In addition, a 

key feature of self-organizing systems is the presence of regulatory feedback loops, which 

enable the system to adjust its overall state in response to a changing environment, while 

maintaining its internal steady-state stability (To and Maheshri, 2010). Positive and negative 

feedback loops are widely used in genome function (Milo et al., 2002). For example, 

developmental transcription networks often involve positive feedback loops to enhance their 

effects and to ensure regulation at long timescales. Feedback loops are also used to amplify 

low frequency events generated by variability in the population, thus creating a means for 

individual cells to sample a wide range of stochastic inputs and to adjust the system 

accordingly (Milo et al., 2002; Symmons and Raj, 2016). While most feedback loops 

operate at the level of gene expression, biochemical and mechanical feedback mechanisms 

mediated by protein-protein interactions also exist, such as the sensing of mechanical forces 

(Hannezo and Heisenberg, 2019).

In a self-organizing system, the properties that arise from the collaborative functioning of 

the system’s components, such as its architectural features, are referred to as emergent 

properties. A prominent example of an emergent property in cell biology are the filaments of 

the cytoskeleton, which exhibit vastly different mechanical properties than those of their 

monomeric components (Camazine et al., 2003). As outlined below, most organizational 
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features of the genome, such as chromatin loops and domains, compartments, and the 3D 

location of genes and chromosomes, can be considered emergent properties of a self-

organizing genome.

A further property of self-organizing system is the presence of an attractor, which is defined 

as the overall state at which the system is at equilibrium. In the case of the genome, the 

overall attractor is the gene expression profile that defines a cell type. The concept of 

attractors is well established in the field of cellular differentiation, where each cell state is 

defined as an attractor and the process of differentiation represents the transition between 

attractors (Macarthur et al., 2009). Transitions between attractor states are mediated by 

changes in gene expression programs that define a cell type, and they are typically 

accompanied by alterations in large scale genome topology (Bertero et al., 2019; Bonev et 

al., 2017; Paulsen et al., 2019).

The organization of genomes by self-organization is distinct from a deterministic model in 

which genomes function in a static fashion with limited feedback between structure and 

function and in which the organization and location of genome regions is determined by 

specific mechanisms, for example involving genetic zip-codes, adaptor proteins that read 

them and site-specific tethering mechanisms that define the location of gene loci (for in 

depth discussion of these models see (Misteli, 2007)). Taken together, the dynamic and 

stochastic nature of the genome, combined with the presence of genetic feedback loops and 

a strong attractor in the form of cell-type defining gene expression programs, confers to the 

genome all major hallmarks of self-organization.

Architectural genome features as emergent properties

Applied to the genome, self-organization can account for the formation of many of the 

architectural features of the genome, including loops, domains, compartments, and the 3D 

position of genes and chromosomes. These features emerge as the result of the integrated 

action of organization drivers (particularly polymer-polymer interactions and phase 

separation) and of constraints (particularly nuclear architectural elements), in the context of 

self-organization (Fig. 3, 4).

Formation of chromatin loops

Chromatin loops form via intra-polymer self-associations (Furlong and Levine, 2018; 

Vermunt et al., 2019) (Fig. 3A, 4A). The spatial proximity of two interacting regions in 3D 

space is an obvious requirement for the formation of a functionally active loop. During loop 

extrusion, cohesin constrains the degree of freedom of the chromatin fiber and promotes 

chromatin-chromatin interactions (Hansen, 2020). Alternatively, loops may form via 

stochastic chromatin-chromatin interactions as part of their diffusive motion (Chen et al., 

2018a; Khanna et al., 2019). Once the two interacting regions are spatially juxtaposed, their 

interaction is stabilized by associated chromatin proteins (Vermunt et al., 2019; Khanna et 

al., 2019) (Fig. 4A). Visualization of promoter-enhancer interactions in living cells 

documents the rapid motion of the chromatin fiber followed by sustained physical 

interaction upon transcriptional activation of the target gene (Chen et al., 2018a). Similarly, 

in VDJ recombination which relies on long-range interactions of regions in the 
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immunoglobulin heavy chain locus, the interacting segments are limited to local motion 

(Khanna et al., 2019). Observations of the motion dynamics of the VDJ locus is consistent 

with the association of interacting regions with a gel-like phase formed by self-interacting 

chromatin proteins. This phase-separated condensate limits chromatin motion and thus 

increases the probability of persistent chromatin-chromatin interactions (Khanna et al., 

2019) (Fig. 4A). Phase separation mediated by self-interacting chromatin proteins has also 

been implicated in the coalescence of multiple enhancers (Hnisz et al., 2017; Sabari et al., 

2018). Of note is that in this hub model, the phase separated condensate bridges the gap 

between the interacting chromatin fibers and loops form without direct physical chromatin-

chromatin interaction (Fig. 4A).

Formation of chromatin domains

The formation of TADs involves loop extrusion (Fudenberg et al., 2016; Mirny et al., 2019; 

Nuebler et al., 2018) (Fig 3A, 4B). The extruded chromatin then folds onto itself to form a 

domain via polymer-polymer self-interactions (Fig. 4B). While the process of loop extrusion 

per se is a directed process, the organization of the internal TAD structure relies on self-

organization via a network of intra-TAD chromatin-chromatin interactions, likely stabilized 

by phase-separation. In support, high-resolution mapping has demonstrated that the internal 

structure of TADs consists of a heterogenous collection of transient, highly heterogenous 

loops, which interact extensively (Hsieh et al., 2020; Krietenstein et al., 2020). These intra-

TAD polymer interactions might be facilitated by phase-separated supramolecular 

condensates of chromatin-associated proteins that engulf the chromatin domain (Erdel and 

Rippe, 2018; Gibson et al., 2019) (Fig. 4B). Indeed, in vitro and in vivo evidence supports 

the phase separation interactions of linker histones and architectural chromatin proteins 

(Gibson et al., 2019; Kim and Shendure, 2019). The observed heterogeneity in chromatin-

chromatin interactions within a TAD (Finn et al., 2019; Hsieh et al., 2020; Krietenstein et 

al., 2020) is in line with their formation by self-organization since the network of intra-fiber 

interactions differs stochastically amongst individual cells. In this scenario, self-organization 

via phase separation stabilizes, but also buffers, the variable internal structure of TADs, 

while delineating boundaries between adjacent domains (Fig. 3, 4B).

Formation of chromatin compartments and chromosome territories

While loop extrusion is a major driver of TAD formation, the genesis of higher-order 

chromatin compartments appears to be primarily mediated by phase separation (Mirny et al., 

2019) (Fig. 3, 4C). In line with self-organization, the formation of chromatin compartments 

involves homotypic interactions among genome regions that are located distantly on 

individual chromosomes or on separate chromosomes. Through these interactions, genome 

regions coalesce into distinct domains to generate phase-separated structures (Nuebler et al., 

2018) (Fig. 3, 4C). This self-organization mechanism predicts that chromatin of a similar 

type, such as heterochromatin or euchromatin, coalesces while de-mixing from heterotypic 

chromatin. In line with this prediction, the spatial separation of active and inactive 

chromosome regions, congregation of centromeres, and segregation of transcriptionally 

inactive LADs from transcriptionally active inter-LADs have been reported (Jagannathan et 

al., 2019; Luperchio et al., 2020; Shopland et al., 2006). Furthermore, in computational 

simulations, changes in genome compartmentalization, including the effects of loss of 
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cohesin and/or CTFC on compartment formation (Nuebler et al., 2018) and the observed 

inversion of heterochromatin towards the nuclear interior in retinal rod cells (Falk et al., 

2019), can only be recreated by including phase separation in polymer-based modeling 

approaches.

Despite distinct mechanisms involved in the formation of TADs and compartments, there is 

interplay between them as is illustrated by the finding, based on computational simulations, 

that the loop extrusion events that generate TADs interfere with compartment formation, 

while the loss of TAD boundaries leads to a reduction in TAD formation, but has no effect 

on compartments (Mirny et al., 2019; Nuebler et al., 2018). Conversely, the stimulation of 

loop extrusion via the depletion of the cohesin-unloading factor WAPL results in increased 

occupancy of cohesin and leads to more sharply define TADs but weakened compartment 

patterns (Mirny et al., 2019; Nuebler et al., 2018). These observations demonstrate that the 

active loop extrusion process counteracts compartmental segregation, which occurs via 

phase separation and may be thought of as a default mechanism that brings multiple TADs 

into proximity to form higher order compartments (Fig. 3, 4C).

The same principles that generate compartments apply to the formation of chromosome 

territories (Fig. 3, 4C). Just as phase-separation mediates associations between local 

homotypic genome regions to form compartments, it also promotes the self-interaction of 

homotypic domains separated over larger distances along the length of a single chromosome. 

As a consequence, the overall topology of a chromosome is determined by the network of 

homotypic interactions amongst chromatin domains, which lead to the clustered 

arrangement of chromatin domains and to the formation of a near-spherical chromosome 

territory (Cremer and Cremer, 2010; Wang et al., 2016).

Determining the 3D location of chromosomes and genes

The mapping of the 3D locations of chromosomes and genes has shown that gene loci 

assume non-random, yet probabilistic, positions in the cell nucleus (Crosetto and Bienko, 

2020; Shachar and Misteli, 2017). Some cellular factors and histone modifications that 

contribute to determining the location of genes have been identified but they do not reflect a 

dedicated localization machinery; rather these factors are part of general nuclear processes, 

such as replication or transcription (Crosetto and Bienko, 2020; Shachar et al., 2015). It thus 

seems likely, in line with self-organization, that the 3D position of a genome region is 

determined by its overall functional status, as defined by the proteins that associate with it, 

combined with the sum of its homotypic interactions with other genome regions and its 

association with constraining architectural elements of the nucleus (Fig. 3). For example, 

given the propensity of heterochromatin to associate with the nuclear periphery, 

transcriptionally silent portions of chromosomes are more likely to orient towards the 

nuclear periphery whereas the transcriptionally active regions are more likely in the interior 

(Luperchio et al., 2020). Transcriptionally inactive regions also tend to interact with internal 

heterochromatin domains and with heterochromatin around the nucleolus, whereas active 

regions are attracted to nuclear splicing speckles (Chen et al., 2018b; Quinodoz et al., 2018) 

(Fig. 3). These interactions generate the observed overall gradient of transcriptional activity 

from the interior to the periphery. Due to the presence of multiple influences acting on a 
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genome region, multi-stable states of the same region co-exist in a population and individual 

genes assume distinct locations in single cells, which is reflected in the well-documented 

probabilistic and heterogenous distribution of gene locations in a population (Crosetto and 

Bienko, 2020; Shachar and Misteli, 2017).

The probabilistic genome: structure-function relationship in the genome

A central question in genome biology is how structural features relate to the function of 

individual genes and the genome as a whole. Correlations between genome architecture and 

function abound. Most prominently, the presence of heterochromatin often correlates with 

transcriptional repression, and the formation of promoter-enhancer loops is linked to the 

transcriptional activation of target genes. However, most of these correlations are 

incomplete, and several observations point to two important, and still underappreciated, 

concepts in understanding the interplay of structure and function: First, genome function is a 

driver of genome structure; while the architectural features of the genome influence its 

function, the local and global activity of the genome also shapes its structure via feedback 

mechanisms (Fig. 5, 6A). Second, it is becoming evident that structural features do not act as 

binary on-off switches, but as modulators of function (Fig. 6B). The combination of bi-

directional feedback between structure and function and the modulatory role of architectural 

genome features renders genome function an overall probabilistic process (Fig. 6C).

Genome function drives genome structure

Individual cell types are defined by particular gene expression programs. Cell types are also 

characterized by distinct patterns of global genome organization, for example, the extent and 

location of heterochromatin domains (Fig. 5). Several considerations suggest that the nature 

of the active gene expression program in a cell type shapes genome organization both locally 

and globally (van Steensel and Furlong, 2019).

Patterns of active and inactive genome regions differ considerably between cell types (Fig. 

5). The differential usage of gene sets amongst cell types generates distinct networks of cell-

type specific, chromatin-chromatin interactions. Since these interactions drive higher-order 

genome organization, cell-type specific configurations of chromatin domains and 

compartments emerge (Fig. 5). One prediction from genome function as a driver of genome 

organization is that the overall morphological appearance of genomes should differ between 

cell types and that genome morphologies should diverge with the increasing separation of 

lineages. In line with these predictions, embryonic stem (ES) cells, which are totipotent and 

express most parts of the genome at low levels, are characterized by mostly homogeneous 

chromatin and by the near-complete absence of repressive heterochromatin, whereas 

differentiated cells that express distinct sets of genes exhibit a wide range of genome 

morphologies depending on cell type (Schlesinger and Meshorer, 2019). Distinct local and 

global chromatin topologies have been documented based on morphological features and by 

interaction mapping in numerous differentiation and development processes, including 

hematopoiesis, cardiogenesis, ES cell differentiation, mouse development and senescence 

(Bertero et al., 2019; Bonev et al., 2017; Paulsen et al., 2019; Rajapakse et al., 2009; Sati et 

al., 2020).

Misteli Page 16

Cell. Author manuscript; available in PMC 2021 October 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Gene activity also influences local chromatin structure. The stochastic pulsatile cycles of 

activity and inactivity of a gene generates cyclical alterations in chromatin organization. 

During the transcriptionally active periods, chromatin remains open but condenses upon 

cessation of a gene’s transcription suggesting that active transcription maintains chromatin 

in an open state (van Steensel and Furlong, 2019). In support, steroid receptor target genes 

undergoing rapid condensation upon treatment with a transcriptional inhibitor (Muller et al., 

2001) and ongoing transcription is required to maintain open chromatin structure upon 

influenza A infection (Heinz et al., 2018). Furthermore, acute inhibition of transcription 

results in a genome-wide loss of local promoter-enhancer interactions without affecting 

higher-order organization at the level of domains or compartments (Heinz et al., 2018; Hsieh 

et al., 2020). Perhaps most tellingly, in Drosophila, global transcriptional status is a strong 

predictor of chromatin domains, and transcriptional inhibition results in the loss of domain 

structure (Rowley et al., 2017). Strikingly, transcription data alone is sufficient to 

computationally model genome structure in flies (Rowley et al., 2017). These results support 

the notion that rather than merely reflecting transcriptional activity, the process of 

transcription shapes chromatin structure both locally and globally (Fig. 5).

Genome structure as a modulator of genome function

Genome structure is clearly related to genome function as indicated by extensive 

correlations between chromatin condensation state and gene activity (Fig. 6A). However, it 

is equally clear that structure alone does not determine the functional status of a gene. At the 

simplest level, not all genes in condensed chromatin are repressed, and many promoter-

enhancer interactions occur dynamically without necessarily producing a gene expression 

event (Chen et al., 2018a). The question then arises: what role does structure play in genome 

function? The most likely scenario is one in which structural chromatin features act as 

modulators of genome function rather than as binary on/off switches (Fig. 6B).

The modulatory effect of chromatin structure is evident in measurements of the accessibility 

of target sequences to transcription factors in compact versus open chromatin. The 

association properties and effects of transcription factors are strongly influenced by the local 

chromatin environment, including nucleosome position, DNA supercoiling, and chromatin 

modifications. Importantly, these effects are not binary and typically show a gradual change 

rather than a complete loss or gain of function upon disruption (Donovan et al., 2019; Kim 

and Shendure, 2019). Similarly, in large-scale mapping of promoter-enhancer loops in 

Drosophila only a weak correlation was found between chromatin structure and gene activity 

and loss of chromatin interactions or domain structure only had minor effects on the activity 

of target genes, pointing to, at best, a modulatory role of these interactions (Ghavi-Helm et 

al., 2019). Along the same lines, developmentally relevant enhancer-promoter interactions 

form prior to TADs in early fly development and developmentally distinct cell types exhibit 

similar TAD structures, suggesting that the gene expression program in these cells is not 

determined by higher-order structure (Espinola et al., 2020; Ing-Simmons et al., 2020). 

Furthermore, comparative mapping in fly embryos of the Ubx and abd-A TADs, which 

contain important development genes, revealed that a moderate ~2-fold change in contact 

frequencies is accompanied by a ~7-fold change in the expression of genes in the TADs 

(Mateo et al., 2019), demonstrating non-linearity of the structure-function relationship and a 
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modulatory role of structural features and. Taken together, these observations suggest that 

structural features of chromatin modulate but do not determine function in a binary fashion 

(Fig. 6B).

The modulatory role of chromatin features, combined with the dynamic nature of the 

molecular events that act on genomes, particularly transient transcription-factor binding, 

suggests that, in line with self-organization, gene expression should be thought of as a 

probabilistic, rather than a deterministic process, in which each step occurs with a certain 

probability, but not with certainty (Fig. 6C). While the completion of each step enhances the 

probability of the subsequent step to occur, the efficiency of the overall process is 

determined by the cumulative probabilities of all steps (Fig. 6C). Other genome functions, 

such as replication and repair, are similarly based on dynamic cellular machinery and 

depend on chromatin structure, and likely also occur in a probabilistic fashion.

Creating genome plasticity and robustness

Biological systems, including genomes, are characterized by two apparently conflicting 

properties. On the one hand, they must be plastic in order to adapt to varying environments 

or respond to external cues. On the other, they must be robust to be able to maintain their 

overall state in the face of environmental fluctuations. Self-organizing systems are inherently 

robust and plastic (Camazine et al., 2003) and the self-organizing nature of genomes can 

account for the plasticity and robustness of genome function and reconciles the co-existence 

of these two disparate properties.

Plasticity refers to the ability of a cell to change its state in response to external stimuli. 

Transcriptional plasticity is critical for cells to adjust to their environment and occurs via 

rapid alteration of their transcriptional program (Symmons and Raj, 2016). The dynamic and 

probabilistic nature of protein-protein, protein-chromatin and chromatin-chromatin 

interactions in the context of self-organization contributes to creating plastic transcriptional 

networks as it enables gene expression networks to responsively adjust their activity by 

rapidly modulating key genes (Symmons and Raj, 2016).

The ultimate reflection of genome plasticity is the process of differentiation, during which 

gene expression programs are altered to generate new, stable cellular states. These 

transitions occur gradually in the population, but stochastically amongst individual cells, as 

indicated by the observation that differentiation-relevant genes are inactive in ES cells, but 

are expressed at low levels, but with high variance, in precursor cells, and are then expressed 

at high levels with low variance in differentiated cells (Wada et al., 2018). In line with 

probabilistic and combinatorial self-organization, differentiation processes in vitro are 

typically inefficient and occur asynchronously in the population with only some cells 

responding to a given differentiation signal (Symmons and Raj, 2016). The differential 

response of individual cells reflects the stochastic heterogeneity of the gene expression 

programs represented in single cells in a population; those cells that have a gene expression 

program that is prone to respond to a given stimulus will enter the differentiation pathway 

more rapidly than those that do not. A testable prediction to link genome structure to 

functional genome plasticity is that the degree of stochastic variability in gene expression 
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during differentiation should decrease and should be matched by the degree of structural 

variability observed amongst individual cells.

At the same time, as cellular systems are highly plastic, they must also be robust. Robustness 

describes the ability of a system to maintain its overall state despite external and internal 

perturbations (Felix and Barkoulas, 2015). When applied to the genome, this means that 

while the expression of individual genes occurs stochastically, the overall gene expression 

program that defines a cell type remains stable in a single cell. The presence of extensive 

feedback loops and the inherently dynamic nature of chromatin-chromatin and protein-

chromatin interactions in self-organizing systems ensures the stability and robustness of 

gene expression programs.

The degree of robustness of a gene is determined by the extent of variability of its firing rate 

(Rodriguez and Larson, 2020). Transcriptional regulatory mechanisms ensure robustness of 

gene expression at multiple levels. Many regulatory regions, particularly enhancers, often 

contain several binding sites of the same transcription factor, ensuring persistent baseline 

occupancy (Felix and Barkoulas, 2015; Macneil and Walhout, 2011; Small et al., 1992). 

Furthermore, multiple enhancers, typically located in the same chromatin domain, are often 

able to act on a target gene, and the presence of several enhancers has been demonstrated to 

increase robustness (Frankel et al., 2010; Macneil and Walhout, 2011). In addition, high 

cellular concentration of regulatory transcription factors, as is frequent for developmentally 

relevant transcription factors, increases the likelihood of firing and thus enhances the 

persistent expression of a gene (Kang et al., 2013; Papadopoulos et al., 2019). Transcription 

factors also often act as groups of paralogs with closely related functional properties, which 

generate redundancy in ensuring the occupancy of regulatory binding sites (Felix and 

Barkoulas, 2015; Macneil and Walhout, 2011). Finally, the formation of persistent chromatin 

structures, such as stable domains and loops, enhances robustness in developmental contexts 

(Paliou et al., 2019).

While some genes show limited robustness and their expression is variable, others are highly 

robust in their spatial and temporal expression amongst individual cells (Bar-Even et al., 

2006). A prominent group of genes with high robustness are developmentally regulated 

genes that require accurate expression during narrow windows of time in particular locations 

of an embryo to ensure the precise execution of a developmental program. Developmentally 

regulated genes generally exhibit lower levels of variability in their expression, are typically 

controlled by abundant transcription factors, and have relatively frequent chromatin-

chromatin interactions, as would be expected for regulatory events that need to be tightly 

controlled (Felix and Barkoulas, 2015; Nijhout, 2002). In addition, tightly regulated 

developmental genes are typically components of feedback-loops to ensure their robust 

expression (Nijhout, 2002; Symmons and Raj, 2016). The high degree of robustness of 

developmentally relevant genes makes sense in the light of evolution, which has likely tilted 

the balance between robustness and plasticity for these genes to ensure precise execution of 

a tightly controlled developmental program rather than the ability to respond to a broad 

range of environmental cues as is desirable for other cell types.
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Taken together, these observations suggest that the presence of feedback loops and the 

probabilistic nature of dynamic interactions of proteins with chromatin and of chromatin-

chromatin interactions shape genome architecture and contribute significantly to enabling 

plasticity and robustness in gene expression programs in the context of self-organization.

Concluding remarks

Decades of experimental observations have converged to generate a unifying model that 

explains the prominent architectural features of genomes and that accounts for the variability 

in genome organization observed in individual cells. The available data support the notion 

that the major features of higher-order genome architecture are emergent properties in a self-

organizing system that is driven by the functional status of the genome. Self-organization 

accounts for the formation of major hallmarks of spatial genome organization, from local 

loops and chromatin domains to the 3D location of genes and chromosomes. It also explains 

the considerable variability of architectural features of genomes at the single cell level, yet 

ensures plasticity and robustness of gene expression programs. In this view, the non-random 

architectural features of genome organization are the result of the superimposition of 

multiple driver events, particularly polymer-polymer interactions and phase separation, as 

well as of constraints, such as physical interactions with architectural elements of the 

nucleus. Importantly, the overall morphological appearance of the genome in a cell is thus 

ultimately determined by the bi-directional, dynamic interplay of the functional status of the 

genome, defined by its transcriptional program, and its architectural features (Fig. 5).

While we have gained a better understanding of the non-random features of genome 

organization, challenges remain. To start with, the molecular basis of higher-order genome 

organization remains poorly characterized. The identification of select chromatin proteins, 

such as CTCF and cohesin and of RNA, as determinants of chromatin structure is an 

important step, but additional cellular factors will need to be identified to fully delineate the 

mechanistic foundation of genome organization. Arguably, the next frontier in genome 

biology is the full elucidation of how structure relates to function. This will require the 

development of new tools to more precisely probe how structure affects function which do 

not rely on correlating structure with function, as is currently common done in mutation and 

knock-down experiments. These new approaches may include nanomanipulation tools, such 

as optogenetic methods, non-invasive nanobead-based force generators, or synthetic biology 

approaches to create and manipulate chromatin structures in living cells. Together, these 

methods will enable the targeted exploration of the functional relevance of architectural 

features while uncovering the molecular and biophysical mechanisms that drive them.

Our understanding of genome organization has come a long way. The powerful combination 

of imaging and biochemical approaches has led to the characterization of the fundamental 

features and principles of genome organization. These efforts are the foundation to now 

embark on the elucidation of how structure relates to function in the genome in health and 

disease. With the realization that genome architecture is an emergent property of a self-

organizing system, the next phase of studying the genome is now upon us.
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Figure 1. The organization of the eukaryotic genome.
Genomes are organized at multiple levels. DNA is wrapped around the nucleosome, which is 

made up of an octamer of core-histones, forming the chromatin fiber which folds into loops, 

often bringing upstream gene regulatory elements (yellow), such as enhancers, into 

proximity to genes (blue) to control their transcription (black arrow). The fiber then folds 

into chromatin domains, referred to as topologically associating domains (TADs), which 

associate with each other to create chromatin compartments. The DNA of each chromosome 

occupies a distinct volume, or chromosome territory (multiple colors), within the cell 

nucleus, generating non-random patterns of chromosome and gene locations. In the DNA-

free space, the nucleus also contains RNA and proteinaceous protein aggregates which form 

nuclear bodies (blue).
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Figure 2. Principles of genome organization.
The interplay of several fundamental principles governs genome organization. (Light blue 

sector) Polymer-polymer interactions, mediated by chromatin binding proteins (light blue, 

pink, yellow), promote the formation of chromatin loops and shape the overall conformation 

of the chromatin fiber. (Pink sector) Chromatin undergoes local motion and chromatin-

chromatin interactions are transient. Chromatin proteins (light blue, pink, yellow) undergo 

rapid cycles of association and dissociation with short residence times. (Purple sector) The 

process of phase separation involves the homotypic aggregation of proteins (arrows) and 
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contributes to the formation and stabilization of chromatin-chromatin interactions and 

domains, including eu- and heterochromatin. (Orange sector) The physical interaction of 

chromatin with stable architectural elements of the nucleus such as the nuclear envelope 

limits the degree of freedom of a genome region and contributes to its non-random 

localization. (Green sector) the behavior of individual chromatin regions and genes (red, 

blue, yellow) varies stochastically in individual cells giving rise to extensive heterogeneity in 

genome organization and function amongst single cells in a population.
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Figure 3. Drivers and constraints in genome organization.
(A) Genome organization is determined by the interplay of drivers (pink box) and 

constraints (blue box). Higher-order organization is generated by self-interaction of 

transcriptionally active (green) and inactive (red) genome regions which fold onto 

themselves to form domains. Multiple homotypic (active or inactive) domains in turn 

aggregate both within a single chromosome and between domains on distinct chromosomes 

to form compartments. Homotypic interactions amongst multiple chromosomes generate 

transcription hubs (purple) and centromere aggregates (red spheres) which contain genes and 

centromeres located on distinct chromosomes, respectively. (B) (left) Drivers of genome 

organization include polymer-polymer interactions and phase separation. Homotypic 

polymer-polymer interactions among chromatin fibers form domains that are stabilized by 

phase separation (black arrows), including segregation of eu- and heterochromatin. (right) 

Constraints of genome organization include architectural features that physically interact 

with genome regions to influence their mobility and location, such as the nuclear lamina, 

which interacts with transcriptionally inactive lamina-associated domains (LADs) (red), 

interrupted by inter-LADs (green) or nuclear bodies, such as splicing speckles (blue), which 

preferentially associate with transcriptionally active chromatin.
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Figure 4. Formation of chromatin features by self-organization.
(A) Chromatin loops, including promoter-enhancer loops form through the close physical 

proximity of genome regions. Their interactions are stabilized by the formation of phase-

separated aggregates (shaded in red) of relevant chromatin proteins and transcription factors 

(blue squares). Multiple enhancers (yellow nucleosomes) may associate with the same gene 

promoter (green nucleosomes) to activate the same gene target (green arrow) in multi-

enhancer hubs or in superenhancers. (B) TADs form via loop-extrusion generated by the 

cohesin motor (light blue). The CTCF protein (purple) defines the boundary of the domain 

(gold) by determining the location of cohesin. The internal structure of TADs is determined 

by heterogenous polymer chromatin-chromatin interactions, which are likely stabilized by 

phase separation (shaded in red). Black arrows denote the direction of movement of DNA 

through the cohesin complex. (C) (left, middle) Chromatin compartments form via the 

association of multiple homotypic domains (1-6; green and red) to ultimately form 

chromosomes. (middle, right) Multiple chromosomes associate via interactions between 

homotypic domains across the 3D structure of the nucleus to form large-scale blocks of 

heterochromatin (red) and euchromatin (green). Nuclear bodies (blue) serve as anchoring 

points. Transcription hubs (yellow) form due to the coalescence of multiple active genome 

regions located on multiple chromosomes.
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Figure 5. Genome function drives structure.
All cells of an organism contain genomes of identical sequence (left single nucleus), but 

different cell-types express distinct gene expression programs (heatmaps) and consequently 

have different genome topologies as detected by chromatin interaction maps. The cell-type 

specific homotypic chromatin-chromatin interactions drive higher-order genome 

organization and generate distinct overall genome topologies in different cell types, resulting 

in cell-type specific patterns of euchromatin (green) and heterochromatin (red). (right) 

Within a cell type, the heterogeneity of chromatin-chromatin interactions generates cell-to-

cell variability in the population.
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Figure 6. The probabilistic genome.
(A) Bi-directional interplay of chromatin structure (blue shaded area) and function (orange 

shaded area). Chromatin structure affects gene function (blue forward arrow). Chromatin 

structure reversibly oscillates between a condensed and open state, which facilitates 

association of transcription factors (blue, yellow), leading to a poised stated and upon 

association of RNA polymerase (red) enables transcription (green bent arrow). Conversely, 

transcription affects structure (red reverse arrow), by maintaining an open chromatin 

structure. (B) Chromatin structure does not act as a deterministic, binary switch, but rather 

as a probabilistic modulator of function. (green panel) In a binary switch model, the 

expression level of a given gene in individual cells is either fully on (green points) or fully 

off (red points) reflecting the open and closed configuration of the gene locus in single cells. 

(pink panel) In a modulatory model, gene expression levels are heterogeneous (red, green 

points) in individual cells reflecting the probabilistic nature of gene activity in open and 

closed chromatin. Variable expression levels are typically observed experimentally. (C) Gene 

expression is a multi-step processes and is inherently probabilistic. Each step required to 

activate a gene represents an equilibrium of a productive event towards gene activation 
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versus an unproductive event with a certain probability. Probability 1: stable association of a 

chromatin remodeling factors (blue) vs. transient interaction as they diffuse through the 

nucleus. Probability 2: maintenance of decondensed chromatin vs. reversion to condensed 

state. Probability 3: association of early transcription factors (light blue, yellow) which 

promotes the likelihood of association of additional transcription factors vs. disassociation of 

early transcription factor. Probability 4: association of RNA polymerase (red) vs. loss of 

activating transcription factors. Probability 5: transcriptional activation (bent green arrow) 

vs. unproductive dissociation of RNA polymerase. As a result of the probabilistic nature of 

each step, the activation process as a whole is relatively inefficient, thus generating the 

stochastic patterns of activation observed for most genes.
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