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Background
Information about the environment is fundamental when living organisms make deci-
sions that affect their survival and reproduction [1]. For example, microbes detect nutri-
ents and respond by adjusting their growth rate, animals detect predators and respond 
by fleeing, and plants detect herbivores and respond by synthesizing defense chemicals.

At the cellular level, signaling pathways are the main molecular mechanism by 
which organisms acquire information. They typically detect the presence of a molecu-
lar signal or cue [2] about the environment through the binding of this molecule to a 
receptor. Once the signal has been detected, a chain of intermediary events transmits 
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this information to the cell’s interior, where it ultimately regulates gene expression. 
Signaling pathways vary widely, including in their number of molecular interactions, 
signal and receptor affinities, the presence of feedback and feed-forward interactions, 
and the number of regulated genes [3, 4]. However, they all share some elementary 
processes, such as the reversible binding of molecules, which is necessary to detect a 
signal by a receptor, transmit its presence via effector molecules, for example through 
allosteric control of these molecules, and regulate gene expression through the DNA 
binding of molecules such as transcription factors and RNA polymerases.

Noise is present at all spatial and temporal scales of biological organization, from 
population dynamics to molecular interactions, including signaling pathways [5, 6]. 
Its main source is fluctuations, either in the environment or in the internal state of an 
organism or cell, including fluctuations in temperature, nutrient availability, or in the 
concentration, movement, activity, and interactions of molecules [6–12].

Noise can interfere with organisms by hampering their ability to acquire informa-
tion necessary for responding optimally to their environment. However, noise can 
also enhance the acquisition of information [13–17]. For example, it can improve the 
detection of weak signals, a phenomenon known as subthreshold stochastic reso-
nance [18, 19]. Noise can also improve the detection of strong signals (suprathreshold 
stochastic resonance) through redundant pathways for signal detection [9, 20–22]. 
Previous work has shown that non-minimal levels of noise are observed at optimal 
rates of information transmission, and that noise can increase the information capac-
ity of cells [10, 23–25]. Even in cases where noise is detrimental for the acquisition 
of information at the individual level, it can improve the detection of a signal at the 
population level [26].

These observations stand in contrast to predictions of classical information theory, 
which posit that noise degrades the capability of a communication channel to transmit 
information. For example, in simple systems such as a binary or a symmetric information 
transmission channel, the maximum capacity of the channel to transmit information can 
only be realized in the absence of noise [27]. In signaling pathways, noise transforms 
a stimulus, such as the concentration of a nutrient, into a distribution of outputs or 
responses. Any overlap between the response distributions produced by two different 
stimuli, such as two different signal concentrations, creates uncertainty about which 
stimuli produced which output [28] (Fig.  1a). Noise increases the overlap between 
response distributions, unless the response distributions can be made more distinct by 
separating their means while preserving their dispersion (e.g., their variance) [11]. This 
implies that to acquire more information, either the range of outputs produced by dif-
ferent stimuli must increase (Fig. 1b), or noise must decreases (Fig. 1c). In this scenario 
information acquisition is maximized when the output range is maximized and noise is 
minimized (Fig. 1d).

Because information acquisition is important for evolutionary adaptation [29–31], 
natural selection must have tuned the kinetic parameters of molecular interaction in 
signaling pathways to either increase the benefits of noise, or to reduce its negative 
effects. While a few studies have explored the effect of kinetic parameters on informa-
tion transmission in signaling pathways, small gene networks, and gene expression 
systems [10, 11, 24, 32], most of these studies did not explicitly model the molecular 
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interactions involved in signaling. Therefore, they provide little intuition about why 
and how the kinetic properties of molecular processes affect information acquisition.

Here we model the kinetic properties of reversible binding interactions, which are 
central for all signaling pathways, to study the relationship between noise, output 
range and information acquisition. To do this, we first study the relationship between 
these quantities in the reversible binding of two molecules that represent a signal and 
a receptor. We then analyze how information is transmitted in a chain of consecu-
tive binding interactions. Subsequently, we focus on information acquisition in gene 
regulation by the reversible binding of a transcription factor (TF) to DNA. Finally, we 
analyze the effect of extrinsic noise. Our results show that under a broad range of bio-
chemically sensible parameters and biological conditions, a noisy dynamic is essential 
to produce an output whose range depends on the intensity of different stimuli, which 
is necessary for information acquisition. Below we also refer to such an output range 
as a functional output range.

Fig. 1  Relationship of acquired information with both noise and output range. Example of two hypothetical 
stimuli that produce different but overlapping response distributions (green and blue distributions). The 
amount of information acquired at different levels of noise (y axis) and with different output ranges (x axis) is 
indicated by the color bar. The black dashed line in a is a schematic representation of noise (i.e., the standard 
deviation of the response distributions, green and blue). The square bracket above the response distributions 
in a indicates the output range (i.e., the maximal difference of the mean values of the response distributions). 
Increasing the output range b and reducing noise c decrease the overlap (uncertainty) between response 
distributions observed in a. d Acquired information is largest (maximal) when noise is minimized and the 
output range is maximized
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Results
The models

We studied multiple models that represent either different fundamental steps of a signal-
ing pathway or a complete pathway. All these models include an input or signal molecule 
S and an output O that conveys information about the signal’s value. We quantified noise 
as the average Fano factor (i.e., the variance divided by the mean) of the response dis-
tributions. We quantified the output range as the maximal difference of the means of 
the response distributions. And we quantified information as the mutual information 
between signal and output (see “Methods”). We estimated these quantities through at 
least 1000 stochastic simulations for each of n evenly distributed values of the number of 
signal molecules (NS) within the interval [NSmax/n,NSmax].

In all our models, the signal is detected by reversibly binding of a molecule to either 
a receptor R or to a DNA binding site (DNAbs). Hence, all models contain at least one 
reversible binding interaction between molecules. We describe the affinity of two revers-
ibly binding molecules with the equilibrium constant Keq(M) = kd/ka, where kd and ka 
represent the dissociation and association rate, respectively. The equilibrium constant 
represents the concentration of free signal molecules at which half of the receptors are 
bound to a signal molecule. As the equilibrium constant decreases, the concentration of 
signal molecules required to occupy 50% of the receptors decreases too. Hence, smaller 
Keq means stronger affinity.

Throughout this paper, we will refer to weak, intermediate and strong affinities in the 
following sense. Weak affinity refers to an equilibrium constant that is higher than the 
maximal concentration of the signal. Strong affinity refers to an equilibrium constant 
that is lower than the minimal concentration of the signal. Finally, an intermediate affin-
ity refers to an equilibrium constant that is between the minimal and the maximal con-
centration of the signal. In all our models we considered biologically meaningful values 
of all biochemical parameters (See “Methods” and Sup Tables 1–5).

Noise is essential to produce a functional output range for the acquisition of information 

in reversible binding interactions

We first studied the reversible binding between two types of molecules, S and R that 
form RS complexes (Fig. 2a). In this highly simplified model of an information transmis-
sion system, we considered the number of RS complexes as the output or response that 
conveys information about the presence of the signal S. Although this notation is sugges-
tive of interactions between a signal (S) and a receptor (R), our framework below applies 
to any other reversible binding of two molecules that form a complex. However, for sim-
plicity, we will refer to R molecules as receptors, and to S molecules as signal molecules.

We asked how noise, output range and information change with the affinity between 
receptor and signal molecules. For this analysis, we assumed that the concentration 
of receptors is 10−8  M and that the concentration of signal molecules lies within the 
range [10−8  M, 10−6  M]. This means that the maximal number of signal molecules is 
greater than the total number of receptors. Our simulations allow us to distinguish three 
regimes as a function of affinity. First, when affinity is weak, noise is maximal, and the 
output range is close to zero (Fig. 2b). Noise is maximal, because even though the small 



Page 5 of 21Azpeitia et al. BMC Bioinformatics          (2020) 21:462 	

Fig. 2  Noise, output range and information in the reversible binding of molecules. a Schematic 
representation of reversible binding involving a receptor and a signal as examples. ka and kd correspond 
to the association and dissociation rate, respectively. b Acquired information, output range, and noise for 
receptor-ligand binding at different affinity values (Keq). The black circle and the dotted line denote the 
affinity at which the mutual information between signal and output is maximized. Information, noise, and 
output range are normalized by their respective maximal values. Further panels show the system’s behavior 
at c, d weak affinity (Keq = 10–5), e, f strong affinity (Keq = 10–9), and g, h intermediate affinity (Keq = 10–7; g, h). 
c, e, g show the temporal dynamic of the receptor-signal complexes (NRS) at three different concentrations of 
the signal S. d, f, h show response distributions of the number of receptor-signal complexes at these signal 
concentrations (see color legend at the bottom of the figure)
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fluctuations in the number of receptor-signal molecules (Fig. 2c) cause a small variance, 
the mean number of receptor-signal complexes is also always close to zero (Additional 
file 1: Sup Fig. 1). Conversely, the output range is close to zero, because the number of 
receptor-signal complexes (NRS) is small for all values of the signal concentration (i.e., 
NRS → 0 for all NS as Keq → ∞; Fig. 2c). Due to the small output range, response distribu-
tions overlap greatly (Fig. 2d), causing information to approach zero (Fig. 2b).

Second, when affinity is strong, receptors are saturated at most or all signal concentra-
tions (Fig. 2e). Consequently, the mean number of receptor-signal complexes is maximal 
(Additional file  1: Sup Fig.  1), while their fluctuations are minimal (Fig.  2e), resulting 
in a small variance (Additional file 1: Sup Fig. 1). Thus, noise approaches zero (Fig. 2b). 
The output range also approaches zero (Fig. 2b), because the number of receptor-signal 
complexes barely fluctuates from its large value, such that the number of receptor-signal 
complexes is equal to the total number of receptors (i.e., NRS → NR for all NS as Keq → 0; 
Fig. 2e). Again, due to the small output range, the overlap between response distribu-
tions is large (Fig. 2f ), and acquired information approaches zero (Fig. 2b).

All this changes at intermediate affinities, where receptors can acquire information 
about the number of signal molecules, because receptors are no longer mainly saturated 
or unoccupied. Instead, the number of receptor-signal complexes fluctuates (Fig.  2g), 
increasing the variance (Additional file 1: Sup Fig. 1). At the same time, because recep-
tors are not saturated (Fig. 2g), the mean number of receptor-signal complexes decreases 
(Additional file 1: Sup Fig. 1). As a result, the level of noise increases (Fig. 2b), but this 
noise also permits the number of receptor-signal complexes to differ for different num-
ber of signal molecules (Fig. 2g). As a result, the output range increases (Fig. 2b), which 
decreases the overlap between output distributions (Fig.  2h), increasing the acquired 
information (Fig. 2b). These observations show that noisy signal-receptor binding can be 
beneficial when a receptor is to acquire information about a signal. In fact, the amount 
of acquired information is maximal when the level of noise is close to half of its maximal 
value (Fig. 2b). To verify that our results are not an artifact of numerical simulations, we 
also solved our model analytically, which yields the same results (Additional file 1: Sup-
plementary text 1 and Sup Fig. 2). In sum, if information is acquired through reversible 
binding interactions, binding kinetics that yield non-minimal levels of noise are neces-
sary to produce a functional output range, i.e., a response distribution that depends on 
signal intensity.

Noise is necessary for information acquisition at realistic ratios of receptor and ligand 

concentrations

Next, we asked if changes in signal and receptor concentrations could also affect infor-
mation, noise, and output range. These concentrations, together with the affinity, com-
pletely determine the system’s behavior. We varied these concentrations in two different 
ways. First, we varied the concentrations of the receptors and signal molecules by identi-
cal amounts, which keeps the ratio of receptors to signal molecules constant. Second, 
we only varied the concentration of the signal, which changes this ratio. In both cases, 
we found the same qualitative relationship between noise, output range, and informa-
tion as before, as long as the maximal number of signal molecules is in excess of the 
number of receptors. In other words, efficient information acquisition requires a high 
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output range, which is only produced when the system has a non-minimal level of noise 
(Fig. 3). Information acquisition is optimal when noise is close to half its maximal value 
(Fig. 3a–c; white diagonal lines). The higher the signal concentrations are, the weaker are 
the affinity values required for efficient information acquisition (Fig. 3d–f). The reason is 
that a receptor’s affinity to its signal needs to decrease as signal concentration increases, 
otherwise receptors become saturated and no longer detect signal changes effectively.

The only scenario where low noise allows maximal information acquisition requires 
fewer signal molecules than receptors (Fig. 3a–c, lower right corners small red rectan-
gle). As an extreme case, one can think of a system with an infinitely large number of 
receptors, a finite number of signal molecules, and extremely strong receptor-signal 
affinity. In such a system all signal molecules are bound to receptors. Because there are 
fewer signal molecules than receptors, the system effectively ‘counts’ the number of sig-
nal molecules through the number of receptor-signal complexes. Notice that experimen-
tally measured affinity values between receptors and signals, are not extremely strong. 
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Instead, they are of the same order of magnitude as signal and receptor concentrations 
[11, 33]. In our simulations, these are the affinity values where high information acqui-
sition entails non-minimal levels of noise (Fig. 3a–c big red rectangle), suggesting that 
biological systems operate in the noisy regime. In sum, under biologically feasible condi-
tions, a functional output range for information acquisition is only produced in the pres-
ence of noise.

Noise is also necessary for information acquisition in consecutive reversible binding 

interactions

In a signaling pathway, the binding of a signal to a receptor is usually the first of a chain 
of reversible events. These events include the reversible modification of one or more 
intermediary signaling molecules, and they usually terminate in the reversible binding of 
transcriptional regulators, such as a transcription factor (TF), to DNA. TF-DNA binding 
differs from other signaling binding interactions because most regulated genes exist at 
one or few copies in any one genome, and any one regulated gene harbors few—usu-
ally fewer than ten—TF-binding sites [34, 35]. In the simplest signaling pathways, signal-
bound receptors can directly regulate transcription without intervening signaling steps 
[36].

To study how TF-DNA binding might affect information acquisition in such a path-
way, we model two consecutive reversible binding interactions. They represent the for-
mation of a receptor-signal complex, and the binding of this complex to a DNA binding 
site (DNAbs). We assumed that the concentration of receptor molecules is 10−8 M, that 
the concentration of signal molecules lies in the interval [10−8 M, 10−6 M], and that a 
single DNA binding site mediates transcriptional regulation. We view the receptor-sig-
nal-DNAbs complex as the ultimate system output that harbors information about the 
signal.

We analyzed how the affinities of both the receptor to the signal (KeqR,S) and of the 
receptor-signal complex to DNA (KeqRS,D) affect the acquisition of information, output 
range and noise. As in the simpler two-molecule system, the receptor is able to detect 
different signal concentrations at intermediary receptor-signal affinity, where the larg-
est output ranges are produced with non-minimal levels of noise (Additional file 1: Sup 
Fig. 3 ).

To subsequently transmit the information acquired by the receptor-signal complex 
to the receptor-signal-DNAbs complex, DNA binding needs to be subject to the same 
kind of behavior. Noise increases at intermediary affinity values in receptor-signal-DNA 
binding (Fig. 4a), but this increase also leads to different probabilities of DNA binding 
for different concentrations of the receptor-signal complex, which increases the output 
range (Fig.  4b). As a result, the acquisition of information increases (Fig.  4c). In sum, 
information about a signal is obtained at intermediate values of both affinities (compare 
the white rectangles, indicating the region with maximal information at the receptor-
signal-DNAbs level in Fig. 4). We also note that the affinities leading to high information 
acquisition and high noise in our model are similar to experimentally measured affini-
ties between receptors and signals, as well as between transcriptional regulators to DNA 
(Fig. 4, large red rectangles). Repeating our analysis with up to ten DNA binding sites 
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leads to the same conclusion (Additional file 1: Sup Fig. 4): A noisy dynamic is essential 
to acquire information.

Gene expression regulation also requires a noisy dynamic to acquire information

At the end of signaling pathways stands the regulation of gene expression, which usually 
requires reversible binding of a transcription factor to DNA, and additionally involves 
the synthesis and degradation of mRNA and protein. To find out whether the observed 
relationship between information, output range, and noise is similar in the presence of 
such synthesis and degradation, we modeled the regulation of gene expression mediated 
by a transcription factor that reversibly binds to DNA. We assumed that a gene with 
a single DNA binding site drives transcription initiation, which occurs only when the 
binding site is bound by a transcription factor. In this case, mRNA molecules are tran-
scribed at rate k1, and proteins are translated from the mRNA molecules at a rate k2. 
Both mRNA and protein molecules become degraded at rates, d1 and d2, respectively 
(Fig. 5a). We considered the number of TF molecules as the signal, and the number of 
protein molecules NP as the output or response.

We started by analyzing how a TF’s affinity to its DNAbs affects the relationships 
between information, output range, and noise (Fig. 5b). As in receptor-signal binding, 
at the weakest affinities, the DNA binding site is almost never bound by TF molecules, 
regardless of the number of TF molecules (Additional file 1: Sup Fig. 5a). Hence, little 
mRNA and protein is produced, independently of the number of TF molecules (Fig. 5c 
and Additional file 1: Sup Fig. 5), producing little variation in the output. Nevertheless, 
noise is high because the mean number of mRNA and proteins is close to zero (Fig. 5b, 
c). Because the response distributions are similar, independently of the TF concentra-
tion, with a mean close to zero (Fig. 5b, d), the output range approaches zero as well. As 
a result, as the affinity approaches zero, so does the acquired information (Fig. 5b).
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At the strongest affinities, noise shows one noticeable difference to the reversible 
binding of molecules (Fig.  2b): it does not decrease to zero (Fig.  5b). The reason 
is that mRNA and protein production have ‘bursty’ dynamics with large excursions 
from a base line. This bursty dynamics comes from the stochastic nature of mRNA 
and protein production, which causes fluctuations in the concentration of both kinds 
of molecules [37]. For this reason, gene expression is intrinsically noisy. In particular, 
for a gene with constitutive expression, the expected number of protein molecules 
NP and its expected noise (standard deviation) are equal to E(NP) = (k1/d2)(k2/d1) 
and E(σ (NP)) =

√
(k1/d2)(k2/d1)2  , respectively [38]. At the strongest affinities, 

our system behaves like a constitutive gene, because TF molecules are almost always 
bound to the DNAbs (Additional file 1: Sup Fig. 5a), and the regulated gene is thus 
almost always transcribed. Accordingly, in our simulations, the mean number of 
expressed protein molecules and its standard deviation are close to the expected val-
ues for a constitutive gene, independently of the number of TF molecules (Fig. 5e; 
Additional file 1: Sup Fig. 5c; Sup Fig. 6). Consequently, we observe a modest (non-
zero) amount of noise (Fig.  5b). However, because the response distributions are 
similar for all number of TF molecules (Fig. 5f ), and the output range tends to zero 
(Fig. 5b), the amount of acquired information is small (Fig. 5b).

At intermediary affinities, the DNA binding site is not always bound by a TF. It 
fluctuates between a bound (active) state, when protein molecules are synthesized, 
and an unbound (inactive) state, when previously synthesized proteins are degraded 
(Fig. 5g and Additional file 1: Sup Fig. 5a). These fluctuations increase the variance 
of the response distribution, which increases noise in protein concentrations relative 
to weak and strong affinities (Fig. 5b). They also increase the output range of the sys-
tem (Fig. 5b). Most importantly, the probability that a binding site is bound by a TF 
changes with the number of TF molecules, which renders the system’s output—the 
number of synthesized proteins—sensitive to its input (Fig. 5g). Hence, the amount 
of information acquired about this input increases too (Fig. 5b). These observations 
hold independently of the synthesis and degradation rate of mRNA and protein mol-
ecules (e.g., Additional file 1: Sup Fig. 7).

Next we wondered whether the relationship between noise, output range and 
information at the gene expression level changes in a complete signaling pathway. 
To find out, we assembled all of the systems discussed above—receptor-signal, TF-
DNA, and gene regulation—into a model of a simple complete pathway (see Addi-
tional file  1: Supplementary text 2). This pathway is akin to a nuclear hormone 
receptor pathway, such as the signaling pathway of estrogen, progesterone, and vari-
ous other lipid-soluble signals [36]. In this pathway, we quantified the amount of 
information about the concentration of the input (hormone) signal that is contained 
in the number of expressed protein molecules. This analysis confirmed our previous 
results. As in the simpler systems, maximal information acquisition requires noise, 
which increases a pathway’s sensitivity to variation in the signal (Additional file  1: 
Sup Fig.  8). In other words, noise is also necessary for a functional output range 
of gene expression, and thus for information acquisition in a complete signaling 
pathway.
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A noisy dynamic is also required for information acquisition when extrinsic noise is present

Our models thus far focused on intrinsic noise, i.e., noise which affects only some mol-
ecules or genes. For example, a TF’s stochastic binding to a gene’s promoter does not 
affect all genes but only the regulated gene. However, gene expression is also affected by 
extrinsic noise, i.e., by fluctuations in global properties such as temperature or the num-
ber of RNA polymerase molecules, which affect the expression of all genes [37]. We next 
explored the effect of extrinsic noise on the relationship between the noise of the output, 
the output range, and acquired information.

To this end, we focused on our gene regulation model, in which we included a second 
reversible DNA binding interaction to simulate polymerase binding (see “Methods”). 
The binding of two types of molecules can affect the acquisition of information [39]. We 
assumed that polymerase affinity to DNA is 10–9 (M), a realistic value based on empir-
ical data [40]. To explore the effect of extrinsic noise, we selected a different number 
of polymerase molecules for each simulation. Polymerases, and housekeeping genes in 
general, are highly expressed and have low levels of noise [41]. With this observation in 
mind, we modeled extrinsic noise by randomly selecting the polymerase concentration 
for each simulation from a negative binomial distribution with a mean 10 times higher 
than the maximal number of TF molecules (Sup Table 5). We explored three different 
levels of extrinsic noise by selecting the number of polymerase molecules from a nega-
tive binomial distribution with the three different standard deviations, i.e., 0%, 10% and 
30% of the mean. Our simulations show that extrinsic noise through polymerase-DNA 
binding decreases the acquisition of information. However, the relationship between the 
noise of the output, output range and information persists (Additional file 1: Sup Fig. 9). 
In sum, our analysis shows that extrinsic noise in polymerase concentrations leaves the 
qualitative relationship between noise, output range and information unchanged (Addi-
tional file 1: Sup Fig. 9).

Discussion
A fundamental step in signaling pathways is the reversible binding of molecules, which 
is necessary for the detection of a signal by receptors and for the acquisition of infor-
mation about this signal. Previous experimental and theoretical work has demonstrated 
that biological processes, including signaling pathways and their binding interactions, 
are inherently noisy [37]. Here, we find that reversible binding in signaling pathways 
noise is indispensable to increase a pathway’s output range. Increasing the output range 
is necessary to produce different responses to different stimuli. In other words, noise is 
essential to acquire information.

While noise is necessary to acquire information, the maxima of acquired informa-
tion and noise occur at different affinity values, because they depend in different ways 
on molecular affinities. Information requires an output range that reflects different 
responses to different stimuli. This output range is produced, for example, when a recep-
tor can detect a signal, which is possible when the receptor is sensitive to changes in the 
signal, and not saturated by the signaling molecule. This happens at intermediary affini-
ties, when the signaling molecule can readily bind and unbind the receptor. Conversely, 
noise is maximal at weak affinities, because that is where binding events are rare and 
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produce low mean (receptor-ligand) concentrations. These low mean concentrations 
result in a small output range that discriminates poorly between different stimuli.

Noise can have multiple benefits for biological processes. These benefits include the 
production of phenotypic heterogeneity [42–48], the emergence of patterns in morpho-
genesis [49, 50], efficient synchronization of biological oscillations [51–55], and various 
evolutionary advantages [15, 56–60]. Moreover, noise can also benefit the acquisition of 
information. For example, in bistable systems, a weak signal might not be able to push 
the system into a different state unless it exceeds a detection threshold. In this case, 
noise can produce fluctuations that helps improve a system’s sensitivity to weak signals 
and allows it to switch to a different state, a phenomenon known as stochastic resonance 
[18–20, 22]. Our results go beyond those predicted by stochastic resonance, because our 
models are not bistable. A signal thus does not need to pass any threshold to switch sys-
tem behavior. Instead, we find that the importance of noise for signaling simply emerges 
from reversible binding interactions. In such interactions, noise is absent only when 
molecules bind each other permanently or are unable to bind, in which case their inter-
actions cannot respond to environmental changes, and can thus not transmit informa-
tion during signaling. In other words, information transmission requires noisy binding 
dynamics even in the absence of signal detection thresholds.

There is only one condition—very strong signal-receptor affinity—where noise is not 
required for information acquisition through reversible binding interactions. Under 
this condition, a noise-free ‘perfect’ detection of a signal is possible when the number 
of receptors is greater than the number of signal molecules. However, producing more 
receptors than signaling molecules would incur enormous energetic costs. Relatedly, 
transcriptional regulation generally involves fewer than ten TF binding sites per regu-
lated gene—the analog of a receptor in such a system [34, 35]—a number that is much 
smaller than the average number of transcription factors per cell, which are usually in 
the hundreds for bacteria and in the thousands for yeast and mammal cells [61, 62]. 
Hence, a perfect detection of the number of TFs or signal molecules is not biologically 
plausible.

Recent information theoretic studies of signaling pathways have found that non-min-
imal levels of noise facilitate information acquisition [11, 23, 24], but these studies were 
not ideally suited to understand the mechanisms by which noise helps increase informa-
tion acquisition. They either did not include a mechanistic description of signaling path-
ways, they did not model molecular interactions explicitly, or they assumed that noise 
comes from an external source and can be made arbitrarily small. In contrast, our mod-
els represent molecular interactions explicitly, which causes noise to emerge naturally 
from them. In doing so, they also provide a mechanistic explanation of the relationship 
between noise and information acquisition.

One limitation of our work is that it focuses on the simplest molecular interactions, 
and does not exhaust all possible interactions. These include feedback loops and feed 
forward loops, which modify both noise and information [9–11, 32, 39, 63–65]. They 
include TF dimerization, which can reduce noise [12, 66–68], and increasing the num-
ber of molecules that sense and transmit the presence of a signal, which can increase the 
output range [69, 70]. In addition, information acquired by an organism can increase 
without an upper bound when the organism uses multiple independent pathways to 
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detect a signal [9]. As a result of such work, we know that noise—and by implication also 
information acquisition—can be tuned within some limits [23, 37, 38, 69, 71, 72]. The 
analysis of such complexities, and how they affect the relationship between noise and 
information acquisition remains an important task for future work.

Noise at the molecular level can be subdivided into extrinsic and intrinsic noise. 
Extrinsic noise refers to fluctuations that affect many processes simultaneously. They 
include fluctuations in temperature, ribosome numbers, and numbers of RNA poly-
merase molecules. Intrinsic noise refers to fluctuations that affect particular biochemi-
cal reactions or the expression of particular genes. One example is variation in the copy 
number of specific transcription factors [6, 37]. Our results suggest that non-minimal 
levels of noise are necessary even when both types of noise are considered. However, 
TF-polymerase-DNA interactions affect noise-related properties that we did not study 
explicitly, such as the frequency and amplitude of transcription bursts [73, 74]. Extrin-
sic noise also decreases the acquisition of information. More comprehensive work will 
be needed to understand how intrinsic and extrinsic noise together affect information 
acquisition.

Our models include multiple simplifying assumptions. For example, we assumed that 
the numbers of signaling molecules, receptors, and transcriptional regulators are con-
stant, whereas they may change dynamically in cells. We considered that a signal has 
a uniform distribution within a given concentration interval, whereas environmental 
signals may have different (usually unknown) distributions [28]. Signal distribution is 
important because it defines information theoretic properties such as channel capac-
ity [27]. In addition, we did not consider molecular interactions such as dimerization 
[66, 67]. Similarly, we did not consider the costs of expressing an information processing 
machinery [69]. Because these factors do not affect the nature of reversible binding, we 
suspect that they might also not reduce the positive role of noisy binding dynamics for 
information acquisition. However, it remains to be seen if such different mechanisms 
interact and affect our observations.

Conclusions
Our work shows that the kinetic parameters of signaling pathways must produce noisy 
binding dynamics or a signaling pathway will acquire little or no information. This is 
due to the nature of reversible binding interactions. Under biologically sensible param-
eter values and realistic concentrations of ligands and receptors, binding of molecules 
is noise-free only when a receptor is completely saturated or permanently bound by 
its ligand, or if it is unable to bind the ligand. In either case, information acquisition is 
impossible without a noisy dynamic. Because reversible binding interactions are used by 
all signaling pathways, noise is not just unavoidable but a necessary condition for infor-
mation acquisition in signaling pathways.

Methods
Reversible and consecutive molecular binding models

We consider two kinds of molecules, S (signal) and R (receptor), which can associate 
reversibly into receptor-signal complexes at an association rate ka (M−1 s−1), and a dis-
sociation rate kd (s−1).
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To model consecutive reversible binding steps, we assume that, first, a signal (S) and a 
receptor (R) reversibly associate into a receptor-signal (RS) complex. Second, this com-
plex binds reversibly to a downstream molecule (D), such as DNA. We denote the rate of 
association between the signal and the receptor by kaR,S (M−1 s−1), and that of dissocia-
tion by kdRS (s−1). Similarly, we denote the rate of association between the receptor-sig-
nal complex and the downstream molecule by kaRS,D (M−1 s−1), and that of dissociation 
by kdRSD (s−1).

Gene expression system

We model a gene expression system where one chemical species, denoted as TF (tran-
scription factor), binds to a DNA binding site (DNAbs) to regulate the expression of a 
nearby gene. TF molecules associate with the DNAbs at a rate ka (M−1 s−1). The disso-
ciation of TF-DNAbs complexes happens at a rate kd (s−1). In the disassociated state, no 
transcription occurs, and in the associated state transcription occurs at a rate k1 (s−1). 
Transcribed mRNA molecules are degraded at a rate d1 (s−1). Finally, proteins are trans-
lated from mRNA molecules at a rate k2 (s−1), and degraded at a rate d2 (s−1).

Gene expression system with extrinsic noise

We model an extended version of the gene expression system with a polymerase. In this 
model, the polymerase is only able to bind DNA that is already bound by a TF molecule. 
This avoids leaky gene expression and simplifies the model. We assume that polymerase 
molecules (P) bind to TF-DNAbs complexes at a rate kaTF-DNA,P (M−1 s−1). TF-P-DNAbs 
complexes dissociate into TF-DNAbs + P at rate kdTF-P-DNA (s−1), and they dissociate into 
TF + DNAbs + P at rate kd (s−1). The latter rate is also the dissociation rate of TF-DNAbs 
complexes, because it represents the unbinding of P molecules from DNA caused by the 
unbinding of the TF to DNA. To model extrinsic noise, we selected for every simulation 
a different number of polymerase molecules from a negative binomial distribution with 
a mean value 10 times of the maximal number of TF molecules, and a standard deviation 
of 0% (no extrinsic noise), 10% or 30%, to explore different levels of extrinsic noise.

Complete linear signaling pathway

Our model considers the reversible receptor-ligand complex formation and gene expres-
sion activation, which is mediated by the receptor-signal complex. Consequently, the 
parameters that govern the behavior of such a pathway are similar to those described so 
far, namely: (1) an association rate (kaR,S) between the signal and receptor (R) and a dis-
sociation rate(kdRS) of the receptor-signal complexes (RS), (2) an association (kaRS,D) and 
a dissociation (kdRSD) rate between RS and a DNA binding site (DNAbs), and (3) a rate of 
gene transcription (mRNA synthesis, k1), mRNA degradation (d1), protein synthesis (k2), 
and protein degradation (d2).

Stochastic simulations

We simulated the behavior of the models described above using Gillespie’s discrete sto-
chastic simulation algorithm [75], using the numpy python package for scientific com-
puting (https​://www.numpy​.org/). Gillespie’s algorithm captures the stochastic nature 
of chemical systems. It assumes a well-stirred and thermally equilibrated system with 

https://www.numpy.org/
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constant volume and temperature. The algorithm requires the propensity pj that a chem-
ical reaction Rj occurs in a given time interval [t,t + τ). Any such propensity pj is propor-
tional to both the reaction rate and the number of reacting molecules. Notice that for 
first-order reactions, such as the dissociation of a molecular complex into its constituent 
molecules, pj is independent of the volume in which the reaction takes place. In contrast, 
pj is inversely proportional to the volume in second-order reactions, such as the associa-
tion of two molecules. For the reversible molecular binding modeled here, the propensi-
ties pa and pd that two molecules associate and dissociate, respectively, are proportional 
to

where V is the reaction volume, NA is Avogadro’s number, and Na, Nb, and Nc are the 
numbers of molecules of the two chemical species a and b and of the complex c.

The propensities pmRs, pmRd, pPs and pPd of a mRNA transcription, mRNA degradation, 
protein synthesis, and protein degradation event are given by

respectively. In these expressions, the quantities NmR and NP are the numbers of 
mRNA molecules and of protein molecules, respectively. We model a haploid organism 
with only a single DNA binding site, corresponding to a single regulated gene. In this 
case, the propensity of mRNA synthesis can be reduced to

when the binding site is bound by transcription factor (Nc = 1) and to

when the binding site is unbound (Nc = 0).

Initial conditions for simulations

To determine the initial conditions of the system, we first calculated the expected num-
ber of complexes formed as

The quantity NA is the number of signal or TF molecules and NBT is the total number 
of receptor molecules or DNA binding sites. Notice that N̂C is a real number, and for the 
specific case of the TF-DNAbs interaction it can only take a value between 0 and 1. Thus, 
N̂C equals to the probability that the DNA binding site is bound by a transcription fac-
tor. However, for the receptor signal complexes, it represents the number of complexes 

pa =
ka

VNA
NaNb

pd = kdNc

pmRs = k1Nc

pmRd = d1NmR

pPs = k2NmR

pPd = d2NP ,

pmRs = k1

pmRs = 0

N̂C = NBT

NA

Keq + NA
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formed. We selected the initial state of the number of complexes ( NCi ) at random with 
binomial probability for the binding site. However, we selected the closest integer to N̂C 
for the receptor signal case. Then we defined

as the initial state of the number of free signal or TF molecules ( NAi ) and of the recep-
tors or binding sites ( NBi ). Finally, as the initial state of the number of mRNA and pro-
tein molecules we used

which is the expected average number of mRNA and protein molecules for a consti-
tutively expressed gene [37], multiplied by the probability that the DNA binding site is 
bound by a TF molecule.

Information quantification

The number of molecules of any chemical species in a cell or in a unit volume fluctuates, 
because molecules are produced and decay stochastically, and because they undergo 
random Brownian motion caused by thermal vibrations. We use Shannon’s entropy to 
quantify the unpredictability caused by such stochastic fluctuations in a signal as

where Pr(S) is the probability distribution of the signal, and p(NS) is the probability that 
the system contains N molecules of the signal. In our models the signal represents either 
a molecular signal or cue [2].

For all our analyses, we performed at least 1000 simulations for each of n differ-
ent numbers of signal molecules that were evenly distributed within the interval 
[NSmax/n,NSmax] (n ≤ NSmax). For this reason

Signals trigger changes in a cell’s state that produce a response or output (O) of the 
system, such as the production of molecules. A cell acquires information when the out-
put O reflects (fully or partially) the value of S. This information can be quantified via the 
mutual information:

which is equal to the entropy H(Pr(S)) minus the conditional entropy H(Pr(S|O)), which 
represents the entropy of S given that O is known [27]. In other words, the mutual infor-
mation I quantifies the acquired information as the amount of information that an out-
put chemical species O harbors about a signal S.

NAi = NA − NCi

NBi = NBT − NCi

NmRi = N̂C
k1

d1

NPi = N̂C
k1

d1

k2

d2

H(Pr(S)) = −

NSmax∑

NS=
NSmax

n

p(NS)log2p(NS),

H(Pr(S)) = log2n

I(S;O) = H(Pr(S))−H(Pr(SO)),
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Noise quantification and output range

The systems we model produce a probabilistic response for any given quantity NS of the 
signal. This response can thus be represented as a conditional probability distribution:

where NO and NOmax are the number and maximal number of output molecules, respec-
tively. We estimated this response distribution through at least 1000 replicate simula-
tions of the system for each value of NS. We then quantified noise as the Fano factor, 
which is the variance divided by the mean of the response distributions, averaged over 
all n possible values of NS:

We define the output range as the difference between the maximal and minimal mean 
value of all response distributions.

Parameter values

Our simulations considered the following biologically sensible parameter ranges. The 
association and dissociation constants ka and kd of reversible complex formation define 
the equilibrium constant Keq = kd/ka (M), which we used in our simulations. The smaller 
Keq becomes, the more association becomes favored over dissociation [33]. In particular, 
for the binding between ligands and (nuclear) receptors, we used values of Keq within the 
interval [10−6 M, 10−9 M], because the micromolar to nanomolar range is common for 
such complexes [33, 61, 77–79]. For TF-DNA binding, empirical data suggests that usu-
ally Keq < 10–8 and can reach picomolar (10−12 M) or even smaller values [33, 61, 76–78]. 
Thus, we used values in the interval [10−8 M, 10−12 M].

For mRNA, experimentally measured half-lives usually lie in the range of seconds to 
hours [79–82]. Protein half-lives typically lie between hours and days [81, 83]. Taking 
all this information into consideration, we chose mRNA half-lives within the interval 
[1 min, 30 min], and protein half-lives where within [15 min, 3 h]. We assume that the 
ratio k2/k1, which describes the speed of the protein synthesis rate relative to the mRNA 
synthesis rate, exceeds 1.0 [84]. Because the residence time of transcription factors on 
DNA lies within seconds to hours [85, 86], we assumed a residence time within this 
interval [10 s, 2 h].

Finally, we always considered concentrations of molecules to lie within the interval 
[10−9 M, 10−6 M], because these are typical concentration of most molecules within a 
cell or a nucleus [87]. Notice that for some of our simulation we also needed to explore 
values outside these ranges. Specific parameter values used for each simulation are listed 
in Sup Tables 1–5.

Supplementary information
Supplementary information accompanies this paper at https​://doi.org/10.1186/s1285​9-020-03778​-x.

Additional file 1.  Supplementary figures 1 to 9, supplementary tables 1 to 5, and supplementary texts 1 and 2.

Pr(0 < NO < NOmax |S = NS)

σ =
1

n

NSmax∑

NS=NSmin

σ
2(Pr(O|S = Ns))

µ(Pr(O|S = Ns))
,
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