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Abstract

FLASH radiotherapy delivers a high dose (≥10 Gy) at a high rate (≥40 Gy/s). In this way, particles 

are delivered in pulses as short as a few nanoseconds. At that rate, intertrack reactions between 

chemical species produced within the same pulse may affect the heterogeneous chemistry stage of 

water radiolysis. This stochastic process suits the capabilities of the Monte Carlo method, which 

can model intertrack effects to aid in radiobiology research, including the design and interpretation 

of experiments. In this work, the TOPAS-nBio Monte Carlo track-structure code was expanded to 

allow simulations of intertrack effects in the chemical stage of water radiolysis. Simulation of the 

behavior of radiolytic yields over a long period of time (up to 50 s) was verified by simulating 

radiolysis in a Fricke dosimeter irradiated by 60Co γ rays. In addition, LET-dependent G values of 

protons delivered in single squared pulses of widths, 1 ns, 1 μs and 10 μs, were obtained and 

compared to simulations using no intertrack considerations. The Fricke simulation for the 

calculated G value of Fe3+ ion at 50 s was within 0.4% of the accepted value from ICRU Report 

34. For LET-dependent G values at the end of the chemical stage, intertrack effects were 

significant at LET values below 2 keV/μm. Above 2 keV/μm the reaction kinetics remained 

limited locally within each track and thus, effects of intertrack reactions remained low. Therefore, 

when track structure simulations are used to investigate the biological damage of FLASH 

irradiation, these intertrack reactions should be considered. The TOPAS-nBio framework with the 

expansion to intertrack chemistry simulation provides a useful tool to assist in this task.

INTRODUCTION

Monte Carlo simulations for particle transport typically follow one particle at a time as it 

traverses the material along its trajectory. The shower induced by each initial particle is a 

computationally independent event or history. This approach is reasonable when the physical 
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interactions of one history do not impact another. In conventional radiotherapy this 

assumption even holds for individual particles belonging to the same history, studied with 

biophysical simulations on a step-by-step basis (following all ionizations) at the nanometer 

scale. In this scenario, for typical clinical dose rates, several particles may interact in close 

spatial proximity within a single cell nucleus without impacting each other, in part due to the 

separation of particles in time. Radiation treatments are spread out over minutes, while 

physics events occur within femtoseconds, preserving the independence of each simulated 

particle track. When chemical reactions of reactive oxygen species (ROS) induced by 

radiolysis are considered, the assumption of independence still applies because the time 

lapse of the non-homogeneous chemical stage of each history (10−7–10−6 s) (1) is much 

shorter than the time delay between subsequent histories (conventional dose rates are ≤0.03 

Gy/s). The likelihood of the ROS created by one history reacting with the ROS created by 

another is negligible in clinical or environmental exposures. ROS are scavenged within 

nanosecond (ns) in cells (2), and the heterogeneous chemistry of radiolysis ends within the 

first microsecond after the initiating radiation interaction.

This all changes with FLASH radiotherapy (FLASH-RT). This technique delivers a 

relatively high dose (10 Gy or more) at a very high dose rate (> 40 Gy/s) (3, 4). FLASH-RT, 

in some cases, has shown greatly reduced normal tissue toxicities without affecting tumor 

control in animal systems (3, 5–7). However, comparison between tumor control probability 

for FLASH and conventional radiotherapy has not been published, since assays in animal 

systems are typically terminated within days whereas at least one year of follow-up is 

recommended (7). Studies initially done decades ago suggest that the tissue-sparing effect is 

caused by radiochemical depletion of oxygen (8–10). A key contender to explain this effect 

is that at FLASH dose rates the available oxygen is depleted as considerably more electrons 

are liberated per unit time, resulting in substantially more ionization than that produced at 

conventional dose rates (4). The potential to increase the therapeutic ratio with FLASH has 

led to significant interest, yet many questions remain. For example, more work is needed to 

determine exactly what dose, linear energy transfer (LET) and dose rate are required to 

achieve the FLASH effect, how the FLASH effect is influenced by fractionation, and what 

mechanisms are responsible for the FLASH effect.

Analytical and phenomenological models have been developed to investigate the physical 

parameters involved in the beam delivery, depletion and repletion of oxygen in tissue and the 

effects of dose and dose rate in the oxygen enhancement ratio, and to predict survival 

fractions of cells irradiated at ultra-high dose rates (11–13). Nevertheless, the effects of 

radiolysis, including potential oxygen depletion, can be modeled using the Monte Carlo 

method. In particular, Monte Carlo track structure has been used in the past in studies on the 

effect of oxygenation on the chemical yields (12, 13), and for the quantification of oxygen 

enhancement ratio for different radiation qualities and oxygen concentrations (14, 15). 

FLASH dose rates are typically delivered in short pulses of radiation, with pulses spread 

over a short time (a few ms between pulses) or even delivered in a single pulse (5). At such 

high dose rates, the assumption of independent histories can be maintained for physics 

interactions. For the chemical stage, where ROS can migrate distances comparable to the 

spatial separation between histories (several hundred nm) in the time taken to deliver a 

FLASH dose, which may be comparable to the chemical stage duration, the intertrack 
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interactions have to be considered. The effect on chemical yields from the physical aspects 

of the time pulse, e.g., width, shape and radiation quality, can be studied using Monte Carlo 

track-structure simulations. In (16), the biophysical Monte Carlo code PARTRAC (17) was 

used to study the intertrack effect at the chemical stage between ion histories close in space 

and time, and its effect in DNA strand-break induction. The authors reported that the yield of 

chemical species (produced by protons of 20 MeV, alpha particles of 1 MeV and 20 MeV, 

and carbon ions of 60 MeV) can be affected when sufficient particle histories overlap 

(intertrack effect) and depends on both the spatial and time separation between histories; i.e., 

dose and dose rate. The intertrack effect in DNA damage is expected after several tens of 

Gray dose; according to Kreipl et al. (16), 50 Gy of deposited dose delivered simultaneously 

led to a reduction of approximately 8% in DNA clustered lesions with respect to no-

intertrack for 20 MeV protons. However, in Kreipl et al. (16), the motivation for a 

comprehensive study for further radiation qualities appeared to be curtailed by the lack of 

the availability of clinical accelerators capable of delivering doses and dose rates higher than 

the typically used 2–5 Gy per fraction at ≤0.03 Gy/s. The current high interest in FLASH 

therapy, coupled with the ongoing development of treatment machines to reach FLASH dose 

rates covering a range of radiation qualities (18), clinical studies using microsecond (ms) 

pulses (19) and preclinical studies of treatment with ns and ms width pulses (5, 19, 20), 

further motivate the study of intertrack effects with particle pulses below ms width and for a 

wide variety of radiation qualities.

In this work, we present the method implemented for Monte Carlo track-structure 

simulations to include intertrack chemical reactions after radiolysis at pulsed, high dose 

rates. The calculation engine for the heterogeneous chemistry relies on the independent 

reaction time (IRT) method that was implemented in the TOPAS-nBio framework (21). The 

IRT implementation in TOPAS-nBio provides a computationally more efficient algorithm 

(by two orders of magnitude) than the step-by-step approach implemented in Geant4-DNA 

(22), which is similar to the method used by Kreipl et al. (16). The TOPAS-nBio IRT 

method was extended to allow the simulation of radiation pulses within the sub-millisecond 

(sub-ms) range. Squared pulses of several widths were simulated: 1 ns, 1 μs and 10 μs. The 

implementation was tested through verification of the behavior of radiolytic yields over a 

long time period (50 s), through the simulation of radiolysis in a Fricke dosimeter with 

comparison to published measured data. Finally, time-dependent and LET-dependent yields 

of •OH radicals and e−
aq from protons delivered in time pulses of different sub-ms widths 

were calculated using IRT. The selection of these chemical species of high interest is 

justified since it has been shown that the •OH radical is responsible for the indirect damage 

to the DNA (2). On the other hand, e−
aq is a highly reactive species with dissolved oxygen 

and is expected to contribute significantly to its depletion at early stages after the ionizing 

radiation interaction (8, 15).

MATERIALS AND METHODS

TOPAS-nBio Monte Carlo Tool

The TOPAS Monte Carlo tool (23) was specifically designed to provide a means for the 

medical physics community to harness the power of the general-purpose Monte Carlo toolkit 
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Geant4 (24). The tool facilitates the use of Monte Carlo simulations of radiotherapy 

employing a text-based parameter control system, removing the barrier of requiring 

programming expertise. TOPAS-nBio (21) extends TOPAS to the nanometer scale, 

providing the same user-friendly parameter control system. Physics processes down to 

vibrational energies are provided via the Geant4-DNA Monte Carlo track-structure code 

(25–27). Variance reduction techniques are provided specifically for nanodosimetric 

applications (28). Multiple cells and sub-cellular geometries (29) can be combined to obtain 

DNA damage patterns that can be propagated using repair kinetic models to simulate the 

expected biological outcome (30, 31). TOPAS-nBio can be used with and without tracking 

of chemical species (32). Recently, the ability to follow chemical species using the IRT 

method was added, as described below.

In the study presented here, we used TOPAS-nBio version 1.0, with TOPAS version 3.2.p02, 

which is based on Geant4/Geant4-DNA version 10.5.p01. Unless otherwise indicated, the 

default TsEmDNAPhysics list was used for electron interactions. This physics module 

combines the following interaction models described in Incerti et al. (26) that have provided 

the more accurate comparison with experimental radiolytic yields among the provided 

Geant4-DNA models (21, 32, 33). For electrons, inelastic interactions are handled via the 

Born models (G4DNABornExcitationModel and G4DNABornIonisationModel), attachment 

and vibrational excitations are handled by Melton (G4DNAMeltonAttachmentModel) and 

Sanche (G4DNASancheExcitationModel), respectively; for elastic scattering the CPA100 

approach is used (G4DNACPA100ElasticModel). Electrons are followed down to 11 eV 

where a one-step thermalization model using the Ritchie model is applied. The ionization 

process for protons is modeled using the Rudd method (G4DNARuddIonisationModel) up to 

1 MeV and then the Born approximation (G4DNABornIonisationModel). For excitation 

events of protons, the Miller-Green formulation (G4DNAMillerGreenExcitationModel) is 

used up to 500 keV, followed by Born excitations above this value 

(G4DNABornExcitationModel). After the physical stage (occurring within the first 10−15 s 

after irradiation), the pre-chemical stage (occurring at 10−15–10−12 s after irradiation) is 

simulated using the same water dissociation channels and probabilities used by Geant4-DNA 

and reported elsewhere (22, 27, 33).

For simulations where the condensed history approach was employed, we used the 

Livermore physics list constructor (G4EmLivermorePhysics), which provides 

electromagnetic physics interactions in the range of 100 eV to 100 GeV for electrons.

IRT for Radiolysis Simulations

The IRT method (34–38) is an elegant Monte Carlo technique that allows the calculation of 

time-dependent radiolytic yields while avoiding the burden of following the step-by-step 

trajectory of the diffusive chemical species. Thus, this technique provides a much more 

efficient simulation compared to the step-by-step method. The IRT method relies on the 

independent pair approximation to perform the simulation of the reaction times between the 

chemical species created at the end of the pre-chemical stage. The reaction times are 

sampled from probability distribution functions that represent the solution to the interparticle 

diffusion equation (35, 37, 38). The sampled reaction times, between all possible pairs of 
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reactive diffusive species, are assembled along with the pairs in an array following a 

combinatorial process. Subsequently, the array is sorted in ascending order, and the 

realization of reactions is sequentially performed by removing pairs with the shortest 

reaction times from the array. Any other remaining pairs in the array involving species 

belonging to an already removed pair is discarded. If reactive species are produced in a 

reaction, then, for each product, reaction times with the remaining unreacted species are 

sampled and merged into the array; after this process, the array is again sorted in ascending 

order (34). The IRT method is finished after all possible reactions are exhausted or when 

reaching a defined upper time cut, typically 1 μs, the end of the heterogeneous chemical 

stage. The accuracy of this technique to reproduce experimental radiolysis yields of 

radiation tracks interacting in liquid water has been studied extensively (39–46).

The IRT method was implemented in TOPAS-nBio using the molecules, reactions, reaction 

rate coefficients, and diffusion coefficients used by the RITRACKS software. These values 

are shown in Tables 1 to 6 described by Plante and Devroye (38).

Verification of Long Time-Scale Calculations: Electron Radiolysis of the Fricke Dosimeter

Given the width of the time pulses used in this work (discussed below in the section, 

Intertrack Considerations for the IRT Method to Simulate G Values from Particles Delivered 

in Sub-ms Time Pulses), the chemical stage needed to be simulated for long times, up to 1 

ms. Beyond the end of the spur expansion at 0.1–1 μs (47), reactions between diffusive 

species and the background take over the primary role. To simulate reactions with the 

background, the continuum approach using time-independent rate coefficients (37) and the 

set of reactions from Table 6 in Plante and Devroye (38) were implemented. In this 

approach, species that comprise the background are assumed to be distributed uniformly 

with a given concentration. Then, diffusive species are assumed to react with the background 

species at time t with a probability of 1 – exp(–k[B] t), where k is the reaction rate 

coefficient and [B] is the concentration. The product k[B] is the scavenging capacity of the 

solution.

Validation of the TOPAS-nBio IRT implementation to perform long time-scale scenarios 

was performed by simulating the radiolysis occurring in the Fricke dosimeter (48). This 

dosimeter consists of an aerated solution of ferrous sulfate (FeSO4), and sulfuric acid 

(H2SO4) diluted in water. In the Fricke dosimeter, the rate of oxidation of ferrous ions (Fe2+) 

is proportional to the absorbed energy, fluence and radiation quality (49). It has been shown 

that sub-percentage dosimetric accuracy can be achieved under low-LET irradiation (50–52), 

making the Fricke dosimeter a suitable application to validate a Monte Carlo tool. When 

simulating this type of dosimeter, the effect of acidity introduced by H2SO4, which affects 

the ionic strength in all the reactions between ions, must be considered, especially at high 

concentrations of H3O+. These considerations were implemented in TOPAS-nBio following 

the detailed procedure reported elsewhere (45, 46, 53). The reactions and reaction rate 

coefficients, original and corrected values, added to TOPAS-nBio are shown in Appendix 

Tables A1, A2 and A3. The concentrations of the added compounds were 0.4 M of H2SO4 

(pH 0.46), 5 mM of FeSO4, and 0.25 mM of O2. The standard Fricke dosimeter consists of 1 

mM instead of 5 mM of FeSO4; however, to compare the time evolution of G(Fe3+) with 
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data from Plante (46), 5 mM was selected. The Fenton-type reaction that was also included 

(last row in Appendix Table A1) required the simulation of the chemical stage up to 50 s 

(45, 46).

The simulation setup consisted of a homogenous cubic water phantom containing the Fricke 

solution with 100-μm sides irradiated with electrons. The source was an isotropic point 

source of electrons positioned at the center of the water phantom. In total, 5,000 histories 

were simulated, delivered at time zero but independent of each other. The energy spectrum 

of the source was obtained in a separate simulation with TOPAS using the condensed history 

Monte Carlo method. For that purpose, an isotropic 60Co point source, consisting of equal 

numbers of 1.17 and 1.33 MeV γ rays, was placed at the center of a water cube of 20-cm 

side. In total, 108 histories were simulated. The energy spectrum of secondary electrons set 

in motion by the gamma rays was obtained from a phase space file scored on a 5-cm radius 

sphere centered on the source. The sampled spectrum included a low proportion (<1 %) of 

energy values above 1 MeV, which is the upper limit of the Geant4-DNA models. If an 

electron with a primary energy higher than 1 MeV was sampled, the energy was set to 1 

MeV. It has been previously shown that for electrons with initial energies above 100 keV, the 

change in radiation chemistry yields as a function of the energy is negligible (54).

In the Fricke dosimeter setup, given the range of primary electron energies and phantom 

dimensions, short-track segments are produced. Previously published studies have shown 

that the approach of using track-segments of monoenergetic electrons or protons, instead of 
60Co γ rays, produced very good agreement with measured G values (32, 33, 39, 45, 46, 55).

Intertrack Considerations for the IRT Method to Simulate G Values from Particles Delivered 
in Sub-ms Time Pulses

In this work, the TOPAS-nBio IRT implementation was enhanced to allow the realization of 

reactions between chemical species initially created in different histories at different times. 

A history was defined as all the chemical species created at the end of the pre-chemical 

stage, triggered by the interaction of a primary charged particle and all its descendants with 

the media. Thus, an initial time tH was assigned to each new history. The time tH could be 

obtained in a random or deterministic fashion. If random, tH values were sampled from a 

uniform distribution function of a given width W, with values sampled within the range [1 

ps, W + 1 ps). If deterministic, user-defined tH values were assigned to each history. The IRT 

method was then run after a specific number of histories was simulated, or after a prescribed 

dose was accumulated in a sensitive region from multiple histories. Subsequently, the G 

value (number of chemical species produced or lost per 100 eV of deposited energy) was 

obtained as a function of the time. For that, the number of all chemical species was 

normalized by the accumulated energy deposited from multiple histories at the 

corresponding sample time tH.

Intertrack interactions from different particle histories at the physical stage can be neglected 

because the subsequent histories were delayed by time lapses much larger than the duration 

of the physical stage (10−15 s), which was also pointed out by Kreipl et al. (16). On the other 

hand, multiple ionizations of the same water molecule (44) were not simulated because the 

cross section for that process was not available in Geant4-DNA. We previously showed that 
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this affects the accuracy of H2O2 yields by 20–40% at LET values above 10 keV/μm for 

simulations based on Geant4-DNA, but does not significantly affect the accuracy for other 

chemical species (32).

The simulation setup consisted of two concentric cubic water phantoms of 20-μm and 5-μm 

sides, respectively, uniformly irradiated by protons. The smaller cube was the scoring region, 

and the larger cube ensured a contribution of backscattered electrons near the boundaries of 

the smaller cube. A monoenergetic proton source was uniformly distributed on the surface of 

the smaller cube. The initial energies ranged from 1–100 MeV, and the initial directions 

were randomly directed to the inner region of the smaller cube. This irradiation setting 

resembles the random directions of incidence on a cell nucleus (56). The chemical species 

created at the end of the pre-chemical stage within the scoring region were used as input of 

the IRT method, with the initial time of each history randomly sampled from a uniform 

distribution and assigned, as described above. The widths, W, of the time distributions were: 

1 ns, 1 μs and 10 μs. The IRT method was initiated after a prescribed dose of 50 cGy was 

accumulated from multiple histories in the sensitive region. Finally, G values were obtained 

by averaging the results from 130 batches, the number of available CPUs, with independent 

random seeds. Point-to-point ratios with respect to reference simulations, i.e., simulations 

performed with independent histories, were obtained at times t1 = 1 μs and t2 =W + 10 μs. 

At the time t1, the end of the chemical stage for reference simulations was achieved. At the 

time t2, the end of the chemical stage for simulations using multiple histories was already 

ended.

RESULTS

Verification of Long-Time-Scale Simulations through the Fricke Dosimeter

The time evolution of the G value of Fe3+ is shown in Fig. 1. The time evolution of the G 

value calculated with TOPAS-nBio is in reasonable agreement with published data (46), 

with a maximum difference of 0.2 molecules/100 eV at 50 s. At 50 s, the G value calculated 

with TOPAS-nBio was 15.5 ± 0.1 molecules/100 eV, which agrees with the accepted value 

for 60Co from ICRU Report 34 of 15.5 ± 0.2 molecules/100 eV (57).

Time-Dependent G Values from Particles Delivered in Time Pulses of Sub-ms Width

For the behavior of time-dependent yields, i.e., the number of chemical species existing at 

time t, results for the •OH radical from the highest-LET proton (1 MeV) and lowest-LET 

proton (100 MeV) are shown in Fig. 2. The behavior is similar for e−
aq. Figure 2 shows the 

time evolution of the mean number of •OH radicals produced by a dose of 50 cGy. Results 

are shown for histories delivered randomly spaced in time, in pulses of different widths. 

Reference results from simulations using independent histories (with no intertrack 

chemistry) are also shown. The IRT simulations start at the beginning of the chemical stage 

of the first history at 1 ps. The distributions present the time evolution of the •OH radical 

yields after 1 ps. As shown, the time evolution of the number of existing •OH radicals 

increases over time from the initial reference value until coinciding with the number of •OH 

radicals produced with protons delivered in a zero-width pulse, due to the interaction of 

reactive molecules formed from subsequent histories delayed in time. The time each history 
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is initiated is shown in the figure with vertical impulse lines. For intermediate LET values, 

the difference between reference simulations and zero-width pulse simulations varies in 

increasing order, increasing with the proton energy.

The time-dependent G values for •OH and e−
aq produced by 1 MeV and 100 MeV protons 

are shown in Figs. 3 and 4, respectively, illustrating the effect on the G values at the ms scale 

for type VI reactions, as classified in (36): e−
aq + H3O+ → H• and •OH + •OH− → O• − + 

H2O. For both figures, differences caused by the intertrack reactions are notable. The lower 

section of each figure panel shows the ratio with respect to the reference simulations (no 

intertrack reactions considered). For 1 MeV, the G values from zero-width pulse simulations 

were lower than the reference simulations by 1% in the entire time range. For pulses of non-

zero width, the G values are increased by the contribution of delayed proton tracks until they 

reach a maximum at t = W, and eventually converge to the zero-width pulse results. At t = 

W, differences were significant, as shown in Table 1. For 100 MeV, there was an increasing 

difference between results from the zero-width pulse and the reference simulation. This 

difference reached −11.1% ± 0.4 % at 1 μs. For pulses with non-zero width, differences were 

significant but lower than for the zero-width pulse result; these are shown in Table 1.

LET-Dependent G Values from Particles Delivered in Time Pulses of Sub-ms Width

The LET-dependent G values obtained at t1 = 1 μs and at t2 = W + 10 μs are shown in Figs. 5 

and 6, respectively. Statistical uncertainties were less than 1.2%, 1 standard deviation. The G 

values reproduce the expected behavior with increasing LET (32, 36, 46, 58). In the lower 

section of each panel, the ratios with respect to reference simulations are shown, with error 

bars representing the combined statistical uncertainties. Results for the 0-ns pulse width 

agreed within statistical uncertainty (1 standard deviation) to the 1-ns pulse width.

At t1, the ratios for both 0-ns and 1-ns pulse widths gradually decrease with increasing 

proton energy, down to a ratio of 0.89 ± 0.01 and 0.90 ± 0.01, respectively. For the 1-μs 

pulse width, a transition point around 2 keV/μm exits where e−
aq and •OH swap from being 

less than the reference simulations by 0.90 ± 0.01 and 0.93 ± 0.01 for •OH and e−
aq, 

respectively, to exceed the reference simulations by 1.10 ± 0.01 and 1.18 ± 0.01 for •OH and 

e−
aq, respectively. A similar behavior to that of the 1-μs pulse is seen for 10-μs pulses. There, 

ratios were down to 0.93 ± 0.01 and 0.95 ± 0.01 for •OH and e−
aq below 2 keV/μm, 

respectively, and up to 1.04 ± 0.01 and 1.06 ± 0.01 above 2 keV/μm for •OH and e−
aq, 

respectively.

At t2, the ratios increase monotonically with the LET for all pulse widths considered in this 

work. The ratios were increasing from 0.84 ± 0.01 and 0.83 ± 0.01 to reach unity within one 

statistical uncertainty (1.2%), for •OH and e−
aq, respectively.

DISCUSSION

In this work, the TOPAS-nBio tool was extended to allow the simulation of intertrack effects 

and then demonstrated for proton tracks delivered in pulses of sub-ms width. Our focus on 

protons was due to our current interest in proton FLASH therapy. TOPAS-nBio may be just 

as easily used to simulate other particles in the future, including electrons and X rays.
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Verification studies of the long-time behavior, up to 50 s, of G values were performed using 

the Fricke dosimeter simulation. By using the electron spectrum from 60Co γ rays in water, 

an agreement with the ICRU recommended value was found within the experimental error. 

Our simulation results had a statistical precision better than 0.7%. The calculated spectrum 

of secondary electrons set in motion by 60Co γ rays (1.17 and 1.33 MeV) in water had a 

mean energy of 0.43 MeV (root-mean-square of 0.25 MeV). Clinical linear accelerator 

(linac) X rays produce secondary electron energy spectra with higher mean energies. We 

used the 6-MV X rays of a Siemens Oncor™ linac (59) to calculate the electron spectrum in 

a 10 cm × 10 cm beam on water at 100 cm SSD in a 1 cm wide cubic voxel at 10 cm depth. 

The mean energy was 1.29 MeV (root-mean-square of 1.02 MeV). Pimblott and LaVerne 

(54) demonstrated that increasing the initial electron energy above 0.1 MeV had negligible 

effect on the decay kinetics of e−
aq, •OH, and the formation of products. Thus, the 

calculation of G(Fe3+) presented in this work for 60Co irradiation is expected to be 

comparable to megavoltage photon irradiation.

G values were calculated as a function of time from 1 ps to 10 ms for a range of proton 

energies with pulse widths of 10 μs or less. The time-dependent yields evolve from the initial 

yield at 1 ps that is independent of particle flux, to eventually converge to results from 

simulations using particle tracks delivered simultaneously, i.e., pulses of zero width. Thus, 

the maximum change in the G value caused by intertrack effects is that induced by particles 

delivered in a pulse of zero width. This behavior was also seen in idealistic simulations in 

Kreipl et al. (16) using pairs of ions (protons, alpha or carbon ions) traveling simultaneously 

in a parallel direction and separated by a few nanometers. In this work, we extended that 

study to a scenario with a more realistic separation between proton tracks in space and time. 

Our study includes pulse widths larger than the 100-ns limit reported by Kriepl et al. (16). 

We have shown that the intertrack effect produces significant effects in the G values for a 

full range of pulse widths of 1 ns, 1 μs and 10 μs. These pulse widths are all clinically 

relevant. The 1-ns width has been reported in preclinical studies of FLASH proton treatment 

(20). The 1-μs width covers the reaction kinetics that occur within and beyond the duration 

of the chemical stage for a single track; the first patient treated with FLASH radiotherapy 

received 5.6 MeV electrons (~0.2 keV/μm) delivered in pulses of 1-μs width (19), and 

preclinical studies have reported pulses about 1.8-μs width (5). Finally, the 10-μs width 

covers times well beyond the chemical stage.

The effect of intertrack contributions on the time evolution of the G value is more prominent 

for particles of low LET. This can be explained as follows. Approximately 40-fold more 

tracks were needed in the simulations with 100-MeV protons (low LET) compared to 1-

MeV protons (high LET) to deliver the same dose. This caused more proton histories in 

close proximity: for 50 cGy, the planar fluences were 0.13 protons/μm2 for 1 MeV and 5.34 

protons/μm2 for 100 MeV protons. For low LET, the species from each individual history 

were sufficiently spread out to travel long distances without reacting. In contrast, for high-

LET tracks the high density of chemical species created around the track core resulted in 

more local reactions, and then less reactants were available for intertrack reactions. 

Therefore, intertrack reactions were more likely to occur for low-LET irradiation, as shown 

in Fig. 6.
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For pulse widths of 1 μs or more, the selection of t1 = 1 μs to report the LET-dependent G 

values led to a decrease in the G value when including intertrack effects at low LET, and an 

increase at high LET (Fig. 5). The selection of t1 follows the common practice of reporting 

G values at 1 μs. The behavior from Fig. 5 is explained as follows. Contrary to the results 

from G values produced by pulses of 1-ns width, for wider pulses, histories are still arriving 

and reactions are ongoing at 1 μs. This increases the G value, extending its convergence to 

the G value from a pulse of zero width to longer times (Fig. 7). Furthermore, the G value 

from a pulse of zero width equals the G value from the reference simulation at the highest 

LET values (see results for 10 MeV protons in Fig. 7). Therefore, at 1 μs, the ongoing 

reactions and arriving histories increase the G value, exceeding the G value from reference 

simulations at the highest LET values. Therefore, it is preferable to report the G value at 

longer times than 1 μs when proton pulses are considered.

Increasing the dose rate affects the G value for low-LET protons. FLASH dose rates 

delivered in a single pulse vary from 109 Gy/s of laser-accelerated protons used in 

preclinical studies (20), to 106 – 107 Gy/s used in clinical machines under investigation for 

clinical treatment (4, 19, 60) when delivering doses between 10–30 Gy (60). In the current 

study, we investigated the effect of dose rates delivered instantaneously (zero-width pulse), 

and at 5 × 108 Gy/s, 5 × 105 Gy/s, and 5 × 104 Gy/s. Figure 8 shows the effect between 

instantaneous pulses and pulses of 1-ns width when increasing the dose and, accordingly, the 

dose rate by a factor of two and four for the highest dose rate for 1 MeV and 100 MeV. The 

dose rate in this case exceeds that reported for clinical machines currently used in patient 

treatment (19). As shown, for each dose the G values match the results of the corresponding 

zero-width pulses (dotted lines) at longer times. At the highest dose rate used in this study, a 

higher dose may well result in reduced G values for •OH and e−
aq at 100 MeV, the lowest 

LET, due to an increased number of intertrack contributions. However, for 1 MeV (highest 

LET), the fluence is too low to produce intertrack effects, as increasing the dose by a factor 

of four only represents a reduction in the proton track separation by a factor of two. The 

effect of increasing the dose, however, is negligible if the G values are reported at 1 μs.

Most reported FLASH experiments have been conducted using doses above 10 Gy (60). If 

the FLASH effect is due to oxygen depletion in irradiated cells, the currently dominant 

theory in the field, then doses above ~8 Gy in low-oxygen cells are necessary to sufficiently 

deplete the oxygen (7). Figure 9 shows the linear interpolation between the G values at 10 μs 

for three doses/dose rates we simulated for •OH and e−
aq. The figure clearly shows the 

importance of LET. For high-LET protons, intertrack reactions will likely also become 

relevant with sufficiently high doses, but as can be seen, the potential size of the effect is 

much smaller than for low-LET protons (or photons). This may become significant in 

FLASH proton therapy where the distal end of the treatment fields, which features high 

LET, is typically outside the target volume, potentially requiring a new strategy in treatment 

design, considering dose, dose rate and LET.

The results presented in this work correspond to the contribution of the intertrack events 

occurring in liquid water to the G values. Thus, their application to a biological environment 

should be taken with care. In a biological cell, the scavenging capacity has been estimated as 

approximately 3.4 × 108 s−1 (61). At such scavenging capacities, solvated electrons and 
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hydroxyl radicals are consumed at times shorter than the duration of the FLASH pulses (62). 

A more detailed mechanistic simulation that takes into account the cellular environment 

entails incorporation of diffusion coefficients in the cell, reactions with organic radicals, and 

the reaction rate coefficients. The difficulty in collecting such parameters may be mitigated 

by establishing a limited time scale, which in turn, will permit a practical determination of 

the capabilities of tools that utilize the Monte Carlo method. In addition, Monte Carlo tools 

that include such parameters should be capable of performing intertrack reactions to provide 

a more realistic model, oriented to extend our knowledge of the FLASH effect from first 

principles.

CONCLUSIONS

We extended TOPAS-nBio to allow the simulation of the chemical stage considering 

intertrack contributions from different particle histories and the simulation of Fricke 

dosimetry. Our results show that intertrack reactions affect the G value of •OH and e−
aq. The 

size of the effect depends on the particle LET, being more significant in the low-LET region. 

This was shown for setups considering protons delivered in realistic pulses of nanosecond, 

and microsecond widths. These results encourage the quantification of the intertrack effect 

on the biological damage when ultrashort pulses are used. Here we provide a tool to assist in 

this task in the TOPAS-nBio framework.
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APPENDIX

Tables A1–A3 show the reactions and reaction rates, original and corrected due to the 

presence of H2SO4 solutions for Fricke dosimeter simulations. Original values were 

obtained from Autosavapromporn et al. (45), and Plante and Devroye (38). Corrected values 

were automatically calculated using TOPAS-nBio by following the methodology detailed in 

this work.

TABLE A1

Reactions, and Reaction Rate Constants Added to TOPAS-nBio to Simulate the Radiolysis 

in the Fricke Dosimeter

Reaction Reaction rate constant (M−1 s−1)

•OH + HSO4
− → H2O + SO4

− 1.5 × 105

H + SO4
− → HSO4

− 1.0 × 1010

H2O2 + SO4
− → HO2 + HSO4

− 1.2 × 107

OH− + SO4
− → •OH + SO4

2 − 8.3 × 107
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Reaction Reaction rate constant (M−1 s−1)

SO4
− + SO4

− → S2O8
2 − 4.4 × 108

SO4
− + Fe2+ → Fe3+ + SO4

2 − 2.79 × 108

eaq−  + S2O8
2 −

 → SO4
− + SO4

2 − 1.2 × 1010

H + S2O8
2 −

 → SO4
− + HSO4

− 2.5 × 107

Fe2+ + •OH → Fe3+ + •OH− 3.4 × 108

Fe2+ + HO2 → Fe3+ + HO2
− 7.9 × 105

Fe2+ + H2O2 → Fe3+ + •OH + OH− 52

TABLE A2

Reactions from TOPAS-nBio with Corrected Reaction Rate Constant for Ionic Strength 

Given 0.4 M H2SO4 Solution and 5 mM FeSO4 Solution

Reaction
Original reaction rate constant (M

−1 s−1)
Corrected reaction rate constant (M

−1 s−1)

eaq−  + H+ → H 2.11 × 1010 1.12 × 1010

eaq−  O− + OH− + OH− 2.31 × 1010 4.35 × 1010

eaq−  + O2
− O− → H2O2 + OH− + OH− 1.29 × 1010 2.43 × 1010

eaq−  + HO2
− → O− + OH− 3.51 × 109 6.61 × 109

eaq−  + S2O8
2 −

 → SO4
− + SO4

2 − 1.2 × 1010 4.25 × 1010

H+ + HO2
− + H2O2

5 × 1010 2.65 × 1010

H+ + OH− → H2O 1.18 × 1010 6.26 × 1010

H+ + O− → •OH 4.78 × 1010 2.53 × 1010

H+ + O3
− → OH + O2

9 × 1010 4.77 × 1010

H+ + O2
− → HO2

4.78 × 1010 2.53 × 1010

O2
− + O− → O2 + OH− + OH− 6 × 108 1.13 × 109

HO2
− + O− → O2

− + OH− 3.5 × 108 6.59 × 108

O− + O− → H2O2 + OH− + OH− 1 × 108 1.88 × 108

O− + O3
− → O2

− + O2
− 7 × 108 1.31 × 109

OH− + SO4
− → OH + SO4

2 − 8.3 × 107 1.56 × 108

SO4
− + SO4

− → S2O8
2 − 4.4 × 108 8.28 × 108
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TABLE A3

Reactions from TOPAS-nBio with corrected scavenging capacity for 0.4 M H2SO4 and 5 

mM FeSO4 solution.

Reaction Original scavenging capacity (s−1) Corrected scavenging capacity (s−1)

•OH + OH− → O− + H2O 624 1.52 × 10−4

H2O2 + OH− → HO2
− + H2O 46.6 1.15 × 10−5

HO2 + OH− → O2
− + H2O 624 1.52 × 10−4

eaq−  + H+ → H 2.09 × 103 4.54 × 109

HO2
− + H+ → H2O2 + H2O 4.98 × 103 1.08 × 1010

OH− + H+ → H2O 1.11 × 104 2.41 × 1010

O− + H+ → OH• 4.73 × 103 1.02 × 1010

O2
− + H+ → HO2

4.73 × 103 1.02 × 1010

O3
− + H+ → OH + O2

8.91 × 103 1.93 × 1010

OH + HSO4
− → SO4

− + H2O 1.5 × 105 5.85 × 104

SO4
− + OH− → OH + SO4

2 − 8.3 3.81 × 10−6

SO4
− + Fe2+ → Fe3+ + SO4

2 − 2.79 × 105 7.85 × 104
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FIG. 1. 
Time evolution of the G value of Fe3+ from 60Co irradiation of a Fricke solution, calculated 

using TOPAS-nBio (solid line). The reactions between •OH, HO2
•, and H2O2 with Fe2+ that 

leads to Fe3+, and their reaction rate coefficients, are also shown. The arrows indicate the 

time stages when these reactions contribute to the G value. Simulated data from Plante (46) 

and accepted measured value from ICRU Report 34 (57) for 60Co are shown as the dot-

dashed line and the open circle, respectively.
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FIG. 2. 
Time evolution of the mean number of •OH radicals for irradiations with 1 MeV (left) and 

100 MeV (right) protons for a dose of 50 cGy. Results for different pulse widths are shown: 

0 ns (dashed), 1 ns (long dashed), 1 μs (dotted) and 10 μs (solid). Reference results 

calculated with protons delivered independently of each other are indicated by dashed-dotted 

lines. The times when a new history was generated are shown with impulse lines at the 

bottom; different amplitudes are shown to distinguish each option.
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FIG. 3. 
Time-dependent G values from proton tracks of 1 MeV delivering a dose of 50 cGy with 

different pulse widths: 0 ns, 1 ns, 1 μs and 10 μs. Reference results are indicated by the 

dashed-dotted lines. Ratios with respect to the reference simulations are shown in the lower 

section of each panel. Error bars represent one standard deviation of the combined statistical 

uncertainty.
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FIG. 4. 
Time-dependent G values from proton tracks of 100 MeV delivering a dose of 50 cGy with 

different pulse widths: 0 ns, 1 ns, 1 μs and 10 μs. Reference results are indicated by the 

dashed-dotted lines. Ratios with respect to the reference simulations are shown in the lower 

section of each panel. Error bars represent one standard deviation of the combined statistical 

uncertainty.
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FIG. 5. 
LET-dependent G values at t1 = 1 μs. The data for each option were scaled by factors of 1, 2, 

3, as shown, for clarity. Connecting lines are added to guide the eye. Ratios with respect to 

the reference results are shown in the lower section of each panel. Ratios corresponding to 0 

ns pulse width (not shown) agreed within statistical uncertainty with results from 1 ns pulse 

width. Error bars represent one standard deviation of the combined statistical uncertainties.
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FIG. 6. 
LET-dependent G values at t2 = W + 10 μs. The data for each option was scaled by factors of 

1, 2, 3, as shown, for clarity. Connecting lines are added to guide the eye. Ratios with respect 

to the reference results are shown in the lower section of each panel. Ratios corresponding to 

0 ns pulse width agreed within statistical uncertainty with results from 1 ns pulse width and, 

for clarity, are not displayed. Error bars represent one standard deviation of the combined 

statistical uncertainties.
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FIG. 7. 
Time-dependent G value for •OH radical for protons delivered in pulses of 1 ns, 1 μs and 10 

μs widths at three energies, as shown. The shaded gap regions represent the gap between 

results from protons delivered in pulses of zero width (lower bound of the gap), and the 

reference results (upper bound of the gap). The vertical dotted-dashed lines show the time 

duration of the proton pulses, whereas the dotted line shows the time commonly used to 

report the G value at the end of the chemical stage in independent particle histories. Line 

width represents 1 standard deviation of statistical uncertainty.
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FIG. 8. 
G values as a function of the time for •OH and eaq−  produced by 1 MeV and 100 MeV. A dose 

of 0.5 Gy, 1.0 Gy and 2.0 Gy was simulated within a pulse of 1 ns. For each dose, the 

corresponding zero-width pulse simulations are indicated by dashed lines. Reference 

simulations at 0.5 Gy, with no intertrack effects, are indicated by dotted-dashed lines.
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FIG. 9. 
Linear fit to the change in G values at 10 μs for 100 MeV and 1 MeV protons for 

instantaneous dose delivery.

Ramos-Méndez et al. Page 25

Radiat Res. Author manuscript; available in PMC 2021 October 02.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Ramos-Méndez et al. Page 26

TABLE 1

Percentage Differences Caused by Intertrack in Pulses of Width Different from Zero

Species 1 ns 1 μs 10 μs

1 MeV

 •OH 14.5% ± 0.6% 11.3% ± 1.1% 5.7% ± 0.9%

 e−
aq 6.2% ± 0.3% 22.3% ± 1.7% 15.4% ± 1.2%

100 MeV

 •OH 5.6% ± 0.3% −8.6% ± 0.4% −12.0% ± 0.4%

 e−
aq 2.3% ± 0.2% −6.1% ± 0.3% −10.1% ± 0.4%

Notes. G values of •OH and e−aq were obtained at t = W for both 1 MeV and 100 MeV protons. Errors are combined statistical uncertainty, one 

standard deviation.
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