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ABSTRACT

Many institutions have implemented clinical decision support systems (CDSSs). While CDSS research papers

have focused on benefits of these systems, there is a smaller body of literature showing that CDSSs may also

produce unintended adverse consequences (UACs). Detailed here are 2 cases of UACs resulting from a CDSS.

Both of these cases were related to external systems that fed data into the CDSS. In the first case, lack of knowl-

edge of data categorization in an external pharmacy system produced a UAC; in the second case, the change of

a clinical laboratory instrument produced the UAC. CDSSs rely on data from many external systems. These sys-

tems are dynamic and may have changes in hardware, software, vendors, or processes. Such changes can af-

fect the accuracy of CDSSs. These cases point to the need for the CDSS team to be familiar with these external

systems. This team (manager and alert builders) should include members in specific clinical specialties with

deep knowledge of these external systems.
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BACKGROUND AND SIGNIFICANCE

With the rapid spread of health information technology has come

the rapid deployment of clinical decision support systems (CDSSs).

Using current patient-level data, CDSSs can provide patient-specific

recommendations to providers at the point of care. CDSSs are most

typically deployed with the goal of obtaining clinical improvement,

but can also be deployed to decrease inappropriate utilization, im-

prove patient satisfaction, or improve provider efficiency.1

The medical literature is replete with individual studies and nar-

rative and systematic reviews that summarize these studies, assessing

the benefits of CDSSs. These reviews cover a wide range of condi-

tions and topics, including diabetes,2–4 medication prescribing,5–9

cardiovascular disease,10,11 venous thromboembolism prophy-

laxis,12 asthma,13 depression,14 antibiotics use,15,16 diagnostic imag-

ing ordering,17 diagnostic errors,18 cost reduction,19,20 and blood

transfusions.21 They also cover a variety of patient care settings, in-

cluding inpatient,16,19,20 anesthesia,22 critical care,23 and long-term

care,5 as well as ambulatory practice settings.

There have been concerns voiced in the past about the unintended

adverse consequences (UACs) of aspects of health IT, including com-

puterized physician order entry (CPOE)24–29 and electronic health

records (EHRs).30 Studies have also been published specifically

addressing UACs in CDSSs. UACs were found to be rare in a study of

an acute kidney injury medication alerting system.31 An analysis of

47 cases of unintended consequences of CDSS found 7 related to

CDSS content and the remainder related to CDSS presentation.32 In

an analysis of 79 CPOE-related UACs, 25% were related to CDSS.27

A CDSS used for anticoagulation dosing found more time in the ther-

apeutic range but a longer time to get patients into the therapeutic

range, thus potentially increasing their risk for thrombosis.33 A recent

series of 4 cases from a single institution found content-related CDSS

UACs in all 4 malfunctioning alerts.34 This same paper surveyed a

number of chief medical information officers and found that>90%

had experienced at least 1 CDSS-related unintended adverse event.

A systematic review of CDSS effects found that CDSSs rarely

worsened clinical outcomes.35 However, additional details were not
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given in the review. A later systematic review found a few UACs

listed in underlying studies.36 These included high rates of false posi-

tive results when using CDSSs for quality measurements, underesti-

mation of completion of quality of care processes using CDSSs to

query disease registries, and negative impact on provider time. While

focusing on medication CPOE, a white paper that reviewed 10 order

entry systems across 6 health care organizations found issues related

to CDSS monitoring.37 None of the sites could provide simple

reports on alert appropriateness, alert frequency, override fre-

quency, or override reasons. The investigators also found that alerts

were inconsistent and varied by user role, the screen used to order

medications, whether a medication was ordered by brand or generic

name, and site of care (inpatient vs outpatient). The investigators

also found that most sites edited the alert rules they obtained from

third-party pharmacy database vendors, thus potentially introducing

errors into the CDSS.

Compared to the literature representing the effectiveness of

CDSSs, the literature on the UACs of CDSSs is small. Detailed here

are 2 cases describing types of CDSS adverse events related to exter-

nal systems that have not been previously reported. These 2 cases of

UAC relate to a CDSS that was deployed as part of an EHR imple-

mentation in a large integrated delivery system. This CDSS is a

commercial knowledge-based system that provides active, patient-

specific, synchronous, on-screen alerts at the point of care and is

fully integrated with the commercial EHR.

CASE REPORTS

A 63-year-old patient was admitted to the hospital with an acute

myocardial infarction (AMI). During his hospitalization, carvedilol

(an alpha/beta blocker) was started and was continued through hos-

pital discharge. At discharge, the discharging resident-in-training

acted on a CDSS alert to start a beta blocker in patients with a diag-

nosis of AMI who did not have one in their discharge medication

list. The beta blocker atenolol was thus prescribed. Two days later,

this patient presented to the emergency department (ED) with bra-

dycardia and hypotension. The ED physician determined that the

combination of carvedilol and atenolol was causing the patient’s

symptoms. Upon review of the logic of the alert and an interview

with the CDSS alert builder, the logic did not take into account that

alpha/beta blockers have beta-blocker activity. The builder had built

the alert based on medication categories and had assumed that our

third-party pharmacy database vendor had categorized alpha/beta

blockers into both the alpha-blocker category and the beta-blocker

category. Instead, the vendor had placed alpha/beta blockers in a

separate unique category that did not overlap with the alpha-

blocker or beta-blocker category.

Another cardiac CDSS alert had been built to assess whether a

patient with an AMI had been given aspirin in the ED. The alert trig-

gered from an ED diagnosis of AMI or a troponin level>0.5. While

the alert appeared to be working well for a couple of years after it

was released, we soon received reports from ED physicians that it

was overfiring, especially on patients with undetectable troponins,

and that some patients might be receiving aspirin unnecessarily.

Upon investigation, we discovered that our clinical laboratory had

upgraded its chemistry instruments. While the previous instruments

reported an undetectable troponin as 0.01, the new instruments

reported an undetectable level as<0.01. The CDSS software had

interpreted the less-than sign in the result as a very large number,

thus triggering the alert inappropriately.

CONCLUSION AND RECOMMENDATIONS

As both of these cases illustrate, UACs leading to patient safety

issues can arise from a CDSS. While CDSSs can lead to patient safety

issues because of false negative alerts,31 these 2 cases produced

UACs because of false positive alerts. And, while UACs of CDSSs

can be grouped into either content issues or presentation issues,32

these 2 cases are strictly related to content.

These 2 cases add to the growing literature detailing UACs of

CDSSs. While they have some similarities to cases in previous

reports, the lack of knowledge of an external pharmacy system and

a change in the chemistry instrumentation in the clinical laboratory

leading to CDSS malfunction have not been previously reported. It

should be noted that the third-party pharmacy database system and

the lab chemistry instruments were working as designed and were

not broken. This is in contrast to many reports of CDSS UACs

where external systems were, in fact, malfunctioning. It should also

be noted that the interfaces from these 2 systems to the EHR (and

hence to the CDSS) were also working as designed. This is in con-

trast to some reports of UACs related to interface errors.38

A number of lessons can be learned from these 2 cases. In the first

case, the primary lesson we learned was that an intimate knowledge

of the CDSS software is necessary, but is not sufficient to produce ac-

curate alerts. (Accuracy in this paper means the alert correctly triggers

with a correct message, taking into account a specific patient’s true

medical condition, including correct demographics, diagnoses, treat-

ments, allergies/intolerances, testing results, and personal and family

history, and that the logic is correct and robust.) Our CDSS accesses

only our EHR for data, and the CDSS team members (manager and

alert builders) are certified in both the CDSS and EHR software.

However, the EHR has feeds from many different external systems,

including pharmacy, laboratory, diagnostic imaging, cardiovascular

systems, call center, and foundation systems, that include patient

demographics and insurance information. In addition, providers input

data from a variety of instruments, including urine analysis instru-

ments, glucometers, rapid-result chemistry instruments, and other

point-of-care testing machines. Knowledge of these external systems

and how and when these data flow from external system to EHR to

CDSS is also necessary for accurate CDSS alerts. In a large integrated

delivery system such as ours, these systems and instruments are nu-

merous and often complex and may be managed by departments that

have little interaction with the CDSS team and little knowledge of

CDSS projects. We have added a pharmacy review of all CDSS proj-

ects that involve medications, thus ensuring that team members with

deep knowledge of the third-party pharmacy database system review

the specifications and build of the alerts prior to release. These phar-

macy team members also help write the testing scenarios.

The second case makes a compelling argument for active moni-

toring of CDSS alerts, as is done in some institutions.34 Reactively

waiting until end users complain that an alert is not accurate could

delay the investigation and correction of a malfunctioning alert.

Had we concurrently monitored the volume of firings of this alert,

we likely would have seen an acute spike in volume, thus alerting us

to a problem before the end users had enough patient experience or

volume to bring this to our attention. This second case also focuses

on the issue of changes in external systems that may adversely affect

CDSS accuracy. While lessons from the first case focus on knowl-

edge of external systems, lessons from the second case focus on

knowledge of changes to these external systems. Many of these ex-

ternal systems have both hardware and software components that

are frequently upgraded. The managers of these systems usually do
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not think of the impact of their upgrade on other (dependent) sys-

tems. In this case, the lab instrument change propagated through the

EHR into the CDSS, and it was very unlikely that the lab personnel

would have known the consequences of this change. Ideally, the

CDSS team would keep abreast of all of these changes to external

systems and do regression testing prior to upgrades to ensure that

the CDSS is still functioning correctly. In reality, considering the

number of external systems, the number of changes to these systems,

and the siloed organizational structure of most complex health care

organizations, this is a daunting task. This second case also points to

the importance of thorough documentation of CDSS software,

whether homegrown or commercial.

As a final lesson, clinicians, even clinicians in training, should not

blindly follow CDSS recommendations. Clinicians should realize that

there might be incorrect or missing data in a patient’s medical record

that can affect CDSS alert accuracy. As examples, over-the-counter or

complementary/alternative medications might not be documented, or

an initial diagnosis might be incorrect after further testing is performed.

Lack of robust alert logic, for example, not taking into account a pa-

tient’s terminal illness, could also lead to inaccuracy. Factors external

to the alert, such as patient preferences or ability to pay, could affect

acting on an alert. Thus an independent assessment of a CDSS recom-

mendation is important, to assess the components and logic of the alert

as well as factors external to the alert. The CDSS message should pro-

vide enough information about why it is triggering for the provider to

make this independent assessment. For example, “This patient has an

acute MI because of an elevated troponin and/or a diagnosis of acute

MI and has not been given aspirin” is preferred over “Aspirin is recom-

mended in this patient.” With enough information, the clinician should

be able to make an independent evaluation of the appropriateness of

the CDSS alert message for his patient. However, with increasing use

of health IT, clinicians may become overly reliant on CDSSs and not

have the knowledge to make independent assessments.27

These cases also point to changes that should occur with future

reports of CDSSs in the medical literature. Study design of future re-

search should include systematically anticipating UACs of these sys-

tems and capturing and reporting them to the extent possible. The

clinical effects of both false positive and false negative alerts should be

captured and reported. In addition, narrative and systematic reviews of

CDSS efficacy should always report UACs as listed in the underlying

articles. If UACs were not assessed, then the reviews should so state.

If the survey results of chief information officers reported by

Wright et al.34 are representative of UACs in other CDSSs, these

issues may be larger than previously thought. It is only in assessing

the benefits of CDSSs and the prevalence and severity of UACs of

CDSSs that we can come to an accurate knowledge of the true

effects these systems have on our patients.
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