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ABSTRACT

Objective: The Objective Structured Assessment of Debriefing (OSAD) is an evidence-based, 8-item tool that

uses a behaviorally anchored rating scale in paper-based form to evaluate the quality of debriefing in medical

education. The objective of this project was twofold: 1) to create an easy-to-use electronic format of the OSAD

(eOSAD) in order to streamline data entry; and 2) to pilot its use on videoed debriefings.

Materials and Methods: The eOSAD was developed in collaboration with the LSU Health New Orleans Epidemi-

ology Data Center using SurveyGizmo (Widgix Software, LLC, Boulder, CO, USA) software. The eOSAD was

then piloted by 2 trained evaluators who rated 37 videos of faculty teams conducting pre-briefing and debriefing

after a high-fidelity trauma simulation. Inter-rater reliability was assessed, and evaluators’ qualitative feedback

was obtained.

Results: Inter-rater reliability was good [prebrief, intraclass correlation coefficient, ICC ¼ 0.955 (95% CI, 0.912–

0.977), P< .001; debrief, ICC ¼ 0.853 (95% CI, 0.713–0.924), P< .001]. Qualitative feedback from evaluators found

that the eOSAD was easy to complete, simple to read and add comments, and reliably stored data that were

readily retrievable, enabling the smooth dissemination of information collected.

Discussion: The eOSAD features a secure login, sharable internet access link for distant evaluators, and the im-

mediate exporting of data into a secure database for future analysis. It provided convenience for end-users, pro-

duced reliable assessments among independent evaluators, and eliminated multiple sources of possible data

corruption.

Conclusion: The eOSAD tool format advances the post debriefing evaluation of videoed inter-professional team

training in high-fidelity simulation.
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INTRODUCTION

High-fidelity simulation-based training provides a safe, controlled

learning environment for pre-professional licensure students to en-

counter purposely designed, realistic clinical situations and learn

from their mistakes.1 Numerous inter-professional education for-

mats of simulation-based training have demonstrated improvements

in student team-based attitudes,2–5 perceptions of collaboration,4–9

and team-based performance.10–12 The International Nursing Asso-

ciation for Clinical Simulation and Learning (INACSL) developed

INACSL Standards of Best Practice: SimulationSM.13 In accordance,

criteria meeting the simulation design standard include starting a

well-developed and tested simulation-based experience with a pre-

briefing (Criterion 7) and following the simulation-based experience

with a debriefing (Criterion 8).13

A faculty-led pre-briefing that concludes immediately before the

simulation-based experience should contain core components13,14 to

maximize a student’s learning experience. The facilitator is responsi-

ble for ensuring that the prebriefing offers students an orientation to

1) the simulation environment (ie, available equipment and its func-

tionality, mannequin capabilities, patient scenario), 2) goals and

expectations for the simulation-based experience, 3) time allotment

of learning activities, 4) simulation ground rules to ensure a safe

learning environment (ie, treat the scenario as real, perform as a

team exhibiting professional integrity and mutual respect, keep the

case scenario and students’ actions confidential), and 5) the stu-

dents’ roles and responsibilities pertaining to the simulated patient

scenario. During inter-professional team-based student training,

team members are encouraged to introduce themselves and describe

the roles and responsibilities of one’s respective profession, particu-

larly as related to the simulated patient scenario.

The most important component of the simulated-based learning

experience is the debriefing,15,16 which should be led by faculty

trained in debriefing techniques13 immediately after students’ com-

pletion of the simulation-based experience.17,18 Debriefing is the

process whereby students re-reflect on the simulation-based experi-

ence and identify gaps in their knowledge and skills related to the

appropriate competencies for clinical practice and develop strategies

for improvement.18 These competencies not only involve mastering

technologies and evidence-based clinical practices, but also ensuring

safe delivery of patient care and demonstrated teamwork. Students

may engage in reflective practice related to team-based competen-

cies, which may include: shared mental model, role clarity, situation

awareness, cross monitoring, open communication, resource man-

agement, flattened hierarchy, anticipatory response, and mental re-

hearsal.19 Debriefing sessions often conclude with student reflection

on strategies for translation of skills to clinical practice.

The provision of high-quality debriefing in inter-professional ed-

ucation is essential for optimizing learning by the different partici-

pating health professionals/students. Until recently, assessing the

effectiveness of a debriefing and providing appropriate feedback re-

lied on individualized coaching and evaluation by peers or experts

that was more subjective than objective in nature. Fortunately, the

introduction of several observer-based assessment tools has

addressed this shortfall in the field.20–22 One of the earliest of these

debriefing assessment instruments was the Objective Structured As-

sessment of Debriefing (OSAD), developed in 2012.20 Originally

designed as an evidence-based,20 end-user informed23 approach to

debriefing in surgery to improve practice and optimize learning dur-

ing simulation-based training, its use in other areas of health profes-

sional education was quickly recognized.24,25 As described20 in its

original form, the OSAD tool is based on a 40-point behaviorally

anchored rating scale for estimating the quality of debriefing. To

measure level of quality, the scale assigns numeric values (1–5) to

8 core categories of effective debriefing. Each category is rated on

how well it is conducted by a debriefing facilitator. Descriptive

anchors are provided at the lowest point, mid-point, and highest

point of the scale to help guide ratings. Higher scores indicate higher

quality of debriefings. Its typical application is as a paper-based

form (Figure 1) that is completed by trained observers. In the origi-

nal psychometric evaluation, the OSAD tool demonstrated very

good content validity (global OSAD content validity index of 0.94),

excellent inter-rater reliability [intraclass correlation coefficient

(ICC) ¼ 0.881] and excellent test-retest reliability (ICC ¼ 0.898).20

Such a process of paper-based data collection, however, can lead

to data corruption due to misreading of tallied results, loss of paper

forms, and the like.26–28 In order to address these weaknesses, we

set out to design an electronic version of the OSAD, the eOSAD.

The objective of this project was twofold: 1) to create an easy-to-use

electronic format of the OSAD in order to streamline data entry;

and 2) to pilot its use on videoed debriefings.

METHODS

eOSAD design
Design of the eOSAD arose out of a collaboration between the

authors (JP, JZ, RC) and the LSU Health New Orleans Epidemiol-

ogy Data Center (MB) using SurveyGizmo (Widgix Software, LLC,

Boulder, CO, USA) software. Key design features included a secure

login procedure, the ability to share a link to the eOSAD with eval-

uators for online access anywhere, immediate exporting of data into

a secure database for future analysis, and screen formatting to allow

for ease of reading and evaluation by the online evaluator. In its fi-

nal format, the eOSAD consisted of 2 main sections, each with its

unique features and purpose.

The first section of the eOSAD (Figure 2) collects descriptive in-

formation regarding the evaluator and the video of the briefing be-

ing evaluated. Prior to an evaluation or series of evaluations, names

of evaluators are uploaded into this section to allow dropdown

menu selection of the evaluator. The evaluator then chooses the type

of briefing being evaluated (ie, pre-briefing given prior to a training

intervention or debriefing conducted immediately after training),

identifies the video of the briefing being evaluated, which has been

linked to a user-defined study or project name, and designates the

faculty conducting the pre-briefing or debriefing as being evaluated

either as a team or individually. If team members are being individu-

ally evaluated, the evaluator then chooses how many individuals to

evaluate and provides the names of those to be evaluated. At all

times, evaluators are able to see how much of the eOSAD has been

completed and move between pages by selecting back and next but-

tons, located above a completion bar shown at the bottom of every

screen page.

The second section of the eOSAD allows the evaluator to rate

(score) how well an individual or team performed in each of the

8 OSAD categories during a pre-briefing or debriefing using a

5-point Likert scale (1 ¼ “done very poorly” to 5 ¼ “done very

well”), as was subsequently developed in the pediatric OSAD tool.25

Likewise, scores of 1, 3, and 5 were anchored with the specific be-

havioral descriptions used at the lowest, middle, and highest points

of the 5-point OSAD scale. These anchors provide evaluators a

guide as to what would be expected of the facilitator to achieve that
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score.25 OSAD categories are presented to the evaluator sequentially

within a single scrollable page. Unlike the paper-based version, how-

ever, the scale for each category is oriented vertically rather than in its

original horizontal alignment. Furthermore, a “not applicable” option

was included to allow users the ability to submit an evaluation of

some, but not all, OSAD categories. This offers streamlining of data

input specific to a particular category or categories of debriefing. Fi-

nally, a comments section follows each category item in order to pro-

vide evaluators the option to comment on their observations and

rationale for a given OSAD category rating (ie, provide the opportu-

nity for qualitative analysis). Figure 3 shows an example of a screen

page that an evaluator would see when evaluating how well an indi-

vidual or team during a debriefing conducted the first OSAD category

element: approach. Note the 2 error codes, shown at the bottom of

the figure, which appear following inadequate completion of the

eOSAD. The first error code is triggered if evaluation of any eOSAD

category element is omitted (no rating selected), unless “not

applicable” was selected. A link is also provided that will take the

evaluator to the first error needing correction. The second error code

(ie, the statement “This question is required.”) appears when a com-

pulsory question is skipped. Upon completion of all 8 elements of the

OSAD, the evaluator has the option to evaluate another video of a

briefing or logging out. If the evaluator selects to continue with an-

other evaluation, the program automatically returns to the beginning

screen of the eOSAD to begin a new evaluation (Figure 4).

eOSAD piloting

With the eOSAD format and design completed, 2 of the authors (JZ,

RC) underwent training and calibration in rating pre-briefings and

SCORE
CATEGORY 1 2 3 4 5

1. Approach Confrontational,         
judgmental approach

Attempts to establish rapport 
with learner but is either 

overcritical or too informal in 
manner

Establishes and maintains 
rapport throughout; uses a non-
threatening but honest approach  
to create a psychologically safe 

environment

2. Environment
Unclear expectations of   
the learner: inadequate 
learning environment

Explains purpose of the 
session but does not clarify 

learner expectations or goals

Explains purpose of debrief; 
clarifies objectives and learner 

expectations from the beginning

3. Engagement 

Purely didactic; facilitator 
does all of the talking 

with no learner 
engagement; does not 
involve passive learner

Learner participates in 
discussion but through closed 
questions; facilitator does not 

actively invite input from 
passive learner

Encourages participation of  
learner through open-ended 
questions; invites learner to 

actively contribute to discussion 

4. Reaction

No acknowledgment of 
learner’s reactions or 

emotional impact of the 
experience

Asks learner about their 
feelings but does not fully 

explore their reaction to the 
experience

Fully explores learner’s reaction   
to the experience, appropriately 

managing any learner who is 
confused or unhappy

5. Reflection

No opportunity for self-
reflection; learner not  

asked to describe what 
actually happened in the 

scenario

Some description of events 
by facilitator, but with little 
self-reflection by learner

Encourages learner to self-
reflect upon experience using a 

step-by-step approach

6. Analysis

Reasons and 
consequences of actions 

are not explored with 
learner

Some exploration of reasons 
and consequences of actions 
by facilitator (but not learner)

Helps learner explore reasons     
and consequences of actions, 

relates it back to previous 
experience to offer explanations

7. Diagnosis

No feedback on clinical 
or teamwork skills; does 
not identify performance 
gaps or provide positive 

reinforcement

Provides feedback only on 
clinical (technical) skills; 
focuses on errors only; 

does not target behaviors 
that can be changed

Provides feedback on clinical 
(technical) and teamwork skills; 
identifies positive behaviors in 
addition to performance gaps; 
targets changeable behaviors

8. Application

No opportunity for learner 
to identify strategies for 
future improvement or to 
consolidate key learning 

points

Some discussion of learning 
points and strategies for 

improvement but little 
application of this knowledge 

to future practice

Reinforces key learning points 
identified by learner and         

highlights how strategies for 
improvement could be applied 

to future clinical practice

Figure 1. Paper-based version of the Objective Structured Assessment of Debriefing (OSAD) tool.20
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debriefings with the OSAD tool. Using the eOSAD, they then inde-

pendently observed and evaluated 37 videos of faculty teams con-

ducting pre-briefing and debriefing of inter-professional teams of

third-year medical students and undergraduate senior nursing stu-

dents participating in high-fidelity, simulation-based training ses-

sions involving trauma resuscitation scenarios (Figure 5). Faculty for

these sessions included a surgeon (JP), an internist, a nurse anesthe-

tist, and a clinical nurse specialist (DG). For these inter-professional

training sessions, faculty teams consisted of varying combinations of

1 to 3 members. Faculty teams provided a pre-briefing immediately

before the simulation-based training session in which faculty intro-

duced themselves, oriented learners to the simulated environment,

and established the ground rules for the session. Following this pre-

briefing, the learners underwent the trauma resuscitation scenario.

Faculty then conducted an immediate post-action debriefing at the

conclusion of the scenario. Consequently, the trained evaluators

rated faculty teams for pre-briefing and debriefing sessions

separately.

The opportunity to evaluate videoed faculty teams performing

pre-briefings, as well as debriefings, allowed us to examine if the

OSAD tool, designed to assess quality of debriefings, could also be

used to assess the quality of pre-briefings. The first 3 OSAD catego-

ries, approach, environment, and engagement, are related to behav-

iors exemplified during both a pre-briefing and debriefing, whereas

the remaining 5 OSAD categories relate specifically to an after-

exercise experience (ie, simulation-based scenario). Therefore, the

quality of team pre-briefings was rated only for the first 3 OSAD

categories. The behavioral anchors for each of these categories were

unchanged, apart from using pre-briefing where debriefing was ref-

erenced. Each team debriefing session that followed a simulated sce-

nario underwent rating for all 8 categories of OSAD: approach,

environment, engagement, reaction, reflection, analysis, diagnosis,

and application.

Evaluators’ ratings were analyzed using IBM SPSS Statistics 25

package. Inter-rater reliability of the OSAD was assessed using

intraclass correlation coefficients (ICC) with absolute agreement.

Values of 0.70 or higher indicate good reliability.29 A P value less

than .05 was considered significant. The frequency of evaluators’

scores within and among pre-briefing and debriefing OSAD cate-

gory elements was used to calculate the percentage of poor (OSAD

score 1 or 2), average (OSAD score 3), or good (OSAD score 4 or 5)

ratings. Evaluators provided qualitative feedback regarding a team’s

facility with the OSAD category elements by typing their observa-

tions into the respective eOSAD comments sections (Figure 3). After

completing the eOSAD pilot, evaluators were surveyed on the use of

the eOSAD tool.

RESULTS

The pre-brief inter-rater reliability for the OSAD total score between

the 2 independent evaluators, as assessed by intraclass correlations,

1. Evaluator’s name:   

2. Are you evaluating a facilitator(s) conducting a pre-briefing or debriefing?
O Pre-briefing
O Debriefing

3. What video did you watch? 

4. Study or project name:

5. Are you evaluating the facilitator(s) individually or as a team? 
O Individually
O Team

Questions 6 and 7 appear if selected in question #5 is individually

6. How many facilitators are you evaluating?                                    

O 1
O 2
O 3
O 4
O 5

TTIPS 12-13

7. Please identify the facilitators you are evaluating. Add the name of each facilitator 
you are evaluating. If you are evaluating fewer than 5, leave the fields blank and 
only fill in the names for those present.                                                                    

Facilitator 1
Facilitator 2
Facilitator 3
Facilitator 4
Facilitator 5

-- Please Select --

-- Please Select --

Back Next

36%

Figure 2. First section design of the electronic version of the OSAD tool, the eOSAD.
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was 0.955 (95% CI, 0.912–0.977), P< .001, and the debrief ICC

was 0.853 (95% CI, 0.713–0.924), P< .001]. Inter-rater reliability

was demonstrated with an ICC above 0.90 (P< .001) for all 3 pre-

brief dimensions of OSAD: approach (0.917), environment (0.917),

and engagement (0.905). Inter-rater reliability was demonstrated

with an ICC above 0.70 for 6 of 8 debrief dimensions of OSAD:

approach (0.835), environment (0.882), engagement (0.719), reac-

tion (0.713), diagnosis (0.770), and application (0.795). Inter-rater

reliability was demonstrated with an ICC above 0.46 for the remain-

ing 2 debrief dimensions of OSAD: reflection (0.469, P¼ .033) and

analysis (0.593, P< .01).

The overall ratings (n¼222) of combined pre-briefing category

elements (Table 1) were 10% poor, 30% average, and 60% good.

A good approach OSAD element was rated lowest (47%) compared

to good environment (64%) and good engagement (70%) OSAD

elements. The environment OSAD element had the highest poor rat-

ing (14%). The overall ratings (n¼592) of combined debriefing cat-

egory elements (Table 2) were 1% poor, 12% average, and 87%

good. The environment, reaction, and application OSAD elements

had a 3% poor rating. The environment, reaction, and approach

OSAD elements had the lowest good ratings, 74%, 80%, and 81%,

respectively. All other OSAD categories had a good rating � 88%

(range 88–95%).

Qualitative feedback from both evaluators found that the

eOSAD was easy to complete, simple to read and add comments,

and stored data that were easily retrievable and accessible. Captured

evaluators’ comments from each eOSAD category elucidated com-

mon team pre-briefing and debriefing behaviors associated with low

and high ratings, which could be focal points of discussion for for-

mative feedback to the faculty teams.

DISCUSSION

For this project, we designed an electronic format of an evidence-

based, end-user informed debriefing assessment tool, the eOSAD. Pi-

lot testing of this version of the tool to rate previously recorded

debriefing sessions by faculty teams for inter-professional student

simulation-based training of trauma resuscitation scenarios revealed

very good inter-rater reliability among trained evaluators separated

by time and distance. Additionally, pilot testing of the eOSAD tool

designed to provide an evaluation of pre-briefing quality, using

OSAD categories that were common features of a pre-briefing and

excluding categories specific to a completed experience, also

revealed very good inter-rater reliability among evaluators. As such,

the eOSAD has potential for widespread use for both formative and

summative assessment of debriefings and pre-briefings conducted in

conjunction with health professional education. Furthermore, the

adaptation of the OSAD to the eOSAD now offers a 5-point Likert

scale to rate quality of debriefings, in conformity with the subse-

quently developed and validated pediatric OSAD tool.24,25 This pro-

vides enhanced strength to the original OSAD tool, as a continuous

scale allows for more robust statistical analysis.

As with formats of any kind, both the paper-based and the elec-

tronic, web-based version of the OSAD have advantages and disad-

vantages related to data collection and evaluation. Advantages of

the paper-based version include its ability to evaluate a debriefing

conducted by an individual or a team and its lack of dependence on

web access or electronic data entry, which allows its use anywhere.

Furthermore, corrections are easy to do on the instrument when the

need arises, and the evaluator can see all elements at once. Disad-

vantages of this version, however, are significant. They include a

lack of space for comments, and the need to print physical copies of

it that have to be carried, sorted, and stored. More importantly, op-

portunities for data corruption are manifold: 1) loss of data due to

missing sheets; 2) missing data due to incomplete forms; 3) transfor-

mation of data due to misreading values; and 4) incorrect entry of

data due to mistyping of values.

The eOSAD design attempts to address these adverse issues re-

lated to the paper-based version of the tool. The web-based format

allows for instantaneous uploading of inputted data immediately

upon completion of the evaluation, bypassing multiple steps of data

entry prone to error: 1) storage of completed forms; 2) misreading

of values; and 3) inaccurate input of values into database. Thus,

data are likely more efficiently and securely stored. The eOSAD

Consider the performance of the individual or team during debriefing.

Choose one rating for each category. 
Choose from 1 (done very poorly) to 5 (done very well).

1. Approach *

O 1 = Confrontational, judgmental approach
O 2
O 3 = Attempts to establish rapport with the learner(s) but is either over-

critical or too informal in their approach
O 4
O 5 = Establishes and maintains rapport throughout; uses a non-threatening 

but honest approach, creating a psychologically safe environment
O Not applicable

8. Approach comments:

There was an error on your page. Please correct any required 
fields and submit again. Go to the first error

This question is required.!

!

Figure 3. Example eOSAD screen page design showing what an evaluator

would see when assessing how well the debriefer team conducted an OSAD

category. Shown is the first of 8 eOSAD category elements required to be

evaluated and the error codes that may be displayed during eOSAD comple-

tion.

14. Would you like to evaluate another video of briefing?

O Yes
O No

Thank you for completing this evaluation. If you have finished entering all 
responses, you may close this window.

If you chose to complete another evaluation you will be automatically redirected 
to the beginning of the form after 3 seconds.

If you experience any technical difficulties, please contact Megan Bronson at 
mbrons@lsuhsc.edu.

100%

Back Submit

91%

Figure 4. Final section design of the eOSAD tool.
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hard stops requiring completion of input for each of the categories

of the OSAD ensure complete data input. These advantages alone

make the eOSAD attractive as the format by which to evaluate

debriefings. The added benefits of a secure login procedure, access

by evaluators from anywhere in the world via online link, and user-

friendly design for ease of reading and evaluation increase its utility.

To further increase its utility, the development of an eOSAD re-

search app for either or both iOS and Android platforms is being

considered. Also, a public link to the eOSAD has been created to

share with anyone who would like to see it in action.

Further advantages of the eOSAD include the ability to assess

recorded debriefings at times convenient for the evaluator, the op-

tion for qualitative data collection using the comment sections, and,

like the paper-based version, the ability to evaluate a debriefing con-

ducted by an individual or a team. Also, the option for an evaluator

to select “not applicable” when rating OSAD categories allows

evaluators to submit an evaluation of some, but not all, OSAD

Figure 5. Internet access to eOSAD tool and video recordings of faculty team debriefings were made available to raters through secure login.

Table 1. Frequency of evaluators’ ratings on how well faculty teams

conducted OSAD category elements during pre-briefings

OSAD Category

Element

Evaluator 1

Frequency

Evaluator 2

Frequency

Total Frequency

(%)*

1. Approach n ¼ 37 n ¼ 37 n ¼ 74

Poor 3 3 6 (8)

Average 16 17 33 (45)

Good 18 17 35 (47)

2. Environment n ¼ 37 n ¼ 37 n ¼ 74

Poor 5 5 10 (14)

Average 9 8 17 (23)

Good 23 24 47 (64)

3. Engagement n ¼ 37 n ¼ 37 n ¼ 74

Poor 3 3 6 (8)

Average 8 8 16 (22)

Good 26 26 52 (70)

Overall n ¼ 111 n ¼ 111 n ¼ 222

Poor 11 11 22 (10)

Average 33 33 66 (30)

Good 67 67 134 (60)

*Percentages may not equal 100% due to rounding.

Table 2. Frequency of evaluators’ ratings on how well faculty teams

conducted OSAD category elements during debriefings

OSAD Category

Element

Evaluator 1

Frequency

Evaluator 2

Frequency

Total Frequency

(%)*

1. Approach n ¼ 37 n ¼ 37 n ¼ 74

Poor 0 0 0 (0)

Average 7 7 14 (19)

Good 30 30 60 (81)

2. Environment n ¼ 37 n ¼ 37 n ¼ 74

Poor 1 1 2 (3)

Average 9 8 17 (23)

Good 27 28 55 (74)

3. Engagement n ¼ 37 n ¼ 37 n ¼ 74

Poor 0 0 0 (0)

Average 4 5 9 (12)

Good 33 32 65 (88)

4. Reaction n ¼ 37 n ¼ 37 n ¼ 74

Poor 1 1 2 (3)

Average 6 7 13 (18)

Good 30 29 59 (80)

5. Reflection n ¼ 37 n ¼ 37 n ¼ 74

Poor 0 0 0 (0)

Average 3 3 6 (8)

Good 34 34 68 (92)

6. Analysis n ¼ 37 n ¼ 37 n ¼ 74

Poor 0 0 0 (0)

Average 2 2 4 (5)

Good 35 35 70 (95)

7. Diagnosis n ¼ 37 n ¼ 37 n ¼ 74

Poor 0 0 0 (0)

Average 2 3 5 (7)

Good 35 34 69 (93)

8. Application n ¼ 37 n ¼ 37 n ¼ 74

Poor 1 1 2 (3)

Average 3 2 5 (7)

Good 33 34 67 (91)

Overall n ¼ 296 n ¼ 296 n ¼ 592

Poor 3 3 6 (1)

Average 36 37 73 (12)

Good 257 256 513 (87)

*Percentages may not equal 100% due to rounding.
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categories. This offers streamlining of data input specific to a partic-

ular category or categories of debriefing. Although there are many advan-

tages to the eOSAD, disadvantages do exist. The requirement for an

electronic input device (ie, computer, cellular phone, and tablet) and inter-

net access are the most apparent. Accidental upload of data is also a possi-

bility given the immediate nature of database transfer. This event would

require data scrubbing. Ideally, the hard stops designed to ensure com-

plete data input prevent troublesome missing data points. However, it is

possible for an evaluator to inadvertently select “not applicable” when

wishing to rate an OSAD category, resulting in missing data points.

This study has certain limitations. Although separated by time

and distance, only 2 independent evaluators established the feasibil-

ity of the eOSAD tool. Thus, the eOSAD tool should be tested across

other multiple sites and evaluators to see if the demonstrated high

level of inter-rater reliability can be replicated on a wider scale and

to validate the tool’s ease of use and ability to streamline data collec-

tion beyond the positive qualitative feedback provided by the 2 eval-

uators in this study. In this study, very good overall inter-rater

reliability was demonstrated among evaluators using the eOSAD to

rate individuals and multi-facilitator teams. However, individuals

within multi-facilitator teams were not evaluated, and therefore the

overall level of inter-rater agreement may have differed.

CONCLUSION

Development of an easy-to-use, electronic version of the OSAD, the

eOSAD, with good overall inter-rater agreement is feasible. Such a

format has the benefit of cutting out multiple sources of data corrup-

tion due to its instantaneous export of data into a secure database.

Stored quantitative and qualitative eOSAD data can be readily

accessed and analyzed, thus providing timely feedback to debriefing

facilitators. Next steps include using the eOSAD to assist in evaluat-

ing the quality of debriefing of faculty during simulation-based team

training and correlating it with students’ learning.
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