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Abstract

Dosimetric measurement error is known to potentially bias the magnitude of the dose response, 

and can also affect the shape of dose response. In this report, generalized relative and absolute rate 

models are fitted to the latest Japanese atomic bomb survivor solid cancer, leukemia and 

circulatory disease mortality data (followed from 1950 through 2003), with the latest (DS02R1) 

dosimetry, using Bayesian techniques to adjust for errors in dose estimates and assessing other 

model uncertainties. Linear-quadratic models are fitted and used to assess lifetime mortality risks 

for contemporary UK, USA, French, Russian, Japanese and Chinese populations. For a test dose 

of 0.1 Gy absorbed dose weighted by neutron relative biological effectiveness, solid cancer, 

leukemia and circulatory disease mortality risks for a UK population using a generalized linear-

quadratic relative rate model were estimated to be 3.88% Gy−1 [95% Bayesian credible interval 

(BCI): 1.17, 6.97], 0.35% Gy−1 (95% BCI: −0.03, 0.78) and 2.24% Gy−1 (95% BCI: −0.17, 

13.76), respectively. Using a generalized absolute rate linear-quadratic model at 0.1 Gy, the 

lifetime risks for these three end points were estimated to be 3.56% Gy−1 (95% BCI: 0.54, 6.78), 

0.41% Gy−1 (95% BCI: 0.01, 0.86) and 1.56% Gy−1 (95% BCI: −1.10, 7.21), respectively. There 

was substantial evidence of curvature for solid cancer (in particular, the group of solid cancers 

excluding lung, breast and stomach cancers) and leukemia, so that for solid cancer and leukemia, 

estimates of excess risk per unit dose were nearly doubled by increasing the dose from 0.01 to 1.0 
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Gy, with most of the increase occurring in the interval from 0.1 to 1.0 Gy. For circulatory disease, 

the dose-response curvature was inverse, so that risk per unit dose was nearly halved by going 

from 0.01 to 1.0 Gy weighted absorbed dose, although there were substantial uncertainties. In 

general, there were higher radiation risks for females compared to males. This was true for solid 

cancer and circulatory disease overall, as well as for lung, breast, stomach and the group of other 

solid cancers, and was the case whether relative or absolute rate projection models were employed; 

however, for leukemia this pattern was reversed. Risk estimates varied somewhat between 

populations, with lower cancer risks in aggregate for China and Russia, but higher circulatory 

disease risks for Russia, particularly using the relative rate model. There was more pronounced 

variation for certain cancer sites and certain types of projection models, so that breast cancer risk 

was markedly lower in China and Japan using a relative rate model, but the opposite was the case 

for stomach cancer. There was less variation between countries using the absolute rate models for 

stomach cancer and breast cancer, but this was not the case for lung cancer and the group of other 

solid cancers, or for circulatory disease.

INTRODUCTION

Epidemiological studies of cancer rates associated with external and internal exposure to 

ionizing radiation have been subject to extensive reviews by various scientific bodies (1-3). 

In particular, the United Nations Scientific Committee on the Effects of Atomic Radiation 

(UNSCEAR) 2006 Report assessed cancer incidence (4) and mortality data (5) relating to 

the Japanese atomic bomb survivor Life Span Study (LSS) cohort using the (then current) 

Dosimetry System 2002 (DS02) dose estimates, as well as many other studies of persons 

exposed occupationally, environmentally and medically (therapeutically or diagnostically) 

(2).

It has long been assumed that radiation-induced cancer rates at low doses or low dose rates 

are associated with lower rates (per unit dose) than those at higher doses and dose rates (1, 

2). Based on a combination of experimental and epidemiologic evidence the International 

Commission on Radiological Protection (ICRP) recommended the use of a dose and dose-

rate effectiveness factor (DDREF) of 2 to reduce solid cancer rates obtained from moderate-

to-high acute dose studies (e.g., those mostly derived from the Japanese atomic bomb 

survivors) when applied to low-dose or low-dose-rate exposures (1). Recently, the ICRP 

Task Group 91 (TG 91) has re-examined the evidence for such ameliorating effects of lower 

dose or lower dose-rate radiation exposures.

It has been known for some time that circulatory disease is associated with high acute doses 

(6, 7). There is emerging evidence that circulatory disease may also be associated with lower 

levels of radiation exposure, in particular at occupational dose levels (8-10). A meta-analysis 

and systematic review of various moderate- and low-dose-exposed groups (with mean dose 

<0.5 Gy) suggested that lifetime population risks associated with circulatory disease could 

be comparable to those for cancer (8).

Measurement error can substantially alter the shape of the dose-response relationship and 

thus the derived population risk estimates. The problem of dosimetric error in the LSS 

cancer data has been investigated by several researchers with a view towards removing 
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measurement-error bias in rate estimates. The method of dose adjustment usually employed 

is the so-called “regression calibration” method (11), which entails substitution of the DS02 

dose estimate by the expected true dose given the estimated dose. Although this approach 

leads to reasonable adjusted point estimates of rate parameters for linear dose-response 

models, it is an approximate method with non-linear dose-effect relationships and does not 

fully take account of the variability induced by the measurement errors. Bayesian 

approaches to the measurement error problem have been extensively developed over the last 

30 years, which distinguish and link models for disease, measurement error and exposure 

(12-14); dosimetric uncertainty is reflected in the variability of the model parameters. In 

principle, the Bayesian approach allows for more of the uncertainties, in particular relating 

to the dose-error distribution, to be taken into account and will produce a wider uncertainty 

envelope. There is an important practical advantage arising from use of the Bayesian 

Markov chain Monte Carlo (MCMC) approach to calculate population risk in that it easily 

facilitates estimation of propagated uncertainties from the sampled posterior distribution of 

model parameters to the population risks. In this work, assessment is made of uncertainties 

in population risk, which is a function of the model parameters.

We apply these approaches to grouped data on cancer and circulatory disease mortality in 

the LSS cohort using the recently published mortality dataset of Ozasa et al. (15) and 

compare resulting risk estimates to those based on the regression calibration method. A 

variety of fitted models, specifically modeling both relative and absolute rates, will be used 

to estimate lifetime population cancer and circulatory disease mortality risks for a number of 

major world populations. We are particularly interested in assessing evidence for curvature 

in the dose response. This work was undertaken as part of work done for ICRP TG91 by the 

first and last authors.

METHODS

Poisson disease models were used for all fitting to the LSS mortality data, closely following 

the structure of the existing publicly available dataset of Ozasa et al. (15). The models that 

were used in this work are fundamentally functions of the (unobserved) “true” mean organ/

tissue dose, D, averaged over the survivors in the stratum. Two specific forms of rate model, 

namely generalized relative rate and generalized absolute rate models, were used for all 

malignant and circulatory disease end points, where the expected number of cancer or 

circulatory disease deaths in the stratum, with city c, sex s, attained age a, age at exposure e, 

other stratifying variables v (calendar period of follow-up, ground distance category, Adult 

Health Study status) and “true” average organ/tissue dose, D, for the generalized excess 

relative rate model (ERR) is:

PY ℎ0(a, e, c, s, v)[1 + ERR(s, a, e, D)], (1)

where PY is the number of person-years of follow-up in the stratum. The dose D is 

measured in Gy, weighted by a neutron relative biological effectiveness (RBE) value of 10 

(1), as employed in most previously published LSS analyses (5, 16, 17). The appropriate 

RBE-10 weighted organ/tissue dose (colon, lung, stomach, breast, red bone marrow) was 

used for the relevant analyses of each cancer site; for all solid cancers combined, colon dose 
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was used. For circulatory disease lung dose was employed. The corresponding generalized 

excess absolute rate (EAR) is:

PY [ℎ0(a, e, c, s, v) + EAR(s, a, e, D)] . (2)

The functions ERR(s, a, e, D) and EAR(s, a, e, D) describe the radiation-induced ERR and 

EAR, respectively, and were assumed to be zero for zero average organ/tissue dose; 

h0(a,e,c,s,v) describes the “baseline” (zero dose) cancer or circulatory disease mortality rate.

Previous dose-response relationships considered for these and other similar datasets include 

linear and quadratic models, and certain more general forms (8, 18-24). In modeling all end 

points except leukemia, the following expression for ERR(s, a, e, D) was used:

ERR(s, a, e, D) = (αD) + βD2) exp[κ1 1s = male
+ κ2[e − 20] + κ3[y − 30]], (3)

where y = a – e is time since exposure. For leukemia, a slightly different form of temporal 

adjustment was used, identical to that previously used elsewhere (2, 25):

ERR(s, a, e, D) = αD + βD2 exp[κ1 ln[e ∕ 20] + κ2 ln[a ∕ 50]] . (4)

This yields an ERR that is linear-quadratic in dose, and with adjustment to the ERR for age 

at exposure, e, and attained age, a. Similar expressions were used to model EAR. Slight 

variants of these models, using adjustments to the ERR or EAR similar to those employed 

by Ozasa et al. (15) were also fitted; further details of these models are given in the 

Supplementary Information (https://doi.org/10.1667/RR15571.1.S1).

It should be emphasized that the “true” stratum-average organ/tissue dose, D, is not known; 

the only recorded dosimetric quantity in any stratum is the “nominal” stratum-average DS02 

revision 1 (DS02R1) organ/tissue dose, d. The DS02R1 organ doses are those employed by 

Grant et al. (26) in recent analyses of the LSS cancer incidence data, and slightly modify the 

previous DS02 system.

Model Fitting

Classical (likelihood-based) analysis using regression calibration.—Following 

the example of Pierce et al. (18), in this work the distribution of the nominal dose d 
conditional on the true dose D was assumed to be log-normal. At an individual level, the 

“true” dose distribution in each of the two cities (Hiroshima, Nagasaki) was modeled by a 

generalized Weibull distribution, in which the probability density of the “true” dose D in city 

c and sex s was given by:

wsc(D) = ω1sc ω2scω3scDω3sc − 1 + ω4sc exp[ − ω2scDω3sc − ω4scD]
+ 100[1 − ω1sc]1D < 0.01 .

(5)
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This superposition of an extended Weibull density function [similar to that used previously 

(27, 28)], with an additional uniform density on the true dose interval [0.0, 0.01], was 

previously used (25).

The methods used for adjusting for dosimetric error were reasonably similar to those 

employed by Little et al. (25). In general, the mean true dose Di in stratum i was not known; 

the only observable dosimetric quantity in the stratum is the nominal (or estimated) DS02R1 

dose di. It can be shown (11) that approximately unbiased parameter estimates are obtained 

by replacing ERR(i, Di) or EAR(i, Di) with E[ERR(i, Di) ∣ di] or E[EAR(i, Di) ∣ di], 
respectively, in the model fitting. This approach to measurement error correction is an 

example of “regression calibration” (11).

For computational simplicity, in the LSS mortality data E[Di ∣ di] and E[Di
2 ∣ di], were 

evaluated, and substituted into ERR(i, Di) or EAR(i, Di). Therefore, for example, Eq. (3) was 

replaced with:

ERR(s, a, e, E[D ∣ d]) = αE[D ∣ d] + βE D2 ∣ d x
exp[κ1 1s = male + κ2[e − 20] + κ3[y − 30]] .

(6)

Models were fitted by Poisson maximum likelihood (29).

Measurement error at individual level.—The natural modeling of measurement error 

in Bayesian MCMC methods is at the individual level. The stratification creates groups of 

subjects, and so requires transfer of the modeling of measurement error on the individual 
dose to the measurement error on the mean dose over the stratum. At an individual level, the 

“true” dose distribution in each of the two cities (Hiroshima, Nagasaki) is modeled as above 

by a generalized Weibull distribution, as given by Eq. (5), and this yields in a natural way a 

distribution of mean dose at the stratum level, and as above, a “classical” measurement error 

model was employed.

Bayesian modeling at the strata level.—As in the earlier published work of Little et 
al. (22, 23, 25) a two-stage method was used for modeling the stratum-specific dosimetric 

uncertainties, described in more detail there and in the Supplementary Information (https://

doi.org/10.1667/RR15571.1.S1). In the first-stage Monte Carlo sampling, the parameters of 

the generalized Weibull distributions are simulated via a Metropolis-Hastings algorithm. 

This first-stage Markov Chain sampling also computes the distribution of the dose means for 

each dose group. The uncertainty in the Weibull distribution parameters is considered in the 

prior parameters for the mean μij, and variance σij2 , which determine the distribution of the 

Dij in the first-stage sampling (as described in step f in the section “Bayesian modelling at 

the strata level” in the Supplementary Information. The means μij and variances σij2  of these 

stratum level dose means are then used to determine the parameters for normal or gamma 

priors for the means, which form the priors for the dose means Dij in the second stage of 

Little et al. Page 5

Radiat Res. Author manuscript; available in PMC 2021 September 16.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



model fitting, using Gibbs sampling; 35% log-normal dose errors are assumed, consistent 

with the magnitude of error assumed previously by various researchers (18, 22, 25).

This procedure was necessitated by the grouped nature of the data, in particular by the fact 

that individual “nominal” doses are not available. However, it has certain decisive 

advantages in relationship to computational speed and convergence. In the second stage, the 

derived distribution of all the Dij was then used together with the disease model Eqs. (1)-(4), 

to derive the posterior distribution of the parameters of these models. The second-stage 

Bayesian sampling was performed using OpenBUGS (30). The deviance information 

criterion (DIC) was used as a method of model choice, as outlined by Spiegelhalter et al. 
(31). All Fortran code for the first-stage sampling and OpenBUGS code for the second-stage 

sampling is available from upon request from the corresponding author (MPL)

Sampling from the full posterior distribution of the various model parameters in the 

Bayesian method was achieved using MCMC simulation (13, 14) since no analytic 

expression for the posterior distribution is available. Generally vague prior distributions 

were assumed for most model parameters. Care was taken to check stability and 

convergence of the posterior MCMC samples, using Brooks-Gelman-Rubin (BGR) statistics 

(32, 33) and other graphical techniques; in all cases BGR statistics were less than 1.05, and 

with one exception (the leukemia relative rate model coefficients) were less than 1.01.

Lifetime Risk Projection

All high-dose-rate lifetime population cancer mortality risks were evaluated from model 

Eqs. (3) and (4) fitted to the Japanese data by regression calibration/maximum likelihood, or 

by Bayesian MCMC, as discussed above. Four commonly used measures of lifetime risk 

were calculated in this work, namely excess deaths per unit dose, risk of radiation exposure-

induced death (REID) per unit dose, years of life lost per unit dose and years of life lost per 

radiation-induced death. All four measures of risk are discussed in more detail elsewhere 

(23, 25) and in the Supplementary Information (https://doi.org/10.1667/RR15571.1.S1), and 

have been employed by a number of national and international scientific committees (1-3, 

34). In calculating all these risk measures, for most purposes (Tables 2-5; Supplementary 

Tables S5 and S9) the age- and sex-specific mortality rates of the current (2017) UK 

population (35) and the various other national populations (France, USA, Russia, Japan, 

China) (36) were used as the background rates. All projections assumed a two-year 

minimum latent period for leukemia, and a five-year minimum latent period for solid 

cancers and circulatory disease. These values of latent period have been assumed in many 

previous analyses of the cancer and circulatory disease data (2, 8, 9). Population risks are 

evaluated up to age infinity, although in practice the contribution for age >120 years was 

negligible. Each set of model parameter values from the MCMC sample was used to 

calculate each of the above four measures of population cancer risk for these current 

populations. This sample of parameter values was therefore associated with a sample of 

population cancer and circulatory disease mortality risks for these populations. The 

distribution of REID is shown graphically in Fig. 2. The cause-specific risks were evaluated 

singly, assuming that each specific cause of death was the only one being affected by 

radiation. In this way it mirrors exactly what was done in the UNSCEAR 2006 report (2), 
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and also in previously published studies (23, 25). Slightly different calculations could be 

envisaged in which all radiogenic causes of death were assumed to operate together, jointly 

decrementing the survival probability, such as that which was performed by the ICRP (1, 

37); jointly calculated risks would therefore be expected to be slightly lower. We prefer the 

individual estimates of risk because end point-specific estimates of years of life lost are 

thereby more easily derived. Nevertheless, the results of employing this alternative method 

of evaluating risk are given in Supplementary Table S10 (https://doi.org/10.1667/

RR15571.1.S1).

RESULTS

Figure 1 shows the MCMC mean colon dose compared with the unadjusted colon dose, and 

the analogous plot for red bone marrow dose. As can be seen, there is some scatter above 

approximately 3 Gy colon dose, and increased scatter above approximately 2 Gy red bone 

marrow dose. Supplementary Fig. S2 (https://doi.org/10.1667/RR15571.1.S1) shows the 

same plots, but by city (Hiroshima compared with Nagasaki), while also showing the 

comparison with the regression calibration adjustment estimated by Pierce et al. (18). As is 

evident here, the regression calibration adjustment of Pierce et al. (18) is generally 

consistent with the adjustment implied by our models, for each city. The means of the 

MCMC model coefficients (Table 1) are generally close to the model coefficients fitted to 

the regression-calibration adjusted doses (Supplementary Table S4). Table 2 suggests that 

for a test dose of 0.1 Gy, solid cancer, leukemia and circulatory disease mortality risk for a 

UK population using generalized linear-quadratic relative rate models were estimated as 

3.88% Gy−1 [95% Bayesian credible interval (BCI): 1.17, 6.97)], 0.35% Gy−1 (95% BCI: 

−0.03, 0.78) and 2.24% Gy−1 (95% BCI: −0.17, 13.76), respectively. Using a generalized 

absolute rate linear-quadratic model at 0.1 Gy, the risks for these three end points were 

estimated as 3.56% Gy−1 (95% BCI: 0.54, 6.78), 0.41% Gy−1 (95% BCI: 0.01, 0.86) and 

1.56% Gy−1 (95% BCI: −1.10, 7.21), respectively. The years of life lost at this test dose 

using the relative rate model for these three end points are, respectively, 0.55 years Gy−1 

(95% BCI: 0.17, 0.96), 0.07 years Gy−1 (95% BCI: 0.00, 0.22), and 0.18 years Gy−1 (95% 

BCI: −0.02, 1.01) (Table 2). The years of life lost at this test dose using the absolute rate 

model for these three end points are 0.49 years Gy−1 (95% BCI: 0.08, 0.91), 0.13 years Gy−1 

(95% BCI: 0.00, 0.27) and 0.12 years Gy−1 (95% BCI: −0.01, 0.35), respectively (Table 2). 

Very similar risks are predicted by maximum-likelihood fitted models using either the 

unadjusted, Radiation Effects Research Foundation (RERF) adjusted-truncated, regression-

calibration adjusted or the stage-1 MCMC dose means, but the adjusted-truncated doses 

generally yield somewhat lower risks (Table 3). For example, for a test dose of 0.1 Gy, the 

central estimate of population risk for solid cancers is lower for the Bayesian MCMC model 

than for the unadjusted model fits or the regression calibration fits, 3.88 Gy−1 vs. 4.49 Gy−1 

vs. 4.19 Gy−1, respectively, and likewise for circulatory disease 2.24 Gy−1 vs. 2.52 Gy−1 vs. 

2.61 Gy−1. However, for leukemia the regression-calibration risk is 0.33 Gy−1, and so is 

slightly lower than the central estimate using MCMC, 0.35 Gy−1, and the unadjusted risk 

model, 0.43 Gy−1 (Tables 2 and 3). As with the Bayesian model fits (Table 2), increasing the 

test dose from 0.01 Gy to 1 Gy yielded a near doubling in risk per unit dose for solid cancer, 

leukemia and the miscellaneous group of solid cancers excluding lung, stomach and breast, 
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whether using the relative or absolute rate models, but for lung, stomach and breast cancers, 

the risk per unit dose did not change much, and for circulatory disease there was some 

reduction in risk per unit dose with increasing dose (Table 3). Using the alternative 

adjustments to the ERR and EAR models suggested by Ozasa et al. (15) did not markedly 

change the pattern of variation of risk with test dose (Supplementary Table S9; https://

doi.org/10.1667/RR15571.1.S1). The results of jointly estimating population risks across all 

mortality end points rather than singly estimating risks are given in Supplementary Table 

S10. In general, the two sets of risks are close (almost always within 5%) when test doses of 

0.01 or 0.1 Gy are used, although the discrepancy is slightly larger, up to 15%, when a test 

dose of 1 Gy is employed.

In general, there were higher radiation risks for females compared to males (Supplementary 

Table S5; https://doi.org/10.1667/RR15571.1.S1). This was true both for solid cancer and 

circulatory disease overall, as well as for lung, breast, stomach and the group of other solid 

cancers, and was the case whether relative or absolute rate projection models were employed 

(Supplementary Table S5). However, for leukemia this pattern was reversed (Supplementary 

Table S5).

Supplementary Fig. S1 (https://doi.org/10.1667/RR15571.1.S1) suggests that there is a 

substantial downturn in the dose response at high doses for most cancers and circulatory 

disease, in particular for the two highest unadjusted colon dose groups (3–4 Gy, 4–6 Gy). 

For this reason, most results are presented using those survivors with unadjusted, 

untruncated weighted colon dose ≤3 Gy. This is comparable to the most recently published 

analyses in the LSS where the subjects with shielded kerma >4 Gy were treated separately, 

either using an indicator of high dose or excluding those subjects (26); only 9 subjects with 

shielded kerma >4 Gy remained in the group of survivors with unadjusted weighted colon 

dose ≤3 Gy. However, we present sensitivity analysis using survivors restricted to colon dose 

≤2 Gy or ≤4 Gy (Table 5). Even at lower doses there is considerable evidence of dose-

response curvature, generally positive for cancer end points (and in particular, all solid 

cancer, lung cancer, all solid cancers apart from lung, stomach and breast, and leukemia), 

and generally negative for circulatory disease, as indicated by the size of the quadratic dose 

coefficients and their BCI in all models (Table 1), and as also shown in Fig. 3. Another 

indication of this is that for solid cancer and leukemia, risk estimates (per unit dose) are 

approximately doubled when going from a test dose of 0.01 to 1.0 Gy (Tables 2 and 3). This 

evidence of upward curvature is not much changed if only those survivors with unadjusted 

colon dose ≤2 Gy are considered, but the evidence of variation in risk per unit dose with test 

dose is much weaker if those survivors with unadjusted colon dose ≤4 Gy are considered 

(Table 5). Lifetime mortality risk estimates varied somewhat between populations, with 

lower cancer risks in aggregate for China and Russia, but higher circulatory disease risks for 

Russia, particularly using the relative rate model (Table 4). There is more pronounced 

variation for certain cancer sites and certain types of projection models, so that breast cancer 

risk is markedly lower in China and Japan using a relative rate model, but the opposite is the 

case for stomach cancer (Table 4). There is less variation between countries using the 

absolute rate models for stomach cancer and breast cancer, but not for lung cancer, aggregate 

solid cancer risk, the remainder category of solid cancer excluding lung, stomach and breast 

cancer, or for circulatory disease (Table 4).
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Supplementary Table S6 (https://doi.org/10.1667/RR15571.1.S1) shows that while for most 

end points the absolute and relative rate models yield roughly equal DIC, for all solid cancer, 

lung cancer, solid cancer except lung, stomach and breast, and leukemia the relative rate 

models have substantially lower DIC than the absolute rate models (32,920.0 vs. 32,930.0, 

9,193.0 vs. 9,198.0, 22,750.0 vs. 22,760.0, 3,246.0 vs. 3,379.0, respectively). For breast 

cancer the absolute rate model has lower DIC than the relative rate model (2,765.0 vs. 

2,772.0). The DIC for the models with alternative adjustments to the ERR and EAR 

suggested by Ozasa et al. (15) were close to those of the corresponding standard model 

(Supplementary Table S7), and in particular for all solid cancers, the relative rate models had 

lower DIC than the absolute rate models (32,920.0 vs. 32,930.0).

DISCUSSION

In this paper a class of linear-quadratic excess relative and absolute rate models, allowing for 

modifications in rates by time since exposure and age at exposure, have been fitted to the 

latest Japanese atomic bomb survivor mortality data. The uncertainty distributions in the 

model parameters, which were taken from the posterior distribution of the Bayesian models, 

were used to derive uncertainties in lifetime population mortality risks for several 

contemporary national populations.

A notable feature of our model fits is the curvature in the dose response for all end points, in 

particular solid cancer, leukemia and circulatory disease (Tables 1 and 2, Fig. 3). There has 

been considerable interest engendered by a recently published analysis of the LSS incidence 

data, which showed evidence of upward curvature for solid cancer among males but not 

females (26). However, recent reanalysis of the incidence data taking account of 

heterogeneity in cancer-specific background rates found that the curvature in the male dose 

response, and the difference from the female dose response, was somewhat reduced (38). 

The estimates of the curvature parameter (the ratio of the quadratic to linear coefficients) for 

males obtained by excluding certain influential groups of cancer end points, or stratifying by 

end point, with values ranging from −0.058 Gy−1 to 0.71 Gy−1 (38), overlap with ours (for 

both sexes, Table 1); given the width of the Bayesian credible intervals in the final column of 

Table 1, the two datasets are clearly statistically consistent. Ozasa et al. (15) analyzed the 

solid cancer mortality data over the 0–2 Gy dose range and documented curvature over the 

full follow-up of 0.81 Gy−1 (95% CI: 0.08, 8.6), a value entirely consistent with those given 

here (Table 1). Ozasa et al. (15) also showed that the curvature increased over the follow-up. 

Cullings et al. (39) re-analyzed the LSS mortality data of Ozasa et al. (15) using the original 

DS02 dosimetry and the revised DS02R1 dosimetry that is employed here, and showed that 

the effect of the change in dosimetry was to increase curvature for males, from 0.05 Gy−1 for 

DS02 to 0.12 Gy−1 for DS02R1, but there was no change in the curvature for females, which 

was 0.13 Gy−1 for both DS02 and DS02R1. Over the 0–2 Gy dose range the changes in 

curvature were more complex, going from 3.2 Gy−1 for males and 0.50 Gy−1 for females 

using DS02 to 1.14 Gy−1 for males and 1.01 Gy−1 for females using DS02R1 (39). These 

curvature values over the 0–2 Gy dose range are entirely consistent with what we found over 

the 0–3 Gy dose range in the current study (Table 1). The curvature that can be seen in the 

higher dose groups may reflect dose errors, which could be more substantial in these groups 

of survivors. It may also reflect the effect of selection, since these higher doses are close to 
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the human LD50 for acute gamma radiation doses, thought to be 3–5 Gy for healthy adults 

(40).

The Bayesian MCMC methodology that is employed in fitting the rate models is somewhat 

similar to that previously applied by Little et al. (25), and used also in the UNSCEAR 2006 

report (2). As in the previous analysis (25), there are only modest differences in the central 

estimates of population risk derived from the Bayesian MCMC models and the regression 

calibration adjusted rate models, or indeed from models without adjustment for dose error 

(Tables 2 and 3). However, in the earlier studies (2, 25) risks were only derived for solid 

cancer and leukemia, as these were the only mortality end points available with the then 

current DS02 doses (41). Since then there has been extended follow-up, from the end of 

2000 (5) to the end of 2003 (15), and a further change in the dosimetry, to DS02R1, 

resulting from updates to map location data and improved modeling of terrain shielding; in 

the group exposed to <3 Gy, the extra 3 years of follow-up results in another 803 (on top of 

10,083) solid cancer deaths, another 22 (on top of 285) leukemia deaths and another 943 (on 

top of 18,058) circulatory disease deaths.

Another advantage of the Bayesian MCMC method in comparison with the regression-

calibration method is that the adjustments for random dosimetric error take account of the 

information provided by cancer outcome, as a result of the conditional sampling in the 

second-stage sampling (as described in step g in the section “Bayesian modelling at the 

strata level” in the Supplementary Information (https://doi.org/10.1667/RR15571.1.S1). In 

particular, it should be noted that the mean doses Dij are also updated as part of the 

conditional updating of doses and all other parameters. The uncertainty in the Weibull 

distribution parameters is taken into account in the prior parameters for the mean μij and 

variance σij2  that determine the distribution of the Di in the first-stage sampling (as described 

in step f in the section “Bayesian modelling at the strata level” in the Supplementary 

Information), although the Weibull distribution parameters are not part of the second-stage 

sampling.

We model seven mortality end points, which include circulatory disease as well as six 

malignant end points encompassing the main types of radiogenic cancer. In the earlier 

published studies (2, 25) a simpler Weibull model was used for the stage 1 Bayesian MCMC 

model fits, with constraints on the parameters ω1 = 1 and ω4 = 0; this corresponds to the 

standard Weibull distribution. However, the regression calibration model fitted in the earlier 

work (25) used the same dose model as that given here. There were substantial differences in 

the rate models fitted, which in the earlier work were generally of linear-quadratic-

exponential form, with adjustments using log-linear functions of sex, ln[age], ln[age at 

exposure] and ln[time since exposure], in contrast to the linear-quadratic functions used 

here, with adjustments for sex, age at exposure and time since exposure; however, the form 

of the adjustments to the leukemia relative and absolute rate models for age at exposure and 

time since exposure was identical to that previously employed (25). The simpler linear-

quadratic models were chosen here in part because of the difficulties in identifying 

parameters in the linear-quadratic-exponential model, discussed in the previous study (25), 

which could inflate variance unnecessarily. Fits of the linear-quadratic-exponential models 
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were attempted, generally unsuccessfully, because of lack of convergence of the Markov 

chains. There were problems of convergence also in parallel maximum-likelihood-based fits 

of linear-quadratic-exponential models, analogous to the model fits described in 

Supplementary Table S4 (https://doi.org/10.1667/RR15571.1.S1). There have been many 

other analyses modeling dose error in the LSS, usually by means of regression calibration 

(18, 19, 21, 25, 42), but simulation-extrapolation (SIMEX) methods (43) have also been 

employed (44, 45). As would be expected, the resulting central estimates of model 

parameters that the Bayesian methodology gives are similar to those obtained using 

likelihood-based methods using regression-calibration adjustment (see Table 1 and 

Supplementary Table S4) and the associated central estimates of population risk implied by 

the two types of model are also similar (Tables 2 and 3). However, the uncertainties in 

population risk that the Bayesian method gives cannot be readily compared with results from 

regression calibration fits; while in principle uncertainties could be estimated from 

regression calibration fits, this is rarely done.

Statistically, the optimal models (those with the lowest DIC) are the ERR models, but for 

most end points there is not much to choose in goodness of fit (Supplementary Table S6; 

https://doi.org/10.1667/RR15571.1.S1). However, this is not simply a statistical question. As 

discussed by Little and Wakeford (46) there are grounds for thinking that certain cancer 

sites, specifically breast cancer and lung cancer, are better modeled by absolute rate models, 

and that other sites, specifically stomach cancer and leukemia, are better modeled by relative 

rate models.

Comparison of Risks with Those Previously Estimated

The solid cancer mortality risks derived here are generally similar to those others have 

calculated, as shown in Table 6. In general, the uncertainties derived here are comparable 

with those predicted in the other studies. For example, at a test dose of 1.0 Gy for a UK 

population, the risk of REID is 6.59% Gy−1 (95% BCI: 4.82, 8.46), whereas the risks 

calculated by Little et al. (25) [and in the UNSCEAR 2006 report (2)] at the same dose were 

6.66% Gy−1 (90% BCI: 5.29, 8.09). The UNSCEAR 2000 report (47) calculated risks that 

range between 7.9% and 14.4% Gy−1; two methods were employed to transfer of risk 

between the Japanese atomic bomb survivors and the current UK population, i.e., relative 

and absolute rate transfer. As shown in Table 2, models with absolute transfer of rates 

produce somewhat higher risks, 7.51% (95% BCI: 5.61, 9.50) Gy−1, compared with relative 

rate models, 6.59% (95% BCI: 4.82, 8.46) Gy−1. This contrasts with the UNSCEAR 2000 

report models, in which models with absolute transfer of rates produce risks in the range 

7.9%–12.6% Gy−1, compared to the relative rate model range of 10.1%–14.4% Gy−1. The 

UNSCEAR 2000 report also uses two different risk projection models, one in which relative 

rate varies with age at exposure, the other in which it varies proportional to a power of 

attained age. The age-at-exposure model generally produces higher risks. These should be 

contrasted with the more flexible variation of relative or absolute rate employed here, 

allowing for variations in excess (relative or absolute) rate as a function of age at exposure 

and time since exposure.
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The leukemia risks predicted using the Bayesian MCMC method are also reasonably 

consistent with those derived by various other bodies, as shown in Table 6. There are 

generally smaller discrepancies between the risks given here for leukemia and those 

calculated by others than for solid cancers. In general, the risk uncertainty range in the 

current study is similar to that predicted by Little et al. (25) [and in the UNSCEAR 2006 

report (2)], who used a similar Bayesian methodology, but based on a slightly older version 

of the LSS cancer mortality data. For the most part, uncertainties derived here are at least as 

large as those predicted by others, the only significant exception being the study of Little et 
al. (48). As shown in Table 6, the 95% uncertainty range in REID calculated here at the test 

dose of 1.0 Gy, 0.75–1.56% Gy−1, is encompassed by the larger uncertainty range derived 

from Little et al. (48), 0.03–2.33% Gy−1. Alone among the studies presented in Table 6, the 

risks in the study of Little et al. (48) are not directly based on models fitted to the Japanese 

atomic bomb survivors; Little et al. (48) assessed risks and uncertainties using a novel 

expert-elicitation methodology within a Bayesian framework that involves elicitation of 

uncertainties in cancer risk from a panel of experts. This approach should be contrasted with 

that adopted in a recent NCRP report (49), as well as in the NCI-CDC revised radio-

epidemiological tables (50), in both of which a committee assessed various sources of 

uncertainty (e.g., sampling uncertainty, model uncertainty, dosimetric error) in cancer rate 

models. These were used to propagate uncertainties in population risk (49) and probability 

of causation (50). However, unlike Little et al. (48), the resulting uncertainty distributions 

are a consensus; no attempt was made to elicit uncertainties from each individual on the 

committee, and it could be argued that uncertainties may be underestimated in consequence.

One factor that results in variation in absolute rate model projections between countries is 

life expectancy, a function of the overall mortality rates. For solid cancer and circulatory 

disease this likely accounts for the generally low absolute rate model-based projections for 

Russia, and the relatively large risks for France (Table 4). For the relative rate models this 

consideration also applies, but for these end points there is an offsetting effect of the very 

much higher baseline end point-specific mortality rates in Russia compared to France.

Other Considerations

One of the consistent features of mortality risks that we observed, as have many others (2), 

is the generally higher radiation risk for females compared to males (Supplementary Table 

S5; https://doi.org/10.1667/RR15571.1.S1). This was true both for solid cancer and 

circulatory disease overall, as well as other individual solid cancer sites, and was the case 

whether relative or absolute rate projection models were employed (Supplementary Table 

S5). Only for leukemia was this not the case (Supplementary Table S5).

In principle, the modeling conducted in this work could be extended to take account of 

model uncertainties, and in particular other sorts of errors in the DS02R1 dosimetry from 

those considered here. It might also be possible to take account of uncertainties in the 

magnitude of the dose errors, but this would require access to individual data; the two-step 

model formulation adopted here (see Methods), because of the grouped nature of the 

publicly available data, makes this difficult or impossible. It might also be possible to 

construct more sophisticated models that account for the likely differential magnitude of the 
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errors for survivors with different types of shielding. It is very likely that the survivor dose 

errors are not purely classical in form. For example, there will certainly be a Berkson-type 

error component because of the rounding of reported map coordinates and the rather limited 

number of canonical shielding situations considered in the dosimetry system. Pierce and 

Kellerer (51) have discussed how such a mixed Berkson-classical error model could be 

fitted, but implementing it would be difficult or impossible given the grouped data we have 

access to. The fact that survivors will in general contribute to more than one cell in the 

person-year table will induce some correlations between the posterior doses in these cells. 

This would be expected to result in a slight widening of confidence intervals (52). However, 

simulations performed elsewhere (45) suggest that the effect of these induced correlations on 

regressions using the person-year table are likely to be negligible. The two-step approach 

that is used here is adopted in part because of the substantial reduction in computational 

burden in comparison with analysis based on individual doses. The reason for this is that in 

the current approach we are only making inference on unknown doses in a few thousand 

cells in the person-year table, whereas we would be doing so for approximately 80,000 cells 

for an individual-based analysis.

There are additional uncertainties in the atomic-bomb survivor doses used here, not reflected 

in what we present. It is likely that the RBE for cancer of the neutron component of dose 

will slightly decrease with increasing distance from the hypocenters in Hiroshima and 

Nagasaki, because of the hardening of the neutron energy spectrum with increasing distance 

in both cities (53). However, even when neutron absorbed doses are weighted by the RBE of 

10 used here, they comprise only about 9% and 3% of the total weighted absorbed dose in 

Hiroshima and Nagasaki approximately 1,000 m from the respective hypocenters, a fraction 

that decreases with increasing distance from the hypocenters (5). Possibly of greater 

significance is the hardening of the gamma energy spectrum with distance from the two 

hypocenters (54), which is likely to induce some decrease in the biological effectiveness of 

the photon component of dose (55).

One could envisage construction of a model in which information was shared among cancer 

sites, so that, for example, some of the rate parameters (e.g., main slope parameter, 

parameter for age-at-exposure modifier) could be assumed to come from the same prior 

distribution for a subset of specific cancer sites. Additionally, one might assume an 

informative prior distribution for the site-specific ratios of quadratic to linear components 

[i.e., a prior distribution for site-specific low dose extrapolation factor (LDEF)]. However, 

this would take us beyond the scope of the current study.

In general, the marked estimates of dose-response curvature for most malignant end points 

(Tables 1 and 2) suggest that there is a substantial ameliorating effect of low-dose compared 

to high-dose exposure for these end points, implying that the LDEF is greater than 1. There 

is much (quite old) experimental data yielding information on LDEF, and the somewhat 

related idea of dose-rate extrapolation factor (DREF), the factor by which one divides risk at 

high dose rate to obtain risk at low dose rate, accounting for the ameliorating effect of low 

dose rate (56). Our findings are consistent with this older body of data (56), although 

moderately inconsistent with results of a recently published re-analysis of the JANUS 

experimental animal data, which suggested only modest LDEF, of approximately 1.2 for all 
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solid tumors and generally no more than 2 (57). However, the LDEF we find for most 

malignant end points is consistent with the DDREF of 2 adopted by ICRP (1). The ICRP 

DDREF (1) also incorporates adjustment for DREF, for which the calculations in this work 

provide no information. The JANUS re-analysis suggests a DREF, independent of LDEF, in 

the range of 1.2–2.3 (57). Set against that, recent analyses of nuclear workers exposed at 

predominantly low dose rate do not suggest radiation risks markedly different from those in 

comparable (age/sex matched) subsets of the LSS (58, 59). While this may suggest a DREF 

(and indeed DDREF) of close to 1, this inference may be faulty. The radiation received by 

nuclear workers is mostly in the 100 keV–3 MeV range, and therefore likely to be more 

effective (per unit dose) by approximately a factor of 2 than the radiation received by the 

atomic bomb survivors, with energy predominantly in the 2–5 MeV range (60), so that the 

risks in the nuclear workers and the LSS are still consistent with a DDREF of 2 (61). 

Furthermore, uncertainties in occupational doses and their effect on the dose response 

should be considered (62). The JANUS data suggest an LDEF for circulatory disease of 

about 1, with substantial uncertainties (57). A meta-analysis of epidemiologic circulatory 

disease data suggests 2.1-2.8 fold higher risk per unit dose associated with low or 

fractionated doses (9). Both these findings are consistent with our observations for this 

endpoint.

The Bayesian MCMC methodology that has been employed in model fitting here and in 

previously reported analyses of the Japanese incidence and mortality data (22, 23, 25) is 

unusual, at least as applied to the LSS dataset, in that it explicitly takes account of random 

errors such as those in the DS02R1 dose estimates, as well as uncertainties in the model 

parameters determining the shape of the dose response and the variation of rate as a function 

of time since exposure and age at exposure. As previously discussed elsewhere (22, 23, 25), 

despite the novelty of this technique, the results that it gives are similar to those obtained by 

regression-calibration methods used by other researchers (18, 19, 21, 25, 42), as shown in 

Table 6. The reasons for this are not surprising. When vague priors are assumed, the 

difference between the Bayesian MCMC approach and the first-order regression-calibration 

approach is between using the exact likelihood and using the regression-calibration 

approximation, obtained by substituting in the likelihood for the true dose D the conditional 

expectation, E[D∣d], of the true dose given the nominal dose d. It is well known that when 

dosimetric errors are not too large, as is the case here, the first-order regression-calibration 

parameter estimates are a good approximation to the full likelihood-based estimates (11, 63, 

64).

A theoretical advantage of the Bayesian approach is its lack of reliance on the asymptotic 

normality assumptions that are fundamental to much frequentist inference (65). This will 

matter most when small datasets are being analyzed. However, when, as here, the numbers 

of events (deaths) are mostly large, asymptotic normality of frequentist statistics will be 

valid, so that differences between a Bayesian and frequentist approach should not be large.

However, there is an important practical advantage arising from use of the Bayesian MCMC 

approach to calculate population risks. In this work, assessment is made of uncertainties in a 

non-linear population risk function REID(s,a,Dt) = REID(s,a,Dt,θ) (among others) of the 

model parameters, θ. The Bayesian MCMC approach produces an arbitrarily large collection 
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of realizations (θj)j sampled from the posterior parameter distribution. The uncertainty in the 

function REID(s,a,Dt,θ) can be directly evaluated by describing the distribution of values 

[REID(s,a,Dt,θj)]j.

CONCLUSIONS

We have fitted linear-quadratic ERR and EAR models to the latest Japanese atomic bomb 

survivor mortality data using classical (regression-calibration) and Bayesian methods. In 

general, we find quite substantial dose-response curvature for most end points, in particular 

solid cancer, leukemia and circulatory disease, although the direction of curvature is positive 

(upward curving) for the malignant disease end points, and negative (downward curving) for 

circulatory disease. This suggests that the LDEF for cancer may be approximately 2, and 

lower than 1 for circulatory disease, although with substantial uncertainties (Table 2). Risks 

that we derive, for a variety of contemporary populations (UK, USA, France, Russia, Japan, 

China) are generally similar to those obtained by others, and there is little difference 

between the classical and Bayesian central estimates. Risk estimates varied somewhat 

between populations, with lower cancer risks in aggregate for China and Russia, but higher 

circulatory disease risks for Russia using the relative rate model, although not using the 

absolute rate model. There was more pronounced variation for certain cancer sites and 

certain types of projection models, so that breast cancer risk was markedly lower in China 

and Japan using a relative rate model, while the opposite was the case for stomach cancer. 

There was less variation between countries using the absolute rate models for stomach 

cancer and breast cancer, but this was not the case for other types of solid cancer, or for 

circulatory disease. Apart from leukemia, risks were generally higher for females than for 

males, irrespective of the rate model used.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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FIG. 1. 
Untruncated unadjusted weighted colon and bone marrow dose vs. posterior mean of 

Markov chain Monte Carlo weighted colon (panel A) and bone marrow (panel B) doses 

from first-stage sampling. The solid red line is the diagonal (x = y).
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FIG. 2. 
Distribution of radiation exposure-induced death (REID) (% per Gy) evaluated at a test dose 

of 0.1 Gy and using relative rate models for a population with 2017 UK mortality rates for 

solid cancer (panel A), leukemia excluding CLL (panel B) and circulatory disease (panel C). 

Number of Monte Carlo samples from the 25,000, 125,000 and 50,000 sampled for these 

end points, respectively, after chain burn-in in intervals of REID in histogram with 

increment = 0.0005 per Gy.
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FIG. 3. 
Panels A–G: Dose response (and 95% CI) over 0–3 Gy unadjusted absorbed colon dose for 

mortality from (panel A) solid cancer, (panel B) lung cancer, (panel C) stomach cancer, 

(panel D) breast cancer, (panel E) all solid cancer apart from lung, stomach, breast, (panel F) 

leukemia, (panel G) circulatory disease. Log-linear models using a factor dose variable are 

fitted by maximum likelihood with stratification by city, sex, ground distance (<3 km, >3 km 

from hypocenters), age at exposure, attained age, calendar period of follow-up. The CI are 

estimated from the profile likelihood. The mean dose used is the posterior mean from the 

stage 1 Bayesian MCMC models.
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