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ABSTRACT

Objective: The study sought to review recent literature regarding use of speech recognition (SR) technology for

clinical documentation and to understand the impact of SR on document accuracy, provider efficiency, institu-

tional cost, and more.

Materials and Methods: We searched 10 scientific and medical literature databases to find articles about clini-

cian use of SR for documentation published between January 1, 1990, and October 15, 2018. We annotated in-

cluded articles with their research topic(s), medical domain(s), and SR system(s) evaluated and analyzed the

results.

Results: One hundred twenty-two articles were included. Forty-eight (39.3%) involved the radiology department

exclusively and 10 (8.2%) involved emergency medicine; 10 (8.2%) mentioned multiple departments. Forty-

eight (39.3%) articles studied productivity; 20 (16.4%) studied the effect of SR on documentation time, with

mixed findings. Decreased turnaround time was reported in all 19 (15.6%) studies in which it was evaluated.

Twenty-nine (23.8%) studies conducted error analyses, though various evaluation metrics were used. Reported

percentage of documents with errors ranged from 4.8% to 71%; reported word error rates ranged from 7.4% to

38.7%. Seven (5.7%) studies assessed documentation-associated costs; 5 reported decreases and 2 reported

increases. Many studies (44.3%) used products by Nuance Communications. Other vendors included IBM

(9.0%) and Philips (6.6%); 7 (5.7%) used self-developed systems.

Conclusion: Despite widespread use of SR for clinical documentation, research on this topic remains largely

heterogeneous, often using different evaluation metrics with mixed findings. Further, that SR-assisted docu-

mentation has become increasingly common in clinical settings beyond radiology warrants further investiga-

tion of its use and effectiveness in these settings.

Key words: speech recognition software, clinical documentation, clinical document quality, natural language processing,

dictation

INTRODUCTION

Clinician use of speech recognition (SR) technology for clinical docu-

mentation has increased in recent years. A recent survey reported that

more than 90% of hospitals plan to expand their use of front-end SR

systems (ie, direct dictation into free-text fields of the electronic health

record [EHR]) in the coming years.1 As SR-assisted documentation

has become more prevalent, there has been a simultaneous increase in

research studying the effect of this technology on clinicians’ workflow

and medical practice. A comprehensive systematic review is needed to

analyze and summarize relevant studies, identify knowledge gaps, and

shed light on possible future research directions.
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BACKGROUND AND SIGNIFICANCE

Several literature reviews about clinicians’ SR use have been

published over the past decade.2–6 A 2008 review of the use and

evaluation of SR technology in hospital settings found that SR was

most commonly used to assist in clinical documentation, although it

was also used for interactive voice response systems, controlling

medical equipment, and automatic translation systems.2 It also

noted a lack of comprehensive, standardized methods for evaluating

SR performance and utility, particularly those capable of consider-

ing the diverse clinical environments in which SR is used. This is a

continuing problem, demonstrated by a 2015 review of SR in the ra-

diology department, which found substantial heterogeneity across

reviewed studies.4 Nevertheless, existing literature reveals a number

of trends regarding the impact of SR on report turnaround time and

accuracy. In a 2014 review of SR use in healthcare applications, of

the 14 studies included, most evaluated productivity, which typically

improved following SR adoption, and report accuracy, which was

generally lower with SR than with other documentation methods.3

Hodgson and Coiera6 found a similar trend, with mean errors per

report tending to be higher for reports created with SR compared

with those created with traditional dictation and transcription.

Previous reviews included approximately 15–45 articles and of-

ten focused on a specific aspect of SR-assisted documentation, such

as effect on productivity or accuracy.4,7,8 Although there is overlap

in the time periods of this review and others, the present review

includes over 120 articles from 10 scientific and medical literature

databases relating to multiple aspects of SR-assisted clinical docu-

mentation over the past 3 decades. This broad scope reflects our aim

to identify primary research questions pertaining to clinicians’ use of

SR for documentation, review major findings related to these ques-

tions, determine existing knowledge gaps and challenges, and ulti-

mately propose specific areas we believe present significant

opportunities for future research.

MATERIALS AND METHODS

Data sources and searches
This review was conducted in compliance with the 2009 PRISMA

(Preferred Reporting Items for Systematic Reviews and Meta-

Analyses) statement.9 We conducted systematic database searches to

retrieve articles published from database inception through October

15, 2018. Databases searched include PubMed, the Cumulative In-

dex to Nursing and Allied Health Literature, Web of Science, Asso-

ciation for Computing Machinery Digital Library, IEEE Xplore,

ScienceDirect, MEDLINE, the Cochrane Database of Systematic

Reviews, PsycINFO, and Scopus. We iteratively built and refined

the search statements between April and June of 2017. We subse-

quently reviewed the references of included articles to identify

articles missed by database searching. The final search statements

and number of articles yielded are available in Supplementary

Appendix A.

Inclusion and exclusion criteria
Inclusion in the review required that all of the following criteria be

met: (1) the article was written in English; (2) the article included

metadata (authors, title, publication year) and an abstract; (3) the

article was published between January 1, 1990, and October 15,

2018 (SR was not widely used for clinical documentation until the

late 1980s); and (4) the abstract mentioned speech or voice recogni-

tion, a medical setting, and use of SR for documentation or similar

purposes (ie, it was not being used for therapy or interactive voice

control systems). Prior literature reviews were excluded from

analysis.

Article selection and annotation
Search results from each database were exported, and the title,

author(s), journal title or conference name, and publication year

were extracted. Duplicate articles were removed. A preliminary

screening was conducted to exclude articles failing to meet all inclu-

sion criteria.

Two authors (SB, JH) read the abstracts of all remaining articles,

writing a brief summary of each and manually consolidating the

summaries into a set of 19 research topics (Table 1).

Each article was then annotated by 2 reviewers with its research

topic(s), medical domain, and SR system(s) evaluated, if applicable.

Articles could be assigned up to 3 research topics. Disagreements be-

tween reviewers were resolved through discussion.

RESULTS

The article selection process is summarized in Figure 1. In total, of

the 1343 records retrieved, 122 articles were included in the analysis

(Table 1).

Annotators agreed fully on medical domains and SR systems

evaluated. They agreed fully on the research topics for 69 of 122

(56.6%) articles. Forty (32.8%) of the partial agreement cases in-

volved 1 annotator selecting an additional research topic or missing

a relevant topic. In the remaining 13 (10.7%) cases, the annotators

selected completely different research topics.

Research trends over time
Most articles (89.3%) were published in or after 2000 (Figure 2A),

with annual count fluctuating and peaking approximately every 7–8

years.

Overall, the largest proportion of studies (48 [39.3%]) were con-

ducted in the radiology department,13,18,20,22,24,26,28–41,45,46,48,49,

52,53,56,64–66,70,72,75,84–90,92,106,113,117–119,127,128,130,131 followed by

emergency medicine (10 [8.2%])27,44,55,57–59,83,91,108,126 and nurs-

ing (8 [6.6%]).67,76,78–80,93,107,124 More recently, 10 (8.2%) studies

mentioned multiple departments,12,16,23,54,77,121–123,125,132 and 15

(12.3%) did not specify the department(s) studied

(Figure 2A).62,82,94,97–100,102,103,110,112,114–116,129 Thirty (24.6%)

studies used a version of Dragon NaturallySpeaking or Dragon

Medical (Nuance Communications).17,18,27,31,34,42–44,50,55,57,62,

67,73,76,77,82,91,93,94,96,101,104,107,108,118,120,121,126 The second most

commonly used system was PowerScribe (Nuance Communica-

tions), an SR system designed for radiology reporting, used in 13

(10.7%) studies.22,28,32,35,39,41,45,52,70,86,87,89,90 Other commonly

studied commercial products included Philips Speech Magic (6

[5.0%])12,21,38,63,66,122 and IBM ViaVoice (6

[5.0%]).14,15,19,61,95,101 Seven (5.7%) studies used a self-developed

SR system rather than one offered by a third-party ven-

dor,16,74,100,110,115–117 18 (14.8%) did not mention the system or

vendor used,23,25,29,37,75,80,84,99,102,103,105,111,112,119,123,124,129,133

and 6 (5.0%) studies did not directly evaluate an SR sys-

tem.49,60,72,79,98,128

Most research topics, such as comparison to transcription, error

analysis, SR use and impact on clinical workflows, and SR imple-

mentation, were studied throughout the review period. Since 2009,

more studies have involved user surveys and interviews (Figure 2B).
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Research topics
Documentation time/cost and productivity analysis

The most common research topic was documentation time or cost

and productivity analysis, which applied to 48 (39.3%) articles (Ta-

ble 2).10–57 Most (27 [56.3%]) evaluated documents created in the

radiology department.13,18,20,22,24,26,28–41,45,46,48,49,52,53,56 The rest

involved notes from a variety of medical domains, such as pathology

(5 [10.4%])11,15,42,43,51 and emergency medicine (4

[8.3%])27,44,55,57 Studies assessing productivity often did not list ex-

act numbers of documents or speakers they evaluated; instead,

many stated that all documents created during a certain time pe-

riod were included the analysis, limiting the ability to compare

and summarize results across studies. These studies also demon-

strated substantial variation in how productivity was quantified,

although certain measures, such as mean documentation time

and turnaround time, did emerge as commonly used productivity

indicators.

The most frequent measure was time needed for documentation,

which was evaluated in 20 of 48 (41.7%) studies. Results were

mixed regarding whether incorporating SR technology into the doc-

Table 1. List of research topics among included articles (n ¼ 122)

Research Topic Description of Relevant Articles n (%)

Documentation time/cost and productivity analysisa,b 48 (39.3)

Documentation time10–29 Analysis of time needed for documentation 20 (16.4)

Turnaround time30–48 Analysis of the amount of time between dictation completion and report

availability

19 (15.6)

Documentation-associated cost17,24,30,33,34,49–51 Analysis of how SR effects documentation costs 8 (6.6)

Other41,52–57 Analysis of other measures (eg, report completed per time period, mean re-

port length)

7 (5.7)

Usage and workflowa 35 (28.7)

Effect of user/environmental characteristics on

SR11,21,56,58–68

Evaluation of the effect of user characteristics (eg, gender, language) and/

or environmental characteristics (eg, location, noise level) on SR accu-

racy and/or usability

14 (11.5)

With templates/structured reporting28,42,50,69–74 Studies involving the use of SR in conjunction with templates or other

structured documentation methods, including the use of SR for data en-

try

9 (7.4)

In the workflow35,37,53,58,60,75–83 Evaluation of how/where SR fits into existing clinical workflows and its

impact on users

14 (11.5)

Error analysisa,c 10,19,20,24,26,33,41,44,57,59,64,66,84–97 Analysis of the frequency and/or types of errors found in clinical docu-

ments created with SR, including comparisons of error rates pre- and

postediting

29 (23.8)

Comparison with/in addition to

transcription10,13–18,20,22,24,30,33,36,40,41,

43,44,46,48,52,64,66,85,98,99

Comparison of SR-assisted documentation with traditional dictation and

transcription, and/or evaluation of documentation processes that com-

bine these 2 methods

25 (20.5)

Methodsa 25 (20.5)

Enhancement for clinical documents100–109 Enhancement of SR output for use in clinical documentation, either during

SR (eg, introducing larger or more specific medical vocabularies) or

downstream (eg, automatically performing named entity recognition on

SR output)

10 (8.2)

Language modeling and dictionaries19,94,110–117 Training and/or testing of language models and/or dictionaries (ie, as part

of closed-vocabulary language model) for use in an SR system

10 (8.2)

Acoustic modeling110,112,115,117 Training and/or testing of acoustic models for use in an SR system 4 (3.3)

Automatic error detection93,118–120 Design, implementation, and/or evaluation of methods of automatically

detecting errors in clinical documents created with SR

4 (3.3)

Grammars71 Studies involving grammar-based SR systems (ie, SR systems that allow

only those utterances that are part of a specific, predefined grammar)

1 (0.8)

User survey/interview25,47,58,67,68,76–79,83,121–126 Survey of or interviews with current, future, and/or former SR users 16 (13.1)

Implementation11,23,32,34,47,50,55,70,75,82,110,127,128 Studies focused on the time during and immediately after SR implementa-

tion, including its impact on the hospital and/or individual clinicians

13 (10.7)

Comparison of commercial SR products35,69,73,94,95 Comparison of 2 or more commercially available SR systems (eg, in terms

of accuracy, cost, usability)

5 (4.1)

Effect on documentation quality21,25,53,129 Evaluation of how SR does or does not affect the quality of the documents

produced, optionally with respect to a pre-existing reporting guideline

or standard

5 (4.1)

Preparation for SR12,72,76,79 Studies focused on the lead-up to SR implementation, including such

topics as staff training, SR system selection process, and more

4 (3.3)

SR: speech recognition.
aAnnotators were instructed not to select “documentation time/cost and productivity analysis,” “usage and workflow,” or “methods,” but instead to select 1

of the more specific subtopics.
bDetails can be found in Table 2.
cDetails can be found in Table 3.
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umentation process resulted in an increase or a decrease in overall

documentation time compared with other input methods. Five stud-

ies reported decreases in documentation time following the intro-

duction of SR technology,11,13,18,20,21 with observed reductions

ranging from 19% with SR-assisted transcription compared with

conventional transcription13 to 92% with SR compared with a key-

board and touchscreen interface.21 A sixth found that total docu-

mentation time began to decrease compared with conventional

transcription as the SR system’s error rate fell below 16%,19 and a

seventh estimated an 89% decrease in documentation time with SR

compared with conventional transcription.23 However, 9 studies

reported increased documentation times10,12,14–17,22,24,29 and 4

reported no significant change.25–28 Reported increases ranged from

a 13.4% increase in mean document creation time22 to a 200% in-

crease in mean dictation and correction time with SR compared

with conventional dictation and transcription.17 Studies also varied

in which aspect of the documentation process they evaluated. For

example, while most studies evaluated SR-assisted documentation in

terms of clinicians’ productivity, Mohr et al16 was 1 of few studies

to investigate the impact of SR on transcriptionists’ productivity,

finding that editing SR-generated reports took longer than tradi-

tional dictation and transcription.

The second most frequent productivity measure was report turn-

around time, which was evaluated in 19 of 48 (39.6%) articles.30–48

All 19 found that implementing SR technology reduced mean and/or

median turnaround times, often by more than 90%.30,32,37,41,44,46,48

Only 8 (16.7%) articles included cost analyses,17,24,30,33,34,49–51 the

most recent of which was published in 2008.24 Five (62.5%) of these

studies reported decreases in documentation-associated costs follow-

ing adoption of SR software.30,33,34,50,51 However, 2 (25.0%)

reported increased costs, citing greater software expenses17 and the

fact that highly paid physicians needed to spend more time editing

their notes.24 The remaining paper proposed an econometric model

for estimating the impact of SR and transcription on
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) 2009 flow diagram.9 SR: speech recognition.
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documentation-associated cost intended to help institutions decide

which is most suitible.49

Error analysis

The second most prevalent research topic, analysis of errors in clini-

cal documents created with SR technology, applied to 29 (23.8%)

articles (Table 3).10,13,15,19,20,24,26,33,41,44,57,59,64,66,84–97,132 Of

these, 15 (51.7%) evaluated errors in SR-generated radiology

reports.20,24,26,33,41,64,66,84–90,92 The rest evaluated notes from vari-

ous medical domains, most commonly emergency medicine (4

[13.8%]),44,57,59,91 except 2 (6.9%) that did not specify a medical

domain.94,97 Many error analyses were performed via retrospective

analysis of real patient reports,33,41,64,66,84–91,96,132 although some

studies, especially those published before 2008, were conducted in

controlled laboratory settings, with study subjects dictating notes

about real or fictional patients.10,19,20,44,59,92–95 The papers typi-

cally included error identification and classification frameworks, al-

though these varied widely in scope and granularity. Some had a

very narrow focus, such as a study that determined the rate of laterality

errors in radiology reports.87 Others had classification schemas with

more than 10 distinct error types.85,132 There was also substantial varia-

tion in the number of speakers and reports evaluated (Table 3).

Studies published after 2008, mostly retrospective analyses, pri-

marily reported the percentage of documents containing errors,

which ranged from 4.8%64 to 71%91 for finalized (signed) docu-

ments.24,41,64,66,84–91,132 However, earlier studies, mostly controlled

laboratory studies, typically reported the percentage of correctly (or

incorrectly) recognized words, with accuracies ranging from

92.7%33 to 98.5%44 and word error rates ranging from 7.0%95 to

38.72%19 with general vocabularies and from 5.21%19 to 9%90

with specialized vocabularies.19,20,33,44,59,92–95,132 Many studies

also reported the mean number of errors per document, ranging

from 0.610 to 4.2.10,26,44,88,90,91,132

Figure 2. Temporal trends of included articles (n¼ 122). Part A is the number of topics per year broken down by medical domain. Part B is the number of topics

per year broken down by research topic. EMS: emergency medical services; SR: speech recognition.
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Table 2. Summary of articles related to documentation/cost and productivity analysis (n ¼ 48)

Subtopic Measure Medical Domain Articles Summary of Findings

Documentation

time (n ¼ 20)

Mean document creation

time

Radiology Vorbeck et al (2000)13 5 studies11,13,18,21,23 reported

decreases in mean docu-

mentation time after SR

adoption, ranging from

19%13 to 92%21; 4 stud-

ies10,22,24,29 recorded

increases, ranging from

13.4%22 to 50%24, and 3

studies26–28 reported no

statistically significant dif-

ference

Rana et al (2005)18

Bhan et al (2008)22

Pezzullo et al (2008)24

Hawkins et al (2012)26

Hanna et al (2016)28

Segrelles et al (2017)29

Anesthesiology Alapetite et al (2008)21

Dentistry Feldman and Stevens

(1990)10

Emergency department dela Cruz et al (2014)27

Pathology Klatt (1991)11

Unspecified Gonzalez Sanchez et al

(2008)23

Mean dictation and/or

correction time

Pediatrics Borowitz (2001)14 All reported increases after

SR adoption, ranging from

13.9%14 to 200%,17 al-

though 119 reported

decreases if the SR error

rate was � 16%

Issenman and Jaffer (2004)17

Multiple Monnich and Wetter

(2000)12

Otorhinolaryngology Ilgner et al (2006)19

Pathology Al-Aynati and Chorneyko

(2003)15

Hours of secretary work

per minute of dictation

processed

Multiple Mohr et al (2003)16 Secretaries were 55.8%–

87.3% less productive

with SR vs conventional

transcription

Total documentation

time

Radiology Ichikawa et al (2007)20 Decreased by 32.7–71.3%

across 4 transcriptionists

Users’ perceptions of SR

impact on document

creation time

Psychiatry Derman et al (2010)25 No perceived benefit with SR

vs other methods

Turnaround time

(n ¼ 19)

Mean turnaround time Radiology Rosenthal et al (1998)30 All reported decreased turn-

around times, ranging

from 50.3%33 to nearly

100%41

Chapman et al (2000)31

Lemme and Morin (2000)32

Ramaswamy et al (2000)33

Callaway et al (2002)34

Langer (2002)35

Langer (2002)36

Gopakumar et al (2008)37

Koivikko et al (2008)38

Hart et al (2010)39

Krishnaraj et al (2010)40

Strahan and Schneider-

Kolsky (2010)41

Pathology Kang et al (2010)42

Singh and Pal (2011)43

Emergency department Zick and Olsen (2001)44

Median, 80th percentile,

and/or 95th percentile

turnaround time

Radiology Andriole et al (2010)45 All reported decreases, rang-

ing from 50%47 to

95.8%46 (for median turn-

around times)

Prevedello et al (2014)46

Pathology Kang et al (2010)42

Sports medicine Ahlgrim et al (2016)47

Minimum turnaround

time

Radiology Pavlicek et al (1999)48 Decreased by 91.7%

(continued)
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Comparisons between, or assessments of the combination of, SR-

assisted dictation and traditional dictation and transcription

Twenty-five (20.5%) articles conducted comparisons between, or

assessed the combination of, SR-assisted dictation and traditional

dictation and transcription.10,13–18,20,22,24,30,33,36,40,41,43,

44,46,48,52,64,66,85,98,99 Sixteen (64.0%) of these studies were con-

ducted in the radiology department.13,18,20,22,24,30,33,36,40,41,

46,48,52,64,66,85 Twenty (80.0%) studies compared SR and traditional

dictation in terms of productivity,10,13–18,20,22,24,30,33,36,

40,41,43,44,46,48,52 such as documentation time10,13,14,17,18,20,24 or

number of reports completed within a certain time pe-

riod.14,40,41,43,46,52 The second most common measure was report

accuracy, used in 12 (48.0%) studies.10,13,15,18,20,24,33,41,44,64,66,85

Generally, studies comparing SR and transcription in terms of

productivity found greater clinician productivity with SR than with

traditional dictation and transcription (see Documentation Time/

Cost and Productivity Analysis). However, studies comparing ac-

curacy unanimously found more errors in self-edited SR-gener-

ated reports compared with those transcribed or edited by

professional transcriptionists. For example, 1 study found that

23% of reports created with SR contained errors, compared with

only 4% of those created with conventional dictation and tran-

scription.85 Another found that 25.6% of SR reports contained

errors, compared with 9.3% of those that were dictated and tran-

scribed.66

Impact on clinical workflow

Thirty-five (28.7%) studies evaluated the impact of SR use on clini-

cal workflow.11,21,28,35,37,42,50,53,56,58–79,83 Of these, approximately

half (16 [45.7%]) were conducted in a controlled laboratory or sim-

ulation setting,21,37,59–61,63,65,67,68,71,73,76,78–80,83 while another 14

(40.0%) involved real patient records, either via in vivo observation

or retrospective audit.11,28,35,42,50,53,56,58,62,64,66,75,81,82 Fourteen

(40.0%) studies examined the effect of various user and/or environ-

mental characteristics on SR usability and accuracy.11,21,56,58–68

Findings were mixed regarding whether user characteristics (eg, gen-

der, native language, experience level) impacted SR performance.

For example, while some studies62,67 reported significant differences

in recognition rates between male and female speakers, others did

not.61,63 Similarly, some studies56,62 found that experience level sig-

nificantly impacted error rates, while others found no differ-

ence.64,66 All 3 studies investigating the impact of native language

and/or accent found significant differences in recognition rates be-

tween native and non-native speakers.64,66,67 Of studies evaluating

Table 2. continued

Subtopic Measure Medical Domain Articles Summary of Findings

Documentation-

associated

cost(n ¼ 8)

Change in cost over time Radiology Rosenthal et al (1998)30 5 studies30,33,34,50,51 overall

decreases in documenta-

tion-associated costs fol-

lowing SR introduction;

217,24 reported increases;

the remaining study49 in-

volved the development of

an econometric model for

estimating the impact of

SR and transcription on

cost

Ramaswamy et al (2000)33

Callaway et al (2002)34

Reinus (2007)49

Pezzullo et al (2008)24

Orthopedics Corces et al (2004)50

Pathology Henricks et al (2002)51

Pediatrics Issenman and Jaffer (2004)17

Other(n ¼ 7) Reports completed per

time period

Radiology Strahan and Schneider-

Kolsky (2010)41

Ranged from a 41% in-

crease52 to a 35%

decrease41Williams et al (2013)52

Report availability Radiology Hayt and Alexander (2001)53 Percentage of reports avail-

able within 12 h of dicta-

tion increased from 3% to

42%

Mean characters per

minute

Multiple Vogel et al (2015)54 Increased from 173 to 217

with SR vs with typing

Mean length of stay Emergency department Lo et al (2015)55 Temporarily increased by

9.3%, then settled to a

new baseline of 4.3%

longer

Mean report length Radiology Kauppinen et al (2013)56 433 characters and 11 char-

acter corrections per report

for new SR users vs 298

and 6 character corrections

characters per report for

experienced users

Mean task completion

time

Emergency department Hodgson et al (2017)57 18.11% slower with SR vs

keyboard and mouse;

16.95% slower for simple

tasks, 18.40% slower for

complex tasks

SR: speech recognition.
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Table 3. Summary of articles including error analyses (n ¼ 29)

Measure Medical Domain Articles Summary of Study Designs and Findings

Percentage of documents

with errors (n ¼ 13)

Radiology McGurk et al (2008)64 Study design

Retrospective, cross-sectional by input method, with

real reports24,41,64,66,85,87

Retrospective, cross-sectional by report type, with real

reports24,85,86,90,132

Retrospective study with real reports84,88,89,91

Prospective, cross-sectional study with real reports24

Number of speakersa

Median: 1986

Range: 241 to 14789

Number of documents evaluated

Median: 30885

Range: 10024,41,91 to 584 87887

Percentage of finalized documents with errors

Median: 26.9%86

Range: 4.8%64 to 71%91

Pezzullo et al (2008)24

Quint et al (2008)84

Strahan and Schneider-

Kolsky (2010)41

Basma et al (2011)85

Chang et al (2011)86

Luetmer et al (2013)87

Hawkins et al (2014)88

du Toit et al (2015)66

Ringler et al (2015)89

Motyer et al (2016)90

Emergency Department Goss et al (2016)91

Multiple Zhou et al (2018)132

Mean errors per docu-

ment (n ¼ 7)

Radiology Hawkins et al (2012)26 Study design

Retrospective study of real reports88,90,91

Retrospective, cross-sectional by report type, with real

reports132

Prospective, cross-sectional by report type, with real

reports26

Controlled lab setting, cross-sectional by input method,

with real reports44

Observational study, cross-sectional by input method,

with real reports10

Number of speakersb

Median: 1291

Range: 244 to 144132

Number of documents

Median: 217132

Range: 2010 to 117326

Mean errors per document

Median: 1.391

Range: 0.2490 to 2.544

Hawkins et al (2014)88

Motyer et al (2016)90

Emergency Department Zick and Olsen (2001)44

Goss et al (2016)91

Dentistry Feldman and Stevens

(1990)10

Multiple Zhou et al (2018)132

Accuracyc (n ¼ 6) Radiology Herman (1995)92 Study design

Controlled lab setting, cross-sectional by input method,

with real reports20,44,94

Controlled lab setting with real reports92

Controlled lab setting with fictional patient scenarios93

Retrospective, cross-sectional study with real reports33

Number of speakersd

Median: 1.5

Range: 120,93 to 533

Number of words evaluatede

Median: 6019

Range: 727793 to 18 72192

Accuracy

Median: 96.4%

Range: 73%93 to 98.5%44, but often varied within

studies based on the configuration of the SR system(s)

evaluated

Ramaswamy et al

(2000)33

Ichikawa et al (2007)20

Emergency Department Zick and Olsen (2001)44

Nursing Suominen and Ferraro

(2013)93

Unspecified Zafar et al (1999)94

(continued)
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the effect of environmental characteristics (eg, ambient noise level),

most found that background noise significantly impacted recog-

nition,59,63–65 although 1 found differences only with certain types

of noise (eg, a ringing telephone or paging device, but not a nearby

printer or radiator)11 and another reported successful recognition re-

gardless of background noise.21

Fourteen (11.5%) studies investigated the role of SR in the work-

flow.35,37,53,58,60,75–79,83 These studies addressed a variety of

workflow-related issues, such as when or where providers conduct

dictations35,53,58,60,78 and the ability of SR to coexist with existing

workflow habits.37,53,58 Nine (7.4%) studies specifically investi-

gated SR use in combination with templates or other structured

reporting methods.28,42,50,69,71–74,134 Of these, 2 outlined the fea-

tures required of a workflow that successfully combines SR and

structured reporting systems.69,72 Five studies found that SR and

templates complement each other well, yielding improved efficiency

and accuracy and partially offsetting the additional time required to

edit transcribed dictations.28,42,50,70,71,74 Only 1 study reported that

they did not work well together; the authors found that verbally

navigating templates required too many commands (as opposed to

natural language), making them unintuitive and providing no dis-

cernible benefit over navigation via mouse.73

Table 3. continued

Measure Medical Domain Articles Summary of Study Designs and Findings

Word error ratef (n ¼ 4) Emergency Department Zemmel et al (1996)59 Study design

Controlled lab setting, cross-sectional by report type,

with real reports19,95

Controlled lab setting, cross-sectional by SR system

configuration59

Retrospective, cross-sectional by report type, with real

reports132

Number of speakersg

Median: 1295

Range: 759 to 144132

Number of documents

Median: 46

Range: 759 to 217132

Number of wordsh

Median: 60 874

Range: 11 56895 to 110 180132

Word error rate

Median: 14.5% with general vocabularies, 11% with

specialized vocabularies

Range: 7.4%132 to 38.72%19 with general vocabular-

ies; 5.21%19 to 9%59 with specialized vocabularies

Internal Medicine Devine et al (2000)95

Otorhinolaryngology Ilgner et al (2006)19

Multiple Zhou et al (2018)132

Other (n ¼ 3) Emergency Department Hodgson et al (2017)57 Controlled lab setting, cross-sectional by input method;

35 participants were randomly allocated simple and

complex clinical tasks

138 total errors with minor, moderate, or major poten-

tial for patient harm with SR across simple and com-

plex tasks, vs 32 with keyboard and mouse

Internal Medicine Zafar et al (2004)96 Retrospective analysis of 148 real reports (104 created

by 1 speaker with SR, 44 human transcribed with

multiple speakers)

9 identified categories of SR errors, including enuncia-

tion, dictionary, suffix, added words, deleted words,

homonym, spelling, nonsense, and critical errors

Unspecified McKoskey and Boley

(2000)97

Unsupervised clustering of 1200 completed dictations

from 6 speakers aligned with their original SR output

Identified error clusters: short and function words;

vowel destressing and cliticization; vowel syncope;

words with sounds affected by telephony interference

(eg, fricatives)

SR: speech recognition.
a4 studies did not report the number of speakers.66,87,88,90

b4 studies did not report the number of speakers.10,26,88,90

cAccuracy ¼ number of correctly recognized words/total number of words dictated.
d2 studies did not report the number of speakers.92,94

e2 studies did not report the number of words evaluated.44,94

fWord error rate ¼ (number of substitutions þ number of insertions þ number of deletions)/total number of words dictated.
g1 study did not report the number of speakers.19

h2 studies did not report the number of words evaluated.19,59
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SR methods

Twenty-five (20.5%) studies involved an aspect of SR methodology

and/or architecture.19,71,93,94,100–116,118,119 Among these were 10

(40.0%) studies about enhancing SR output for clinical doc-

umentation,100–109 10 (40.0%) about language modeling and

dictionaries,19,94,110–116 4 (16.0%) about acoustic mod-

eling,110,112,115 4 (16.0%) about automatically detecting errors in

SR-generated documents,93,118,119 and 1 (4.0%) about grammar-

based SR systems.71 Nine (36.0%) methodology studies did not

specify a setting but involved SR-assisted medical documentation in

general.94,100,102,103,110,112,114,116,117 Only 4 (16.0%) addressed au-

tomatic post-SR error detection, of which 3 attempted to implement

such a system,118–120 while the fourth detailed a preliminary study

demonstrating the feasibility of the authors’ proposed error detec-

tion method.93 The 3 implemented error detection systems varied

substantially in scope, with 2 attempting to capture errors of any

type,118,120 while the third focused specifically on laterality and gen-

der errors in radiology reports.119

User surveys and interviews

Sixteen (13.1%) studies included surveys of or interviews with cur-

rent or future SR users.25,47,58,67,68,76–79,83,121–126 Studies soliciting

user feedback have become more prevalent in recent years; 14

(87.5%) of the studies were published within the past decade

(2008–2018).25,47,67,68,76–79,83,122–126 Seven (43.8%) studies asked

about the perceived usability, benefits, and drawbacks of SR, mak-

ing it the most common area of inquirey.25,47,58,67,83,123,125 Five

(31.3%) asked about clinicians’ expectations regarding future adop-

tion of an SR system or experiences with a recently adopted sys-

tem78,79,121,122,126 The remaining 4 (25.0%) involved trial or pilot

implementations of SR systems, in which users’ feedback was col-

lected to help inform future SR adoption.68,76,77,124

SR implementation and other topics

Thirteen (10.7%) studies addressed issues related to implementing

SR in a healthcare setting, in which authors outlined the SR imple-

mentation process, often drawing from personal experience and in-

cluding guidelines or suggestions for other institutions considering

adopting an SR-assisted documentation work-

flow.11,23,32,34,47,50,55,70,75,110,127,128 Similarly, 5 (4.1%) studies

conducted comparisons of commercially available SR products, pre-

senting the benefits and drawbacks of each system to assist potential

users in deciding between these systems35,69,73,94,95 and 4 (3.3%) de-

scribed how hospitals can effectively prepare for SR adop-

tion.12,72,76,79

Finally, 5 (4.1%) studies investigated the effect of SR on docu-

mentation quality.21,25,53,129,133 For example, 1 study found that SR

implementation lowered the percentage of progress notes involving

copying and pasting from 92.73% to 49.71%, resulting in reduced

errors and higher quality notes.133 However, another found that SR

(in combination with a picture archiving and communication sys-

tem), despite allowing for faster report access, ultimately negatively

affected documentation quality by limiting the time available for

face-to-face communication between the radiologist and other clini-

cians before report creation.53 A third study found substantial differ-

ences in the type and frequency of words present in dictated notes

versus typed notes, potentially affecting not only note quality but

also the performance of downstream systems such as natural lan-

guage processing–based clinical decision support tools.129

DISCUSSION

We systematically reviewed articles retrieved from 10 scientific and

medical literature databases spanning nearly 3 decades to assess the

state of current research on the use of SR technology for clinical doc-

umentation and identify knowledge gaps and areas in need of fur-

ther study. Overall, we found that existing research has focused

largely on 3 topics: (1) the impact of SR on documentation time/cost

and productivity, (2) the accuracy of SR-generated clinical docu-

ments and analysis of errors produced by SR systems, and (3) the re-

lationship between SR and traditional dictation and transcription,

including comparisons between the 2 documentation modes and

analyses of how they can be used together.

In general, there has been a relative lack of studies conducted in

nonradiology settings, although the magnitude of this inequity has

lessened in recent years as SR use has become more widespread.

However, assessing the accuracy and utility of SR on a large scale

remains difficult due to continued inconsistencies in how these fac-

tors are evaluated. For example, although many studies reported dif-

ferences in documentation time with SR compared with other input

methods, some reported pre- and post-SR documentation times,

while others only reported the actual time difference, making it

difficult to compare time savings across studies. Similar heterogene-

ity exists in other commonly reported metrics, such as accuracy and

cost.

Fewer articles involved SR methodology compared with other re-

search topics, and most methodology articles were published before

2008. This may be because many hospitals now use SR systems pro-

vided by third-party vendors who manage and maintain the actual

SR architecture (eg, language and acoustic models). Methods for au-

tomatically detecting errors in clinical documents created with SR

technology have received particularly little attention. As SR-assisted

documentation has become more prevalent, clinicians have

expressed concerns about its accuracy and potential impact on docu-

ment quality.

Clinical notes are a significant source of interprovider communi-

cation, and questions about the potential impact of SR technology

on note accuracy, clarity, and completeness warrant careful study.

Previous studies have shown that incorrect information in the EHR

is a contributing factor in up to 20% of EHR-related malpractice

cases and that copy-and-paste in particular contributes to 8%–

10%.135,136 Among studies investigating how using SR to create

notes affects the medical or linguistic quality of the document pro-

duced, results were mixed regarding whether SR technology was a

help or a hindrance. Studies evaluating use of SR with templates or

structured reporting were similarly mixed, suggesting that SR may

not function well with current structured documentation methods.

Future directions
Based on the trends described previously, we have identified multi-

ple aspects of SR-assisted documentation in need of further study,

including, but not limited to, the following.

Impact on document quality and patient safety

Previous studies evaluating how SR affects documentation quality,

particularly when used with structured reporting, indicate a need for

additional research. Further investigation involving a broad range of

input methods and documentation scenarios is needed to understand

where and how SR can most appropriately and successfully be inte-

grated with and used in the EHR. Studies have demonstrated that

clinicians often underestimate errors generated by SR and do not
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have sufficient time to review their dictated documents.84 Education

and training about SR-associated errors emphasizing the importance

of manual revision and editing is needed, as is investigation into the

effect of SR use on patient safety and outcomes. Differences in notes’

linguistic quality may also impact the performance of downstream

natural language processing tasks.

SR usability and clinical workflow

Choice of documentation method plays a key role in clinicians’ satis-

faction and their ability to perform their work efficiently and effec-

tively. Therefore, studies focusing on understanding clinicians’

practices, preferences, and potential concerns before, throughout,

and after the SR implementation process remain necessary. Many

well-studied and proven tools exist for measuring the usability of

EHR and other software applications.137 Usability of EHR systems

in general is a widely studied topic.138,139 However, only in recent

years has usability of EHR systems integrated with SR software be-

come its own area of study.25,79,83 SR technology allows physicians

to dictate and edit their notes directly to the EHR without further

assistance from traditional transcription or scribe services. While

such a solution may reduce transcription costs, it may increase cleri-

cal burden to physicians already experiencing burnout.140 The de-

velopment of robust and standardized scales, questionnaires, and

other tools tailored for evaluating SR usability and clinical work-

flow may help identify specific problems and possible solutions.

Standardization of evaluation methods and metrics

Given the rising prevalence of SR in medical settings, not only for doc-

umentation but also in other aspects of health care and delivery (eg,

voice-enabled care), the need for standardized methods and measures

for evaluating its accuracy and effectiveness is greater than ever.

Many of the reviewed studies offered imprecise or overlapping defini-

tions of similar, but distinct, productivity measures. While some meas-

ures (eg, time to report availability) may directly impact patient care,

others may impact clinician workflow (eg, dictation time) or reim-

bursement process (eg, turnaround time); as such, these measures may

be worth studying and reporting independently. In addition, the

phrase “error rate” has been applied at both word and document lev-

els, and many studies only report 1 or the other of these metrics, de-

spite the fact that both are useful measures of SR accuracy and should

be reported. A recent review identified a similar pattern in studies

about radiology report accuracy.4 Our findings suggest this trend is

widespread, as it held true for articles related to emergency medicine,

internal medicine, nursing, pathology, and more. This issue also exists

in EHR usability analyses more broadly. For example, a 2017 review

of literature related to EHR navigation found wide variation in the vo-

cabulary used to discuss the same navigation actions and concepts.141

The economic impact of SR adoption has also been inconsis-

tently reported, despite increased financial pressures faced by many

health care institutions. Therefore, systematic means of assessing the

financial impact of different documentation methods, both prospec-

tively (eg, by developing an econometric model49) and retrospec-

tively, are also needed.

Automatic error detection

Error detection systems intended for use with medical text have pri-

marily been designed for written (typed) text.142,143 Typing errors

frequently involve misspellings, while SR errors involve words

which are spelled correctly (as an SR engine will only propose words

that exist in its dictionary) but are incorrect given the context. Many

studies included analyses of errors in documents created with SR;

however, comparatively little work has been done toward develop-

ing automated methods of detecting and/or correcting these errors.

While this may be partially due to researchers’ lack of access to the

inner workings of the “black box” of vendor SR systems, previously

attempted post-SR error detection tools have shown promise in their

ability to identify, and thereby ultimately reduce, errors.118–120 The

development of automatic error detection methods for SR-generated

medical text to improve document quality and patient safety there-

fore represents a significant research opportunity.

Limitations
Although we took steps to reduce the likelihood of having missed

articles, including iteratively developing the search statements and

screening the references of retrieved articles for additional papers,

the database searches may not have yielded all relevant articles pub-

lished during the time period of interest. Additionally, the included

papers remain subject to reporting bias, and the heterogeneity of the

included studies limited the ability to conduct a robust quantitative

synthesis of their findings, even within individual research topics. Fi-

nally, the research topics we defined are subjective and based on the

authors’ prior knowledge and understanding of the field.

CONCLUSION

SR technology is increasingly used for clinical documentation. Re-

search has been done to examine the effects of this technology on re-

port accuracy and clinician productivity, largely focusing on a few

clinical domains such as radiology and emergency medicine. How-

ever, a need remains for research to better understand SR usability

when integrated with the EHR or other platforms, its impact on

documentation quality, efficiency and cost, and user satisfaction

over time and across different clinical settings. Standardized, com-

prehensive evaluation methods are also needed to help identify chal-

lenges and solutions for continued improvement.
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