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ABSTRACT

Objective: Improved methods to identify nonmedical opioid use can help direct health care resources to individ-

uals who need them. Automated algorithms that use large databases of electronic health care claims or records

for surveillance are a potential means to achieve this goal. In this systematic review, we reviewed the utility,

attempts at validation, and application of such algorithms to detect nonmedical opioid use.

Materials and Methods: We searched PubMed and Embase for articles describing automatable algorithms that

used electronic health care claims or records to identify patients or prescribers with likely nonmedical opioid

use. We assessed algorithm development, validation, and performance characteristics and the settings where

they were applied. Study variability precluded a meta-analysis.

Results: Of 15 included algorithms, 10 targeted patients, 2 targeted providers, 2 targeted both, and 1 identified

medications with high abuse potential. Most patient-focused algorithms (67%) used prescription drug claims

and/or medical claims, with diagnosis codes of substance abuse and/or dependence as the reference standard.

Eleven algorithms were developed via regression modeling. Four used natural language processing, data min-

ing, audit analysis, or factor analysis.

Discussion: Automated algorithms can facilitate population-level surveillance. However, there is no true gold

standard for determining nonmedical opioid use. Users must recognize the implications of identifying false pos-

itives and, conversely, false negatives. Few algorithms have been applied in real-world settings.

Conclusion: Automated algorithms may facilitate identification of patients and/or providers most likely to need

more intensive screening and/or intervention for nonmedical opioid use. Additional implementation research in

real-world settings would clarify their utility.
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BACKGROUND AND SIGNIFICANCE

Between 2000 and 2014, the United States saw a nearly 2.5-fold in-

crease in the prevalence of drug overdoses, from 6.2/100 000 in 2000

to 14.7/100 000 in 2014.1 Drug overdose, whether prescription or non-

medical, is now the leading cause of accidental death in the United

States, and prescription opioid medications are a key driver of this stat-

istic. In 2014, deaths from prescription opioids exceeded deaths caused

by heroin, methamphetamine, and cocaine combined.1

With the rapid growth of opioid prescriptions in the United

States comes an increasing demand to identify and stem the rise of
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existing or potential nonmedical use. To prevent and treat nonmedical

opioid use, providers who prescribe unscrupulously must be prohib-

ited from doing so, and patients with nonmedical opioid use must

be provided with treatment and rehabilitation. Health care payers

seek to both improve patients’ health and minimize fraud and waste.

The government – a major health care payer and steward of public

health – has also gotten involved. In 2013, the US Food and Drug

Administration mandated that pharmaceutical manufacturers conduct

postmarketing surveillance on their extended-release and long-acting

products.2 All but one state now have prescription drug monitoring

programs (PDMPs) in place, with retail pharmacists able to screen pre-

scriptions for potential fraud, waste, and/or nonmedical use.3

When patients are available to self-report behaviors, there are

numerous validated survey tools that identify nonmedical opioid

use.4–9,10 While useful in health care settings, these tools miss

patients who do not use the health care system regularly and are not

able to identify at-risk patients who misrepresent their actual opioid

use. Manual survey-based tools are also costly, human resource–

intensive, and difficult to implement across large populations. Alter-

natives are needed to address these shortcomings.

Electronic claims data offer a promising approach for

population-level surveillance among patients engaged with the

health care system. Health care payers, providers, and pharmaceut-

ical manufacturers have ready access to electronic prescription drug

and medical claims databases or electronic health records for large

populations. Retail pharmacists have PDMPs. These data contain a

record of opioid and other prescription drug filling, dates of dispens-

ing, and/or medical diagnoses that together can highlight potential

nonmedical use. With innovative approaches to using these data, such

as decision trees, neural networks, and natural language processing,

researchers have developed automated, electronic claims–based algo-

rithms that can screen large populations and have the potential to fa-

cilitate identification of nonmedical opioid use and then direct health

care dollars to those patients who are in need of treatment and re-

habilitation. To date, it is not clear whether this potential has been

realized in regular use in real-world settings. This systematic review

investigates whether electronic claims data, and the algorithms they

enable, have been or can be meaningfully applied to surveil large pop-

ulations for nonmedical opioid use and identify patients trying to fill

prescriptions or prescribers writing fraudulently at the very times they

are engaged with the health care system.

OBJECTIVE

We conducted the present systematic review to assess the current

state of algorithm-driven surveillance for nonmedical opioid use and

to identify whether there are opportunities for growth and improve-

ment. To this end, we reviewed what algorithms are currently avail-

able, whether they are being used in everyday practice and how

often, and what kinds of organizations are using them. For each

study, we discuss the data and analytic resources needed to replicate

the algorithms, the quality of the data used in screening for nonmed-

ical opioid use, and practical observations about their utility and im-

plementation in real-world settings.

MATERIALS AND METHODS

Data sources
We searched PubMed and Embase on November 21, 2015, using 3

search strategies that incorporated Medical Subject Heading terms as

available (Supplementary Appendix S1). The first focused on controlled

substances, with terms such as “analgesic,” “opioid,” “controlled sub-

stance,” and “narcotic.” The second search strategy focused on detec-

tion methodologies and surveillance, using terms such as “algorithm,”

“data mining,” and “automated.” Data sources drove the third search

strategy and included terms such as “claims” and “health record.” The

3 strategies were then combined to identify articles fitting all selection

criteria, described in the Study selection section below. An information-

ist from the Johns Hopkins Bloomberg School of Public Health assisted

with refinement of the search strategy.

Study selection
Two independent reviewers (CC and MK) screened titles and

abstracts for potentially relevant articles, retaining those that

described nonmedical opioid use, utilized electronic data, and pre-

sented novel data (Figure 1). From retained abstracts, CC and MK

conducted a full-text review and selected final articles. At both the

abstract and full-text article review stages, JP resolved inclusion/ex-

clusion judgment discrepancies. Final articles described a novel algo-

rithm to identify opioid misuse or nonmedical use via automatable

algorithms. We defined automatable algorithms as those that could

be deployed repeatedly by running the same programming code. We

excluded articles for 1 or more of the following reasons: review

articles, methodology could not be automated, not available as full

text (were only descriptive), not related to opioids and/or nonmedi-

cal use, application of an algorithm presented in a separate article.

Data extraction, synthesis, and quality assessment
A single author (CC or MK) extracted information on each algo-

rithm, including data sources, development and validation, utility in

different health care settings, algorithm performance metrics (eg,

sensitivity, specificity, positive predictive value, and/or C-statistic),

and key strengths and limitations. Variability in each study’s design

and conduct precluded quantitative pooling of results.

Search results
In total, 3595 of 3879 retrieved articles were excluded based on title

alone. Of the 284 remaining articles, abstract review identified 29

articles for full-text review. Fifteen articles required reconciliation at

Records identified through 
PubMed search  

(n = 1997) 

Records identified through 
Embase search 

(n = 2448) 

Records after duplicates removed 
(n = 3879) 

Abstracts screened 
(n = 284) 

Records excluded 
(n = 255) 

Full-text articles 
assessed for eligibility 

(n = 29) 

Full-text articles 
excluded, with reasons 

abstract only (n = 5) 
descriptive (n = 3) 

not related to opioids 
and/or abuse (n = 3) 

requires manual review  
(n = 1) 

no original data (n = 1) 
application of algorithm 
presented in separate 

article (n = 1) 

Studies included in 
qualitative synthesis 

(n = 15) 

Figure 1. Flow diagram: studies identified, excluded, and included using

search strategy
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the abstract screening stage (j¼0.74) and 3 at the full-text screen-

ing stage (j¼0.79) (Figure 1). Fifteen articles were included in the

final systematic review (Table 1).

RESULTS

Data sources, study design, and target population
Researchers typically used data from 2000 to 2012. Prescription

drug claims (4 studies) and combined administrative claims data-

bases (medicalþdrug claimsþdemographic data; 6 studies) were

the most popular data sources for algorithm development (Table 1).

Two studies used free-text notes in electronic health records. One

study each used hospital discharge, PDMP, or automated drug dis-

pensing carts and anesthesia information management systems data.

Most studies8 relied on a cohort design and used patients’ base-

line period demographic, drug, and/or clinical characteristics to

build a model. A case-control design was the second most popular

approach, utilized in 4 studies. Most algorithms were designed to

identify nonmedical use among patients, while 2 specifically identi-

fied potential fraud or nonmedical use by providers,11,12 and 2

others applied to either patients or providers.13,14 One unique algo-

rithm targeted neither patients nor providers, but identified medica-

tions with high abuse potential.15

Analytic approach and validation metrics
Six studies used logistic regression modeling in algorithm develop-

ment, with priority given to the model’s parsimony and predictive

ability.16–20,21 In these studies, algorithm performance was assessed

in comparison to a gold standard “reference standard” using classifi-

cation measures such as sensitivity, specificity, and positive (or nega-

tive) predictive value. Researchers used the C-statistic to assess

model discrimination and R2 to measure the proportion of variabil-

ity in outcomes that was explained by the model.

In 4 studies, authors elicited experts’ recommendations and

applied existing criteria to develop algorithms.11,13,15,22,23 In these

studies, criterion validity – the extent to which the algorithm was

related to the authors’ gold standard – was often used to assess algo-

rithm performance. The 4 remaining algorithms employed unique

methodologies: natural language processing (in one case, plus

computer-assisted manual record review for validation),24 data min-

ing,12 factor analysis,25 and an application of audit analysis.14 Algo-

rithm performance metrics in these studies included sensitivity,

positive predictive value, criterion validity, and C-statistics.

Approaches to algorithm development
Across studies, researchers began algorithm development by identify-

ing candidate variables. Authors explicitly relied on subject matter

experts’ recommendations and/or applied existing criteria or known

predictors to develop algorithms (Supplementary Table S1). Birt

et al.15 chose to examine 3 well-known measures of medication util-

ization: proportion of days covered, medication possession ratio, and

Lorenz curves. Yang et al.23 focused exclusively on different defini-

tions of pharmacy shopping. Sullivan, Ringwalt, Parente, and Der-

rington each began algorithm development using recommendations

from expert panels and/or existing scoring approaches.11,13,22,25

Two sets of researchers likewise began with a set of candidate

measures or variables, and then additionally capitalized on the depth

and breadth of the data to identify additional variables they had not

originally selected. In developing their natural language processing

algorithm, Carrell et al.24 first defined candidate text strings to look

for opioid abuse in electronic health record notes. They then used

“snowball” querying of the data, letting the data itself identify simi-

lar synonyms, abbreviations, variant spellings, and grammatical

constructions. In this way, they expanded their candidate terms to a

total of 1288. They then used computer-assisted manual record re-

view to further refine the algorithm. Epstein et al.12 used data min-

ing, a technique in which patterns are identified in data, to select

possible indicators of opioid diversion.

Common predictors across algorithms
Final algorithms often included indicators for overlapping prescrip-

tions, pharmacy shopping, multiple prescribers, total days’ supply of

opioids, and number of prescriptions dispensed, all readily available

in prescription drug claims data. When medical claims were available,

diagnoses of substance use disorders, mental health conditions,

chronic pain, or hepatitis were often included in algorithms. Concepts

such as pharmacy shopping and overlapping prescriptions varied both

within and across studies, making it difficult to compare the relative

superiority/inferiority of one algorithm approach over another.

Algorithm validation
Researchers commonly used coded administrative data (eg, ICD

codes) of opioid abuse or dependence as the gold, or reference,

standard for algorithm validation.16–19,22,23 Three studies used man-

ual record or chart review as the gold standard in developing their

algorithms to identify a larger group of potential patients with non-

medical opioid use (high sensitivity).13,21,24 Two sets of researchers

used more unconventional gold standards, namely, other algo-

rithms. Hylan et al.20 used Carrell et al.’s natural language process-

ing approach,16 while the Clinical Classifications Software for

Mental Health and Substance Abuse algorithm was used to validate

a new female-specific algorithm.25

Algorithm performance
Five studies reported the sensitivity and specificity of their algorithms,

which varied with differing cutoff values for the unique outcomes.

Using electronic health records and a natural language processing ap-

proach, Hylan et al.’s algorithm had a sensitivity of 60.1% and specifi-

city of 71.6%.20 In another study that used pharmacy claims, the

reported sensitivity ranged from 47% to 70%, depending on the crite-

ria used to define the outcome: pharmacy shopping by patients (specifi-

city not provided).23 White et al.’s16 approach to identify patients at

high risk for opioid abuse yielded 95% sensitivity and 71% specificity.

Using a decision tree modeling approach and pharmacy claims for 190

patients, Mailloux et al.’s21 algorithm identified patients with current

abuse and/or fraud with high sensitivity and specificity, 87% and 97%,

respectively. Another algorithm that was optimized to minimize false

positives resulted in poor sensitivity (<20%) but high specificity

(>98%).19 Of 6 studies that reported the algorithm’s C-statistic, 3 stud-

ies reported C-statistics between 0.9 and 1.0,15–17 2 between 0.8 and

0.9,19,14 and 1 between 0.7 and 0.8.20

Seven studies used alternative measures of model performance.

Parente et al.13 used prescription drug claims for 500 000 health

plan members to develop an algorithm that identified controlled

substance patterns requiring further evaluation with >50% con-

cordance for 9 of the 10 algorithm variables. A second stated that

the odds of nonmedical opioid use increased linearly with each

increasing value of their misuse score.22 An algorithm to predict opi-

oid dependence within 2 years of an initial prescription noted

>79.5% prediction concordance between the algorithm development

and validation datasets18 and >80% with an algorithm developed

using natural language processing and electronic health records.
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Table 1. Descriptions of studies

Author,

publication year

Data sources Study design, number

in study sample, and

time period

Target

population

Algorithm

development method

Reported algorithm per-

formance metrics

Birt et al. (2014) Prescription drug claims

data from a large, com-

mercial insurance plans

(Market Scan data-

base)

Cohort; 6 291 810

patients;

2008–2009

Individual

medication

Compare Lorenz

curves at 1% and

50% values, medi-

cation possession

ratio, and propor-

tion of days cov-

ered values for

medications prone

to nonmedical use

with medications

that are not

Discriminatory ability of

metric using C-statistic

Concordance of medication

possession ratio vs pro-

portion of days covered,

vs Lorenz 1% and Lor-

enz 50%

Parente et al. (2004) Prescription drug claims

data from a multistate

database with a mix of

health plan types,

including indemnity

fee-for-service plans,

preferred provider

organizations, inde-

pendent practice

associations, and

health maintenance

organizations

Cohort; 7 million

patients; 2000

Patients

(primarily)

or prescribers

Controlled substance

patterns of utiliza-

tion requiring

evaluation system,

top 10 patterns

evaluated

Algorithm sensitivity

Pseudo R2 of model

Sullivan et al. (2010) Administrative claims

data, including demo-

graphic, clinical, and

drug utilization data;

commercial insurance

and Medicaid insur-

ance databases were

used

Cohort; 31 845;

2000–2005

Patients Polytomous logistic

regression; test for

linear trend

Criterion validity: test for

linear trend

Yang et al. (2015) Prescription drug claims

data from a multistate

Medicaid database

Cohort; 90 010

patients;

2008–2010

Patients 2 indicators: phar-

macy shopping in-

dicator, overlap-

ping prescription

indicator diagnostic

odds ratio, defined

as the ratio of the

odds of being iden-

tified as having

nonmedical use

when the patient

actually has non-

medical use (true

positives) divided

by the odds of

being identified as

having nonmedical

use when the pa-

tient does not have

nonmedical use

(false positives)

Criterion validity of the

2 indicators

Mailloux et al. (2010) Prescription drug claims

data from Wisconsin’s

Medicaid database

Cohort; 190

patients;

1998–1999

Patients Decision tree Sensitivity, specificity,

positive predictive

value, negative predict-

ive value, validation

attempts (concordance

between results and

gold standard as

defined)

(Continued)
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Table 1. Continued

Author,

publication year

Data sources Study design, number

in study sample, and

time period

Target

population

Algorithm

development method

Reported algorithm per-

formance metrics

Iyengar et al. (2014) Prescription drug and

medical claims data

from a large health in-

surance plan

Cohort; 2.3 million

patients; 99 000

prescribers; 2011

Patients and

providers

Auditing analysis Area under receiving

operating curve

(C-statistic)

White et al. (2009) Administrative claims

data, including demo-

graphic, clinical, and

drug utilization data

from a private health

insurance plan

Case-control; 632 000

patients;

2005–2006

Patients Logistic regression C-statistic

Pseudo R2

Model parsimony

Rice et al. (2012) Administrative claims

data, including demo-

graphic, clinical, and

drug utilization data

from a private health

insurance plan

Case-control; 821 916

patients;

1999–2009

Patients Logistic regression C-statistic

Cochran et al. (2014) Administrative claims

data, including demo-

graphic, clinical, and

utilization data from a

large health insurance

plan

Case-control;

2 841 793

patients;

2000–2008

Patients Logistic regression Sensitivity

Dufour et al. (2014) Administrative claims

data, including demo-

graphic, clinical, and

drug utilization data

from Humana and

Truven

Case-control; 3567

patients

2009–2011

Patients Logistic regression Sensitivity, specificity,

positive predictive

value, negative predict-

ive value, validation

attempts (concordance

between results and

gold standard as

defined)

Carrell et al. (2015) Free text from electronic

health records; com-

puter-assisted manual

review of clinical notes

Descriptive; 22 142

patients;

2006–2012

Patients Natural language

processing plus

computer-assisted

manual record re-

view

False positive rate that

compared natural lan-

guage processing plus

computer-assisted

manual record review

approach to traditional

diagnostic codes in

electronic health

records

Hylan et al. (2015) Free text from electronic

health records

Cohort; 2752

patients;

2008–2012

Patients Logistic regression Sensitivity, specificity,

positive predictive

value, negative predict-

ive value

C-statistic

Epstein et al. (2011) Automated drug dispens-

ing carts and anesthesia

information manage-

ment systems from a

hospital

Case series; 158 pro-

viders 2007–2011

Providers Data mining Sensitivity, specificity,

positive predictive

value, negative predict-

ive value

Ringwalt et al. (2015) Prescription drug moni-

toring program data

from North Carolina

Cohort; 33 635 pro-

viders; 2009–2013

Providers Subject matter/clinical

expertise

Criterion validity

Derrington et al. (2015) ICD-9-CM codes from

hospital discharge data

in Massachusetts

Descriptive; 1 728 027

patients;

2002–2008

Patients Factor analysis Number, percentage, and

95% confidence inter-

vals for substance use

disorders identified by

algorithm compared to

gold standard
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DISCUSSION

In a systematic review, we identified 15 automatable algorithms to

identify patients and/or prescribers at risk of nonmedical opioid use.

Most algorithms relied on electronic medical, demographic, and/or

prescription drug claims, data that are increasingly available to

insurers, pharmacy benefits managers (PBMs), and health systems.

With the exponential growth of nonmedical opioid use, identifying

candidate automatable algorithms for real-world, population-level

surveillance is critical in targeting patient outreach and rehabilita-

tion and minimizing provider fraud. Below, we highlight the prac-

tical implications of our review.

Selection of predictors
Many studies relied on known predictors of nonmedical opioid use to

develop algorithms. While capitalizing on existing knowledge ensures

that important predictors are taken into consideration, it is important

that researchers then go further, testing whether these a priori varia-

bles actually merit inclusion in the new algorithm. Without a new, em-

pirical appraisal of candidate variables, researchers risk merely

replicating the work of others and/or including variables that are not

useful. Even with statistical testing, however, researchers may miss

other clues (predictors) in their data. Therefore, when possible, we rec-

ommend that researchers take a third, data-driven step and employ

advanced techniques like chi-square automated interaction detection,

machine learning, neural networks, and data mining. For example,

Cochran et al.18 and Mailloux et al.21 used chi-square automated

interaction testing, while Epstein used data mining. Researchers who

let the data “talk” via these techniques often find patterns in the data

that were not obvious before, and may identify additional predictors

or interactions to optimize their algorithms. Recognizing that all meth-

odologic approaches have their limitations, researchers can also try

multiple complementary approaches. Combining a priori and data-

driven variable identification is not yet the most common approach

for detecting nonmedical opioid use, but the combined techniques

hold promise for creating algorithms that are accurate and reliable.

Absence of a true reference standard
Many of the studies lacked a true reference standard (gold standard)

against which to evaluate automated algorithm performance. The

absence of a reference standard is not surprising, given the challenge

in assessing whether nonmedical use is actually present for any par-

ticular opioid user (an issue that even a treating physician may find

difficult to assess). Several studies made rather strong assumptions

about nonmedical opioid use (eg, that the presence of particular

diagnosis codes indicates nonmedical use while their absence indi-

cates no issue), assumptions that are far from precise. While algo-

rithms trained to this standard likely have higher specificity, they are

likely to have comparably low sensitivity, missing many patients

with nonmedical use who have not received a medical diagnosis,

especially if they are “doctor shopping” or otherwise able to hide

their opioid use, and/or if their prescribers are hesitant to enter an

administrative code for nonmedical opioid use. Alternatively, there

may be a high false positive rate if prescribers start to enter nonmed-

ical opioid diagnoses as “rule-out” diagnoses.

It is likely that reliable identification of nonmedical opiate use

will continue to be an issue. Indeed, in their 2015 systematic review

of the published literature, Cochran et al.26 found broad variation

and inconsistency in defining and validating nonmedical opioid use,

leading to considerable disparities in rates of nonmedical opioid use

in populations. Our review 2 years later, which focused exclusively

on automated algorithms, found no improvements in definition

consistency.

Person power
For readers considering implementing one of these automated algo-

rithms in their own setting, feasibility will depend on both the avail-

ability and analytic sophistication of person power. Some of the

algorithms utilized simple count measures or weighted scores that

can be integrated into data systems quickly and easily with minimal

training. More sophisticated algorithms, such as the decision tree

described by Mailloux et al.,21 the prediction model developed by

Iyengar et al.,14 and the natural language processing technique

described by Carrell et al.,24 require intensive programming and an

initial commitment of considerable resources and expertise. Imple-

menting these algorithms may not be cost-effective or even feasible.

Data
Data availability and sources are key considerations for all end users

who wish to implement automated detection algorithms. In this re-

view, prescription drug claims, available to managed care organiza-

tions, PBMs, and other health insurers, were the most common data

source for algorithm development. On the other hand, drug claims–

based algorithms are useless to the practicing clinician, who may

only have access to electronic health record data and no prescription

drug claims at all. Even for the PBM, drug claims do not tell the

whole story; cash purchases are not recorded in claims data, so there

remains the potential for data being missed.

Surveillance to identify potential nonmedical opioid

use, not to obtain proof of such use
Finally, the utility of automated claims-based algorithms lies in their

capacity to screen large populations for nonmedical opioid use quickly

and cost-efficiently by employing the same algorithm criteria each time

the screening is performed. As surveillance tools, the automated algo-

rithms we reviewed will falsely identify some patients and/or providers

as having nonmedical opioid use when they do not (false positives). If

the goal of the algorithm is to find any patient or provider who may

have nonmedical use, then false positives are the cost of avoiding miss-

ing potential cases that do need follow-up. Additionally, more specific

testing should then be performed to confirm nonmedical opioid use;

more on this below. If the algorithm is relied upon for definitive diag-

nosis, patient trust could be irreparably broken or a provider could

lose his/her license to practice. Similar to a tuberculin sensitivity test,

administered quickly and cheaply to screen for tuberculosis, initial

screening must be followed by additional testing, as the consequences

of being falsely diagnosed with tuberculosis are not trivial.

Conversely, the automated algorithms will also miss some patients

and/or providers who do have nonmedical use but are not identified

(false negatives). Missing cases of nonmedical opioid use is concerning,

as patients will not receive care and intervention, and providers may

continue with diversion or fraud. We recommend repeated screening,

again similar to that for tuberculosis and other diseases, as well as

incorporating new information outside the algorithm’s purview (eg, a

patient tells his doctor that he has been stealing a family member’s opi-

oid medications) as part of ongoing surveillance activities.

CONCLUSION

In this systematic review, we identified 15 automated algorithms to

describe and identify problematic nonmedical opioid use. In contrast
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to manual record review or face-to-face patient assessment, automated

algorithms are well suited to large population-level surveillance and

are less costly and resource-intensive, making them most useful for

organizations such as health insurers, PBMs, and pharmaceutical com-

panies. Even with these advantages, our review highlights the limita-

tions of such algorithms. In particular, there is no one gold standard

for determining nonmedical opioid use. Analytic sophistication and

data availability will influence whether algorithm implementation is

feasible. Finally, users must recognize the implications of identifying

false positives and, conversely, false negatives. With these advantages

and limitations in mind, we recommend using the insights in this re-

view as a jumping-off point for developing an algorithm implementa-

tion plan that is best suited to the users’ specific setting.
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