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With the rapid development of the fields of data science and artificial intelligence, a dichotomy presents itself:
more professionals are needed to fulfill the growing workfoce demand, and women continue to be underrep-
resented in all computer science-related jobs. Women AI Academy addresses both issues by inspiring,
enabling, and targeting the employment of women in data science and artificial intelligence.
For an area supposed to re-shape society

fundamentally, artificial intelligence (AI)

has a long way to go when it comes to

gender diversity. Even themost optimistic

data highlight a current gender gap of

72% yet to close.1 Gender diversity in

the era of AI is key toward the elimination

of gender-related conscious and uncon-

scious biases and, therefore, a more

balanced workforce.

We are faced with a contrasting picture.

On one extreme, there is a huge lack of

recognition and support: pay gaps are a

minimumof 19%,2 only 21%of executives

in the tech industry arewomen, only 7%of

venture capital (VC) funding goes to

women-owned businesses, and only

4.2% of investing VCs are women.3 While

on the other, there are significant tangible

results delivered by women: women are

the lead adopters of technology and start-

upswithwomenexecutives succeedmore

often.4 Further, studies show that gender

diversity in senior positions in the tech in-

dustry haveapositive impacton theoverall

companies’ performance and profit.5

One of the fundamental originating is-

sues is the underrepresentation of female

students in STEM areas. Though more

than 60% of the students in higher educa-

tion are female, less than 20% are

enrolled in engineering and computer

science subjects.6,7 Adding to this, the

lack of role models and mentors within

this industry and the unconscious biases,

discrimination, pay gaps, and unwelcom-

ing climates (see the SEW Blog6 and Bar-

nard et al.8), are identified, among others,

as reasons for low female representation

within the tech workforce.

The current AI hype and innovative and

powerful undertakings are set to change
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this trend: digital supporting communities

and private companies are aiming to

dramatically increase the number of

women in AI by inspiring and promoting

female role models in this sector through

education and employing of women in

AI-related technologies. Organizations

such as Girls Who Code (https://

girlswhocode.com/), Women in Technol-

ogy (https://www.womenintechnology.

org/), the AnitaB.org (https://anitab.org/),

and Women In Technology International

(https://witi.com/) have as a main goal

increasing the number of women in tech-

related jobs with their programs and ser-

vices worldwide.

In this Opinion piece, we present

Women AI Academy (WAIA, https://

womenaiacademy.com/), founded on the

principle of a newworking culture of digital

technology to enable women to build suc-

cessful digital technical careers in AI. The

aim is to address two critical dimensions:

an ever-increasing need for women-work-

ing empowerment in the tech industry

(women still make up only a quarter of the

tech industry workforce1) and the work-

force need for digital technologies experts

(it is estimated that, only in the US, there

will be 3.5 million computer-science-

related jobs available by 2026)9. These

two dimensions happen to also be two of

the ‘‘gender gap accelerators’’ identified

in the Global Gender Gap Report 2020.1

WAIA is realized through a digital plat-

form to inspire, enable, and target the

employment of women in AI. It involves

the concept of digital learning circles

and groups the skills that are needed to

have a successful career in AI and a

harmonized personal life in three cate-

gories: mindset skills, soft skills, and digi-
Pattern
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tal tech/AI skills. Aiming to be inclusive

and location independent, all content are

delivered online by experts and mentors

from the AI industry, in English.

WAIA has four core principles:

Equality: here we aim to increase the

participation of a diverse AI commu-

nity, eradicating discrimination based

on gender, ethnic origin, religious be-

liefs, or social background.

Mobility: everyone should have the

opportunity to grow their career; being

a tech-based discipline, AI offers this

possibility.

Digital-tech/AI focus: we contribute

toward the acquisition of skills needed

for digital technologies with focus on

AI and a technical workplace.

Community: strongly linked to the

previous principles, WAIA’s platform

offers the ‘‘sense of belonging,’’ build-

ing up a community at the same time

as we form AI professionals. Accord-

ing to studies, 56% of women in tech-

nology leave their employers mid-

career,7 this being at least partially

related to a lack of supportive mentors

and role models and other workplace-

related barriers as discussed above.

These principles can be generalized

across all data science platforms, and

theyarenotgenderspecific. Inotherwords,

they represent good guiding principles for

building data science communities.

WAIA was founded on the experiences

and lessons learned from over 25 years

in the tech business world. Naz, the

founder, started it as a side project to

her corporate job. In 2012, she started to

study issues for gender equality in tech,
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especially from her perspectives as a

working mum with two school-aged

kids. During this time, she networked

with experts around the world, joined in

conferences, and participated in STEM

mentorship projects. She searched and

reviewed the best practices not only

from Europe but also from the US and

Australia. As part of her corporate assign-

ments and independent research, she has

developed valuable insights into the digi-

tal industrial revolution and new working

culture of digital technology, and as a

result, she decided to develop an online

teaching organization to enable women

to build successful digital careers in AI.

WAIA serves also as a community of

like-minded women, with a diverse team

and background of founding members

as well as carefully selected teaching ex-

perts and mentors from around the world.

There are reasons to be hopeful, for the

first time more women than men enrolled

in intro computer science at Berkeley,

USA.3 Further, the Hour of Code

campaign of Code.org reported that,

from the more than 15 million students

who participated, more than half were

girls.3 Moreover, the Hardwiring Gender

Parity into the Future of Work program of

the World Economic Forum aims to set a

business commitment framework with a

target of 50 pioneering companies over

the course of 2020 to better connect sup-

ply and demand.1 We believe these types

of initiatives will prove to be very benefi-

cial for gender parity in the future.

We believe that for everyone involved in

AI, the ethics of AI is of pivotal importance

and, therefore, is a primary concern of

WAIA. AI heavily relies on the origin, qual-

ity, and quantity of data and also on the di-

versity of the team designing the associ-

ated algorithms and individual society’s

value on dictating the norms. Therefore,

these factors can be seen to impact the

ethics of AI. In our view, there is a great

mystification of AI capabilities. This is, in

its own right, an important issue; however,

there is a direct consequence of this that

ultimately affects the ethics of AI: the belief

that the ethical challenges of AI can be

solved with code. The issues involved are

far more complex. For example, the unin-

tentional algorithm bias in women’s

healthcare can be inevitable due to scar-

city in scientific studies and data of cause

of an illness in one specific ethnic minority

group.10 That means not only do we need
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diversity in the data but also in the associ-

ated AI team, from stakeholders to

programmers. Diversity in its broad sense:

gender, race, age, discipline, expertise. . . .

Those who have been underprivileged in

the current ecosystems will be the main

victims if we do not address the existing

biases and defects. We believe in the

need for definitions, common understand-

ing, regulations, and monitoring systems

for all stakeholders who design, develop,

deploy, and operate AI. These standards

and systems for ethical AI will be one of

the major challenges in the future, and

WAIA has exciting plans to address this

matter.

Among other projects, which like WAIA

offer teaching in AI-related subjects, we

can mention the Barcelona-based AllWo-

men.tech, offering onsite data science

courses, and the IE Data Science Boot-

camp, an 11-week program for women

to learn data science, located in the heart

of IE’sMadrid campus.Women in AI (WAI)

is a nonprofit do-tank working toward

gender-inclusive AI that benefits global

society. Together with WAIA, all these en-

deavors, built for women, bring hope to-

ward building a more diverse AI. Let us

humanize AI with WOMEN POWER!
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