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ABSTRACT

Objective: The study sought to test the possibility of differentiating chest x-ray images of coronavirus disease

2019 (COVID-19) against other pneumonia and healthy patients using deep neural networks.

Materials and Methods: We construct the radiography (x-ray) imaging data from 2 publicly available sources,

which include 5508 chest x-ray images across 2874 patients with 4 classes: normal, bacterial pneumonia, non–

COVID-19 viral pneumonia, and COVID-19. To identify COVID-19, we propose a FLANNEL (Focal Loss bAsed

Neural Network EnsembLe) model, a flexible module to ensemble several convolutional neural network models

and fuse with a focal loss for accurate COVID-19 detection on class imbalance data.

Results: FLANNEL consistently outperforms baseline models on COVID-19 identification task in all metrics.

Compared with the best baseline, FLANNEL shows a higher macro-F1 score, with 6% relative increase on the

COVID-19 identification task, in which it achieves precision of 0.7833 6 0.07, recall of 0.8609 6 0.03, and F1 score

of 0.8168 6 0.03.

Discussion: Ensemble learning that combines multiple independent basis classifiers can increase the robust-

ness and accuracy. We propose a neural weighing module to learn the importance weight for each base model

and combine them via weighted ensemble to get the final classification results. In order to handle the class im-

balance challenge, we adapt focal loss to our multiple classification task as the loss function.

Conclusion: FLANNEL effectively combines state-of-the-art convolutional neural network classification models

and tackles class imbalance with focal loss to achieve better performance on COVID-19 detection from x-rays.
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INTRODUCTION

Objective
The novel coronavirus disease 2019 (COVID-19) is a pandemic dis-

ease that has been spreading rapidly across the world and poses a se-

rious threat to global public health. Up to July 2020, COVID-19

had caused more than 13 million infections and 600 000 deaths

across the globe. Radiology plays a fundamental role in diagnosing

the disease. Although less sensitive than chest computed tomography

(CT), chest radiography (x-ray) is typically the first-line imaging mo-

dality used for patients with suspected COVID-19.1 Owing to the

international attention of the disease, there has been an increase in

publicly available x-ray images of patients with COVID-19–related

pneumonia. This enables us to identify patterns and construct mod-

els that could automatically detect COVID-19 from chest x-ray

images.

Because COVID-19 is still relatively new, naturally there are sig-

nificantly less x-ray images of COVID-19 compared with non–

COVID-19 diseases. This inevitably means that these datasets will

be imbalanced, with few COVID-19 samples, which can hinder clas-

sification accuracy and limit model generalization.
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To address these challenges, we propose a FLANNEL (Focal

Loss bAsed Neural Network EnsembLe) model. FLANNEL utilizes

an ensemble structure, using 5 state-of-the-art convolutional neural

network (CNN) classifiers as based models. The neural weight mod-

ule combines each base model using a learnt weighted ensemble to

get the final classification results. To handle the class-imbalanced

dataset issue, the model adapts focal loss traditionally proposed for

binary classification task to our multiclass classification task. This

loss function back-propagates and updates the parameters of the

neural weight module.

We train and evaluate the proposed FLANNEL architecture on a

combination of publicly available datasets. The combined data con-

sist of 5508 chest x-ray images across 2874 patients. There are 4

types of x-ray images: normal (n¼1118), bacterial pneumonia

(n¼2787), COVID-19 pneumonia (n¼100), and non–COVID-19

viral pneumonia (n¼1503). These 4 types of x-rays naturally form

a 4-way classification problem, in which our focus is to make accu-

rate prediction on COVID-19 cases without hindering the perfor-

mance of other classes.

Background and significance
Convolutional neural networks

CNNs have established themselves as the gold standard for most

computer vision tasks such as image classification and object detec-

tion.2–6 For the specific COVID-19 challenge, some works based on

CNNs have been created for various imaging data. Most of them fo-

cus on region segmentation and COVID-19 diagnosis.7–17 For exam-

ple, Karanam et al7 designed and developed a contactless patient

positioning system for scanning patients in a completely remote and

contactless fashion. Chest CT-based COVID-19 case identification

or localization segmentation tasks have been studied by other

authors.8–17 Roy et al17 presented a deep learning method for

COVID-19 classification based on lung ultrasound data. Several of

them made prediction on 3-dimensional images (sequential CT slice/

ultrasound slice).8,10–13,15–17 In contrast to those existing works, we

focus on an identification task in x-ray images, which are 2-dimen-

sional (2D) images, as they are more commonly used in routine clini-

cal visits. As the first-line imaging modality for assessing patients

with suspected COVID-19, 2D chest x-ray is less sensitive than chest

CT and hence posts a bigger technical challenge. The most related

work is COVID-Net, a neural network architecture for x-ray–based

COVID-19 cases detection.18 We added COVID-Net18 and AI-

COVID8 as baselines in the experiments.

Moreover we adopted several state-of-the-art CNN architectures

as base models in FLANNEL for x-ray–based COVID-19 detection.

Owing to the limited number of COVID-19 x-ray images that exist

in training data, each of these models alone could suffer from high

error and variance. In order to solve this issue and improve reliabil-

ity, we utilize the power of ensemble methods.

Ensemble models

Ensemble learning is a process of combining different independent

classifiers, called base learners, to increase the robustness and accu-

racy of the final classification. As long as these base learners are di-

verse and able to capture the patterns in the data independently, the

ensemble model is able to generalize significantly better by reducing

individual errors.19 Instead of training a complex single neural net-

work with a large number of layers and parameters, decomposing

the architecture into smaller and simpler individual base models has

been shown to be more accurate and require less time and memory

for training.20,21 The individual base learners in neural network

ensembles capture patterns over different regions or granularities of

the input space,22 which contributes to its higher overall perfor-

mance. Instead of relying on traditional methods of ensemble voting

such as bagging, our proposed model introduces a neural ensemble

layer to adopt a heterogeneous ensemble strategy that uses different

state-of-the-art CNNs as base learners to get better accuracy com-

pared with the individual classifiers.

Class imbalance challenge

Class imbalance in datasets is a very common but significant prob-

lem that often hinders model performance and generalization.

Resampling, via undersampling or oversampling, is a common tactic

to solve the imbalance issue.23–25 However, oversampling tends to

be error prone due to overfitting or added noise, and undersampling

reduces the amount of training data that the model can learn

from,26 causing both methods to be ineffective in our setting. Focal

loss is a special loss function proposed for an imbalance binary clas-

sification task, in which the standard cross-entropy loss of the model

is reshaped, such that the well-classified examples are down-

weighted, and it can focus on learning the hard imbalanced nega-

tives.27 In this study, we adapt focal loss to our multiple

classification task.

MATERIALS AND METHODS

Study design
Our main task is to differentiate between chest x-ray images of

COVID-19 patients and chest x-ray images from other pneumonia

and healthy patients, which can be considered as a multiple classifi-

cation task.

We combined 2 publicly available datasets to generate the exper-

imental data: (1) COVID Chest X-ray dataset (https://github.com/

ieee8023/covid-chestxray-dataset) and (2) Kaggle Chest X-ray

images (pneumonia) dataset (https://www.kaggle.com/paultimothy-

mooney/chest-xray-pneumonia). The choice of these 2 datasets for

our experiment was guided by the fact that both are open source

and fully accessible to the research community and the general

public. As these public datasets grow, the model can continue to

improve and scale continuously. The detailed statistics are shown in

Table 1.

All Kaggle Chest X-ray images and most COVID Chest X-ray

images are based on anteroposterior (AP) or posteroanterior (PA)

views. For consistency purposes, we only included images with both

AP and PA views in our final experimental dataset. The dataset com-

prises a total of 5508 chest x-ray images across 2874 independent

patient cases. Because AP and PA are 2 different types of x-ray

views, we introduced horizontal flips and random noise to convert

PA view into AP view. This method of data preprocessing allows us

to train the same model for both views and allows the model to be

view-independent. We used a train-test split ratio of 4:1 to randomly

generate the training and testing set to be used in the model. We fur-

thermore used 5-fold cross-validation on training data to acquire 5

resulting models, and then recorded ensemble (average) performance

of these 5 models on testing data. The reason we did this instead of

1-time standard train, validation, and test splits is that we wanted to

maximize the sample usage because of the limited samples in this

study. The detailed statistics of experimental data are shown in

Table 1.
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For image preprocessing, we resized the original input images

first to size 256 � 256 and then randomly cropped them in the cen-

ter to size 224 � 224. The original x-ray images had some symbols

in the corners correlated with our labels that could lead to feature

leakage, so we introduced a crop around the center to mask that.

The resolution size of 224 � 224 was chosen, as it is the default in-

put size for all of our base models. Although this downsampling in

resolution may lead to loss of image details, it allows a simpler

model that is easier to train and less prone to overfitting. Most state-

of-the-art CNNs adopt this resolution for the same reason. The data

are then augmented using random flip and noise and normalized be-

fore entering the model.

From Table 1, we can find that COVID-19 x-ray images are very

rare compared with that of non–COVID-19 pneumonia because it is

such a new disease with limited data.

Methods
As shown in Figure 1, our proposed FLANNEL model is composed

of 2 stages. First, several base learners are independently trained for

COVID-19 classification. Second, the resulting weights from all

base learners are used to train the overall ensemble model. We also

provide pseudocode in Table 2 to elaborate on the algorithm in de-

tail.

Stage 1: Base learner training

CNNs have been widely used in image classification and get huge

successes. Here, we choose 5 popular and state-of-the-art CNN clas-

sification models as base learners to model the COVID-19 identifi-

cation task. These following models were chosen due to their

flexibility and high performance with general image classification.

1. Inception v3: It is the third edition of Google’s Inception

CNN.3,28

2. VGG19-bn: The model architecture is from VGG group with

batch normalization and consists of 19 layers.

3. ResNeXt101: This 101-layer architecture is designed by the

ResNeXt group.

4. Resnet152: This is a 152-layer Deep Residual Neural Network

that learns the residual representation functions.

5. Densenet161: This is a Densely Connected Convolutional Net-

work with 161 layers.29

Table 1. Experimental data description

Source Total COVID-19 Viral Bacterial Normal

Original data CCX data 119 100 11 7 1

KCX data 5389 0 1492 2780 1117

View distribution AP view 5413 24 1492 2780 1117

PA view 95 76 11 7 1

Training/test splits Training 4406 77 1194 2237 898

Testing 1102 23 309 550 220

Total 5508 100 1503 2787 1118

AP: anteroposterior; CCX: COVID Chest X-ray; COVID-19: coronavirus disease 2019; KCX: COVID Chest X-ray; PA: posteroanterior.

Figure 1. Framework of FLANNEL (Focal Loss bAsed Neural Network EnsembLe).
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Owing to the limited amount of training data of x-ray images,

we use the listed pretrained models from the ImageNet Large Scale

Visual Recognition Challenge (http://www.image-net.org/chal-

lenges/LSVRC/) and fine-tune each model with respect to the

COVID-19 identification task. For fine-tuning, all parameters of the

models were retrained with no layer being frozen. This method of

fine-tuning models pretrained on a general image set speeds up the

training process and also helps with generalization. We modify the

last classification layer for each base learner such that it produces a

4-length vector for 4-way classification.

Stage 2: Ensemble model learning

We then take all the N (number of pretrained base learners and here

is 5) M-length vectors (denoted as Pi 2 R
M; i ¼ 1; . . . ;N; where R

represents a real number) and simply concatenate them (denoted as

f ) and feed it into the neural weight module to learn base learner

weights, as shown in Figure 1.

For the neural weight module, we first construct feature interac-

tion via outer production ff T to capture more latent information.

This is then flattened and fed through a Dense and Tanh layer to

map features into base learner weights. Because the outputs of the

Tanh function can output negative values, such weights allow the

model to discount inaccurate predictions of the classifier.

We then take the linear combination of the base learner predic-

tions using the resulting base learner weights (denoted as w) to get

final prediction by ¼ Softmaxð
PN

i¼1 wiPiÞ. Rather than relying on

traditional methods of ensemble voting, we allow FLANNEL to

self-learn the optimal combination between the output of the base

learners. The neural weight module could be easily extended to ac-

commodate more complex output formats of the base learners.

Then we define loss function for model training. The standard

loss function used for training multiclass neural networks is cross-

entropy loss as following,

LossFunc ¼ CELossðby; yÞ ¼XM

m¼1
�ym log ðbymÞ

where M represents the number of classes. Both by 2 RM and y

2 f0; 1gM are M-length vectors and represent the predicted value

and ground truth of class distribution, respectively.

However, heavy class imbalances in the data during training will

overwhelm and dominate the gradient, making optimal parameter

updates difficult. Focal loss is a loss function proposed for binary

classification tasks, in which the well-classified examples are down-

weighted and can focus on learning the hard imbalanced exam-

ples.27 Here, we extend focal loss to multiclass classification in our

model to address these imbalance issues. For each image, we define

the focal loss as:

LossFunc ¼ FocalLossðby; yÞ ¼XM

m¼1
�amymð1� bymÞ

c logðbymÞ

where ð1� bymÞ
c is a modulating factor with a tunable focusing pa-

rameter c and am represents a weight factor vector that balances the

importance of the different classes. When an example is misclassified

and bym is small, the modulating factor is close to 1 and the loss is un-

affected. As bym!1, the factor goes to 0 and the loss for well-classi-

fied examples is downweighted. c can be adjusted to tune the rate of

this downweighting. As it increases, the effect of the modulating fac-

tor is likewise increased (we found c ¼3 to work best in our experi-

ments). For am, we can set the bigger value for the minority class

and the smaller value for the majority class to make all classes con-

tribute equally to our loss. Whenfam ¼ 1; m ¼ 1 . . . Mg and c ¼ 0,

focal loss is equivalent to cross-entropy loss. In our experiments, am

is set to be inverse class frequency of each class. The resulting loss is

then back-propagated to update the weights for the neural weighing

module in the ensemble. During this stage, the parameters of the 5

base learners are frozen and not updated.

RESULTS

Baseline models for performance comparison
First, we compare FLANNEL with the chosen 5 base learners of

FLANNEL framework (Resnet152, Densenet161, InceptionV3,

VGG19-bn, and ResNeXt101). All of these models were fine-tuned

using their default parameter settings and by using the Adam

optimizer.30

Furthermore, we also compare FLANNEL with 2 recent

COVID-19 deep learning models, COVID-Net18 and AI-COVID.8

COVID-Net is a tailored deep convolutional neural network design

Table 2. Performance comparison on F1 score: Class-specific F1 score is calculated using 1 class vs the rest strategy

COVID-19 Pneumonia virus Pneumonia bacteria Normal Macro-F1

Base learners

InceptionV3 0.5904 (0.27) 0.5864 (0.05) 0.8056 (0.01) 0.8771 (0.04) 0.7149 (0.09)

Vgg19_bn 0.6160 (0.06) 0.5349 (0.04) 0.7967 (0.02) 0.8691 (0.03) 0.7042 (0.02)

ResNeXt101 0.6378 (0.12) 0.5649 (0.03) 0.7959 (0.01) 0.8537 (0.02) 0.7140 (0.03)

Resnet152 0.6277 (0.11) 0.5506 (0.02) 0.7988 (0.01) 0.8700 (0.01) 0.7110 (0.03)

Densenet161 0.6880 (0.07) 0.5930 (0.02) 0.8017 (0.01) 0.8953 (0.01) 0.7445 (0.02)

Additional baselines

COVID-Net [20] 0.7179 (0.13) 0.5592 (0.04) 0.8095 (0.02) 0.8787 (0.03) 0.7413 (0.03)

AI-Covid [22] 0.6391 (0.16) 0.5238 (0.07) 0.7504 (0.02) 0.7223 (0.03) 0.6589 (0.07)

Ensemble learning

Voting 0.7684 (0.04) 0.6005 (0.03) 0.8214 (0.03) 0.9079 (0.01) 0.7745 (0.01)

Ensemble_MLP_l1 0.6247 (0.07) 0.6042 (0.03) 0.8185 (0.01) 0.9161 (0.01) 0.7409 (0.02)

Ensemble_MLP_l2 0.3735 (0.23) 0.6030 (0.02) 0.8206 (0.00) 0.9128 (0.01) 0.6775 (0.05)

Variant FLANNEL

FLANNEL_w/o_Focal 0.7671 (0.06) 0.6001 (0.03) 0.8238 (0.01) 0.9135 (0.01) 0.7761 (0.01)

FLANNEL_w/o_Focal 1 Sampling 0.7837 (0.04) 0.5953 (0.04) 0.8245 (0.01) 0.9131 (0.01) 0.7791 (0.02)

FLANNEL 0.8168 (0.03) 0.6063 (0.02) 0.8267 (0.00) 0.9144 (0.01) 0.7910 (0.01)

The values in parentheses are the standard deviations.
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for COVID-19 cases detection. AI-COVID presented a deep net-

work framework for sequential CT slice imaging, and hence we just

use slice-level classification networks for our identification task be-

cause we only have 1 x-ray image per sample in our dataset.

To verify the advantages of FLANNEL on ensemble learning, we

also selected 2 traditional ensemble strategies voting and stacking to

ensemble the 5 chosen base learners. These will be denoted as Voting

and Ensemble_MLP. For Ensemble_MLP, the concatenated prediction

values from base models are fed into the multilayer perceptron for fi-

nal prediction. Here, we use separately Ensemble_MLP_l1 for 1-layer

MLP and Ensemble_MLP_l2 for 2-layer MLP.

To verify the advantages of FLANNEL for the imbalanced data-

sets, we compare it to a version of FLANNEL that replaces the Focal

Loss with multiclass standard cross-entropy loss (denoted as FLAN-

NEL_w/o_focal). Another comparison model adds on top of FLAN-

NEL_w/o_focal and utilizes resampling strategies commonly used

for class balancing (denoted as FLANNEL_w/o_focal_sampling).

Implementation details
All the base models and FLANNEL are implemented in PyTorch

and trained on 3 NVIDIA Tesla P100 GPUs (NVIDIA, Santa Clara,

CA) over 200 epochs. The 5 base models (InceptionV3, Dense-

net161, Resnet152, ResNeXt101, and Vgg19_bn) are fine-tuned us-

ing the respective pretrained models with the default model

architecture. The data are augmented with random flips, crops ,and

scaling during the fine-tuning process.

After all the base models are trained separately, FLANNEL is

trained by passing in the concatenated output layers of the base

models as the input features.

Evaluation strategy
In order to overall verify the prediction accuracy, we first measure

the overall accuracy of the model in distinguishing the 4 classes

(COVID-19 viral pneumonia, non–COVID-19 viral pneumonia,

bacterial pneumonia, and normal images). The main intention of the

study is the detection of COVID-19 among kinds of respiratory-

related x-ray images. For each class of images, the classification met-

ric F1 score, which conveys the balance between the precision and

the recall, is recorded.

Experimental results
In this section, we present the experimental results to show the per-

formance of our proposed FLANNEL and all baseline methods.

First, we note that overall accuracy is not a great metric for eval-

uation the model. Because the classes in our dataset are heavily un-

balanced in favor of non–COVID-19 pneumonia images, even a

significant increase in COVID-19 detection performance will not af-

fect overall accuracy very much. Therefore, we present the F1 score

for COVID-19 vs the rest, comparing different models in Figure 2.

Obviously, it shows that FLANNEL outperforms other state-of-the-

art models in detecting COVID-19 cases.

Moreover, we also present F1 score for each disease classifica-

tion and macro-F1 score for all classes of the label set, which is

shown in Table 2. From Table 2, we can observe that COVID-Net

achieves better performance than other baseline models, as it is

Figure 2. Illustrates the COVID-19 (coronavirus disease 2019) F1 score vs rest comparing different models. The error bars are from 5-fold cross-validation.

Box 1. The FLANNEL algorithm

Algorithm 1 FLANNEL Training

Input:

X-ray Images, Class Labels

Base Models fLearner1, Learner2, . . ., Learnerng
(Define B as batch size)

Stage 1:

Fine-tune all base models with respect to inputs images and labels.

Stage 2:

For each batch (X 2 RB�1�224�224; Y 2 RB�4) from inputs images and

labels do

–> Step1: Get prediction values from all Base Models

Pi ¼ Learneri Xð Þ 2 RB�4;where i ¼ 1; . . . ; n

–> Step2: Get learner weights

W ¼ NeuralWeightModuleð½Pi; i ¼ 1; . . . ; n�Þ 2 RB�5

–> Step3: Linear Combination for Prediction

Ŷ¼Softmaxð
Pn

i¼1 WiPiÞ 2 RB�4

(where Wi represents i-th column of W)

–> Step4:

Loss ¼ FocalLossð bY ; YÞ
Back-propagate on Loss and update parameters

End For
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specifically designed for COVID-19 detection. AI-COVID does not

show apparent performance improvement on COVID-19 detection. It

is probably because AI-COVID mainly focuses on fast features extrac-

tion followed by multislice ensemble for final 3-dimensional CT image

prediction, not specifically for 2D image classification. A multilayer

perceptron–based ensemble strategy can improve detection perfor-

mance on other majority classes but has poor performance on minor-

ity class (COVID class). Further, COVID-19 detection accuracy

degrades with employment of more layers. More fully connected

layers cannot effectively model limited features (concatenated outputs

from base learners) specifically for this class-imbalance challenge.

From Table 2, FLANNEL shows a higher macro-F1 score, with a 2%

increase, especially a 6% relative increase for COVID-19 cases over

the best-performing baseline model.

Compared with FLANNEL_w/o_Focal just using cross-entropy

loss instead of focal loss, FLANNEL shows an increase of almost 6%

in F1 score for COVID-19 cases. It is also clear that resampling strate-

gies help improve performance in case of class imbalance. Traditional

resampling strategies (FLANNEL_w/o_Focal þ Sampling) increased

F1 score for COVID-19 cases by almost 2%, while still almost 4% be-

hind compared with FLANNEL. Also most importantly, FLANNEL

was able to increase the performance of COVID-19 classification

without negatively impacting the performance for other classes.

In order to understand the trade-off in COVID-19 classification

performance for different threshold values, we also introduce the

plot curves. A popular metric for classification systems is the

receiving-operating characteristic (ROC), which can be summarized

by its area under the curve. Because ROC curves can be misleading

when the class distribution is imbalanced, we also show the

precision-recall (PR) curve. The focus of the PR curve on the minor-

ity class deems it an effective diagnostic for imbalanced binary clas-

sification models. The experimental results are shown in Figure 3, in

which the PR curve and ROC curve are separately used to show the

diagnostic ability of compared models.

Finally, we also provide the visual description of FLANNEL per-

formance, via confusion matrix, shown in Figure 4. It shows that (1)

the cases predicted as pneumonia are mainly from the GroundTruth

pneumonia-related cases and (2) for COVID-19 identification,

FLANNEL has higher precision and recall than the other 2 types of

pneumonia. It means FLANNEL can distinguish pneumonia images

from normal images and differentiate chest x-ray images of COVID-

19 against other pneumonia images.

In order to verify model performance under single-view condi-

tion, we show performance evaluation (specifically for F1 score for

COVID-19 vs the rest) on AP-view x-ray images in Figure 5. From

Figure 5, we find that all models have performance degradation be-

cause of heavier imbalance, with fewer samples with the COVID-19

label. Nevertheless, our proposed FLANNEL still has the best F1

score compared with all the baselines.

Figure 3. The diagnostic ability of the compared models for COVID-19 (coronavirus disease 2019) classification. Panel A shows the precision-recall curve, while Panel B

shows the receiver-operating characteristic curve. FLANNEL: Focal Loss bAsed Neural Network EnsembLe; PR: precision-recall; ROC: receiver-operating characteristic.

Figure 4. Confusion matrix (instance counts). COVID-19: coronavirus disease

2019.
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Then, Figure 6 presents the visual explanations for the classification

results. We use class activation mapping to visualize the models’ atten-

tion over inputs. The visual results are shown subsequently. Here, we

show each of the 5 base models’ visual attention heatmaps. We observe

that FLANNEL can pay more attention to specific regions in base model

parameters, which allows it to make the correct overall prediction.

DISCUSSION

The most notable observation from the base models is that most of

them perform poorly at detecting the pneumonia caused by viruses

(both COVID-19 and non–COVID-19). This poor performance is

likely due to the fact that (1) there are more bacterial and normal

Figure 5. Performance verification (F1 score for COVID-19 [coronavirus disease 2019] vs rest) on anteroposterior view images comparing different models. FLAN-

NEL: Focal Loss bAsed Neural Network EnsembLe.

Figure 6. Visual explanations for the classification results. FLANNEL: Focal Loss bAsed Neural Network EnsembLe;
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than viral images in our dataset and (2) the addition of the COVID-

19 x-ray images makes it more difficult to differentiate between the

2 different classes of viral pneumonia because they are more similar

to each other than they are to others. Our proposed FLANNEL

model has the possibility of differentiating chest x-ray images of

COVID-19 against those of other pneumonia and healthy patients.

Moreover, the significant feature of the proposed FLANNEL model

is that it manages to sharply enhance COVID-19 identification per-

formance without decreasing that of other classes. In fact, FLAN-

NEL had the highest F1 score of every single category except the

normal class.

However, owing to the limited specific COVID-19 pneumonia–

related images, it is inevitable to combine multiple source data from

different datasets to construct experimental data as described in de-

tail in the Materials and Methods. Even standard x-ray images look

slightly different depending on the data source. However, it is still a

challenge to conduct source agnostic image classification that uti-

lizes big-scale data from multiple data sources to learn class features

and mapping rules to infer the classification task without consider-

ing the different data source impacts. Source-free classification for

COVID-19 is future work that might significantly improve the per-

formance of the model.

Another direction to consider is to incorporate hierarchical

classification. In our case, we can consider first separating healthy

from sick patients based on their x-rays, then further separating

bacteria, viral pneumonia, and COVID-19 among the sick. The

naı̈ve approach requires training multiple models at different lev-

els, which can create challenges at the granular level (eg, viral

pneumonia vs COVID-19) due to the small sample size. Multiple

models also introduce more computation and maintenance chal-

lenges in the long run. We consider this topic as an important fu-

ture work.

CONCLUSION

COVID-19 is an acute resolved pneumonia disease with high fatal-

ity rate. As the most commonly ordered imaging study for patients

with respiratory complaints, x-ray can help COVID-19 diagnosis.

Hence, it is significant to study automatic diagnosis of the disease.

Our objective is to explore effective deep learning methods to

model x-ray images and improve prediction performance in identi-

fying COVID-19 from other pneumonia images and healthy

images.

With the power of ensemble learning, FLANNEL has the ability

to detect and diagnose COVID-19 from pneumonia x-ray images

with high accuracy, even when trained on just around 100 available

COVID-19 x-ray images. We have shown that it is able to automati-

cally combine and use the outputs of individual base learners as fea-

tures to create a more accurate global model. Focal loss allows us to

use all the training samples effectively without having to sample our

already limited imbalanced dataset and solves the imbalance prob-

lem that hinders other traditional loss functions such as cross-

entropy loss. FLANNEL vastly outperforms all other state-of-the art

CNN architectures, especially on the COVID-19 detection, without

much added model complexity or parameters.

This model could be used to supplement current COVID-19 di-

agnosis kits to improve testing availability and alleviate supply

shortages through just examining x-ray images. With millions of

confirmed cases only expected to grow in the future, neural net-

works could make a real impact in limiting the spread of the disease.
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