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A B S T R A C T

Several studies showed that shifting of visuospatial attention modulates sensory processing at multiple levels of
the visual pathways and beyond, including the occipital striate cortices level. However, inconsistent findings have
been reported thus leaving these issues still disputed. 21 participants took part to the present study (the EEG
signals of 4 of them were discarded due to artifacts). We used ERPs and their neural sources to investigate
whether shifting spatial attention in space across the horizontal meridian of the visual field affected striate
cortices activation at the earliest latency. Time-series of scalp topographical maps indicated that, unlike ERPs to
attentional-neutral central cues, ERPs to attention-directing local cues showed earliest polarity inversions as a
function of stimulated field and processing latency range considered, at occipital-parietal electrodes. In between
60-75 ms, attentional shifting cues elicited a positivity for both visual fields, whereas at a later latency (75–90 ms)
they elicited a positivity and a negativity for the upper and lower visual hemifields, respectively. Computed neural
sources included striate, besides extrastriate, cortices for both visual hemifields and latency ranges. Conjointly,
behavioral responses to targets were faster when they were preceded by local than by neutral cues, and when
presented in the upper than the lower hemifield. Our findings support the hypothesis that attention shifts may
affect early sensory processing in visual cortices.
1. Introduction

Functional neuroimaging of brain attentional networks has been so
successful to be able to reveal much more than simply the locus of visual
attentional selection in the brain [1]. Indeed, thanks to the new insights
provided, current models postulate that neural mechanisms of selective
information processing are part of a multilevel selection system spanning
from the subcortical thalamic regions up to the higher-order fronto--
parietal cortices, with in between the occipital striate and extrastriate
cortices, each one playing a different filtering role [2, 3].

Notwithstanding these new insights, controversial findings about the
neuroanatomical localization and/or temporal progression of selective
processing of visual information through the levels of the visual attention
system have been reported in the literature. Before presenting a review of
findings against and in favor of these earlier or later attentional effects as
a function of resolution features of imaging methods utilized, both
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singularly or in combination with each other (e.g., ERPs and fMRI), it can
be useful to illustrate summarily the common features characterizing the
many studies from which these findings are drawn. Indeed, these
inconsistent findings concern both the response to cue and/or target
stimuli in typical cue-target spatial attention orienting paradigms.
Despite the variants of these paradigms, the typical structure consists in
the presentation of an attentional cue, a stimulus followed after a vari-
able time delay, depending on the imaging method, by the presentation
of a target, i.e., a stimulus requiring a behavioral response, at either the
cued location (i.e., cued or valid targets) or an uncued location (i.e.,
uncued or invalid targets.) Any neural response or overt performance
benefits (e.g., a fMRI activation and/or greater ERPs as well as a motor
response facilitation) for cued targets are attributed to the cue's ability to
direct attention, with the time course of attentional orienting effects
revealed by the change in the processing profile across the cue-target
ember 2020
rticle under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-

mailto:zani.alberto@hsr.it
http://crossmark.crossref.org/dialog/?doi=10.1016/j.heliyon.2020.e05570&domain=pdf
www.sciencedirect.com/science/journal/24058440
http://www.cell.com/heliyon
https://doi.org/10.1016/j.heliyon.2020.e05570
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.1016/j.heliyon.2020.e05570


A. Zani, A.M. Proverbio Heliyon 6 (2020) e05570
intervals [4]. Below a thorough review of these hemodynamic and ERP
findings shall be presented.

As for hemodynamic studies based on these cue-target spatial atten-
tion tasks, a modulation of the (V1) striate, besides of extrastriate, visual
cortex [5, 6, 7, 8] and of the earlier level thalamic pulvinar [9] (La Berge
and Buchsbaum, 1990) as well as of the lateral geniculate nucleus (LGN)
[8, 10, 11] processing of targets were reported by several fMRI studies.
Such a modulation has been also found in response to attention orienting
cues in the absence of target delivery [8, 12]. This modulation of visual
cortex and earlier structures of the visual system activity in response to
attention orienting cues has been interpreted as a “preparatory bias”
induced by top-down signals from higher-levels brain areas, which has
been reported to be dissociated from target attentional processing [13].
Hopfinger et al. (2000) [14] recorded event-related fMRI responses of
visual cortices to both targets and prior cues signalling their locations
separated by an 8-s time gap. They found indications of an activation of
the contralateral visual sensory regions in response to both targets and
cues, including V1. Hence, they argued that, unlike reflecting an
enhanced target processing induced by focused spatial attention, the
enhanced activity in visual sensory cortices related to the orienting cues
was a reflection of a preparatory biasing of these cortices due to
top-down modulation.

Since hemodynamic signals have a limited temporal resolution, fMRI
is unable per se to provide information on the parallel and sequential
activation of brain areas found to be related to the selective processing.
However, the recording of high-time resolution electrical and magnetic
signals (i. e., ERPs and MEG) in humans has originally provided
compelling evidence of the timing of attentional selection of visual in-
formation at P1 and N1 longer-latency sensory responses of the visual
cortex in between 70 and 200 ms post-stimulus for target processing
[15].

The combining of ERP recordings with hemodynamic measures in
humans provided evidence of an activation of the fusiform gyrus of extra-
striate cortex, which was proposed to be the neural counterpart of the P1
time-related attentional modulation [16]. In addition, fMRI evidence of a
modulation of extrastriate, but not striate visual cortices, at about 70–75
ms P1-centered latency was also provided by Martinez et al. [17]. Any
evidence of an earliest attentional modulation of the initial afferent
sensory volley to the striate visual cortex was denied by this study based
on the findings of an fMRI activation of V1 not being associated with a
change of C1, the ERPs component that appears prior to the P1 and re-
flects the earliest afferent sensory volley of visual inputs to the primary
occipital regions. The neural source in the calcarine fissure of the striate
cortex of this component as originally theoretically advanced by Jeffreys
and Axford [18] was formerly confirmed by Clark and Hillyard [19] and,
later-on, reiterated by many other research groups. This striate-centred
component is also referred to as P-N80 in the literature because of its
80 ms average latency and of its sensitivity to retinal stimulation co-
ordinates, which shows as an inversion in polarity as a function of a
lateralized stimulation across the visual horizontal meridian [17, 18, 19,
20, 21, 22, 23]. Indeed, C1 response shows almost invariably a negative
or a less positive voltage measure in response to upper field stimuli and
reverses in polarity or reaches a less negative voltage in response to lower
field stimuli [19, 24, 25, 26].

Unlike this robust retino-cortical crossed visual model, when stimuli
are presented along the vertical meridian an opposite trend (i. e., positive
for the stimulation of the upper visual field (VF) and negative for the
lower VF) was found bymany studies [19, 21, 22, 27, 28]. In a recent ERP
and source analysis study by Capilla et al. [29], this inverted response,
which has been defined as a C2 component, showed an origin from the
confluence of V1 and V2, where this meridian has been proposed to be
mostly represented [30, 31]. That this activity is generated outside the
calcarine fissure, as V2, is also supported by the uncovering that its scalp
reflection and timing closely parallels the one predicted for V2 [32].

As for the effects of spatially focused attention on C1 response to
target stimuli, several initial ERP studies failed to show any significant
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findings [20, 27, 33, 34]. However, evidence has accumulated over time
(e. g., see Zhang et al. [35], for a review of this evidence) suggesting that
spatial attention directly affect striate cortex as reflected by an active
modulation of the C1 component. For instance, evidence of a robust
enhancement at C1 level elicited by voluntary orienting of spatial
attention has been reported using a cuing task in which standard and
target stimuli were presented either at relevant or irrelevant locations
across the upper and lower visual fields (see ref. [21, 36, 37, 38]). These
attention effects, which were consistent across the horizontal meridian of
the visual field, were attributed by source analyses to neuronal genera-
tors in the occipital striate cortex. Further evidence of a lower C1 nega-
tivity (i. e., greater positivity) under high attentional load for distracters
in the upper, but not in the lower, visual hemifield during a voluntary
attention task has also been reported by Rauss et al. [39]. Again, Fu et al.
[40, 41] found that the combination of an involuntary, reflexive alloca-
tion of visual attention and of high perceptual load positively contributed
to the earliest C1-related modulation of the striate cortex.

Strong support for an earliest visual spatial attention effect on the
striate occipital cortex has been also offered by single-unit measurements
[42, 43, 44]. Most importantly, these measures also indicated that this
attentionmode boosted the activation of the sub-cortical, thalamic lateral
geniculate nucleus (LGN) and suppressed the activation of the adjacent
reticular nucleus (TRN) [45]. This would be bound to a fine tuning of
communication of the LGN neurons at the synaptic level by selectively
increasing the efficacy of presynaptic input for driving postsynaptic re-
sponses [46].

Despite this gathering of separate and combined multi-technique-
based evidence of a spatial selection already operating at sub-cortical,
thalamic level, the issue of attentional effects in V1 still remains
controversial with several authors arguing the earliest stages of visual
cortical processing are absolutely not affected by spatial attention (e.g.,
see ref [47, 48]) and others adopting contrasting viewpoints that these
stages might, indeed, be affected as a function of the experimental con-
ditions used (see, e. g., the recent commentaries-crossmarked review in
ref. [49]).

While the most of spatial attention research dealt with themodulation
of neural processing of valid targets falling at the location indicated by
cues (inducing orienting of spatial attention to that location), only a scant
number of studies coped with the time course of modulation of neural
responses elicited by pre-target attention-directing (or attention-shifting)
cues as reflected by ERPs recorded in the processing profile across the
cue-target time span. For instance, Yamaguchi et al. (1994) [50] reported
that central cues elicited negative ERPs shifts starting 240 ms after cue
onset over posterior scalp sites contralateral to the cued visual field.
Conversely, peripheral cues enhanced an N1 component (i.e., 140–200
ms post cue) over the contralateral hemisphere. Following N1 enhance-
ment, a sustained negative potential shift appeared after 400 ms post cue
at posterior scalp sites contralateral to cued visual field. The results by
other studies reinforce the notion that early response anticipation and
preparation – or biasing – processes of the posterior-parietal cortex,
perhaps in an the initial step of attentional orienting, are triggered by the
spatial cueing stimuli, together with a later lateral-prefrontal cortex
involvement, possibly related to the voluntary control and maintenance
of attentional shift [50, 51, 52, 53]). However, some later studies
combining ERPs and fMRI indices showed that “attending” and “inter-
preting” a centrally presented instructional cue (i.e., a cue instructing to
shift attention to the right or left location) elicited similar sensory pro-
cessing activity in the first 350 ms at occipital extrastriate areas, followed
by a long-lasting negative variation, defined by the authors as a bia-
sing-related negativity (BRN), over higher-levels brain areas induced by
attending cues only [54, 55].

In the light of the scantiness of knowledge on occipital-parietal pre-
paratory biasing processes induced by cue signals, the present study was
aimed at further investigating cue-related visuospatial attentional shift-
ing mechanisms and their neural mechanisms. ERP recordings and source
reconstruction methods were used to investigate whether: (1) cues
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directing attention to a point in space induced an earliest attentional
biasing or sensory processing tuning, reflected at the scalp by a modu-
lation of the earliest-latency C1 response to these cues; (2) this sensory
tuning directly originated in the striate occipital regions of the visual
system; and (3) the origins and polarity-inversion trend of C1 component
differed from those of the slightly longer-latency C2 component.

Overall, the aim of the study was to assess the effects of attention on
sensory potentials, by considering whether the attentional conditions and
the visual field of stimulation were able to differentially modulate the
amplitude of the evoked responses. Had the alertness or the attention
allocation enhanced the evoked response, this would have suggested a
very early attentional sensory processing. In order to gain fine-tuned
temporal information, sensory potentials were analyzed every 5 ms
time from 60 to 90 ms at C1 and C2 levels.

2. Methods

2.1. Ethical approval, methods accordance and informed consent

The study was approved by the ethics committee of the Italian Na-
tional Research Council (CNR) and was conducted in the Electro-Func-
tional Brain Imaging unit (EFBIu) of the CNR-IBFM Institute in accordance
with American Psychological Association (APA) ethical standards for the
treatment of human experimental participants (APA,Monitor Staff, 2003,
vol. 34, n. 1). The methods were carried out in accordance with the
relevant guidelines and regulations. Furthermore, the experiments were
conducted with the understanding and the written consent of each
participant in compliance with the indications of the 2018 Declaration of
Helsinki ethical principles for medical research involving human subjects
by the World Medical Association (WMA Declaration of Helsinki, 9 July
2018, PDF file).

2.2. Participants

Twenty-one participants took part to the study. The EEG data of 4
subjects were preliminarily discarded due to EEG artifacts and amplifier
blocking. The EEG data of seventeen young and healthy college students
(8 females and 9 males, 20–27 years old, M ¼ 21.43, SE ¼ 3.4 y) were
analyzed. Before participating in the recording session, each of them took
part in an interview scheduled by means of a college official advertise-
ment system offering decimals of academic credits for participation in
experimental projects. Accepted volunteers had to have normal or cor-
rected–to–normal vision and right-eye as well as right-hand dominance
and none of them had to have any left-handed relatives as assessed by the
paper-and-pencil Edinburgh Inventory. Furthermore, none of them had
to have been suffering or having suffered of any neurological and psy-
chological disturbances or the intake of any psychopharmacological
substances. Criteria of exclusion from the study were intensive cigarettes
smoking, and cardiovascular and/or respiratory diseases. In addition, to
minimize any performance confounding effects, all participants were
asked to refrain from any strenuous physical activity in the 48 h prior to
the experimental recording session. In addition, they were also required
to refrain from unlimited consumption of alcohol, caffeine, and theoph-
ylline containing beverages in the same time span.

Since all the recruited volunteers showed acceptable percentages of
artifactual trials, none of them was left out of final data measurements
and analyses.

2.3. Stimulus materials

Stimulus materials were white arrow strings presented on the black
background of a 17“ CRT remote screen placed at a distance of 114 cm
(~3.34 feet) from the volunteers within an electrically and magnetically
shielded, dimly lit cubicle. These strings consisted of five horizontally-
contiguous arrows to which a motor response had to be given. The
central arrow of each string, which might point rightward or leftward,
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posed as a true target. Conversely, the flanking two arrows on each side
of the target arrow, which pointed toward the same (‘congruent’
flankers) or the opposite direction (‘incongruent’ flankers) as the target,
posed as potential distracters. All in all, then, there were four different
target-flankers combinations characterized by diverse conflicting or po-
tential distraction-load levels (see Figure 1a; 1b, right side).

Besides arrow-strings, proper and ‘dummy’ asterisks, functioning as
pre-target cues, were presented. Unlike the proper asterisks, the ‘dummy’
asterisks were of black color.

Given the blackened background of the CRT screen, unlike both the
proper white asterisks and target-strings, the ‘dummy’ asterisk-cues
delivered during a “no cue” task were invisible to the volunteers. At
the indicated distance of 114 cm (~3.34 feet) from the volunteers, each
target-flankers string subtended 8.7 degrees of visual angle (width) along
the horizontal meridian and 1.3� (height at the arrow tip backside) along
the vertical meridian.

Both asterisk types used subtended 0.30 degrees of visual angle. The
luminance of both the proper cues and target-flanker-string types was
measured in candela/m2. Unlike the nil luminance value of the black
asterisk, the luminance of the proper asterisk amounted to 7.3 cd/m2 (see
Figure 1b, left side). Conversely, the luminance for the arrow-strings was
27.81 cd/m2 no matter the arrow-pointing directions and target-flankers
congruency (see Figure 1b, right side).

2.4. Procedure

Participants were seated in a comfortable easy chair with a high
backrest within the shielded cubicle. Visual stimuli were presented to
them on a CRT screen with a small white fixation cross (FC) of 0.25
degrees of visual angle in the center of its black background. During EEG
active recording, separate sequences of the white arrow-strings were
randomly presented above or below the FC on the screen, that is, in the
upper visual field (UVF) or the lower visual fields (LVF), respectively. The
central arrow of each string fell just in correspondence of the FC with an
eccentricity of �1.25 degrees of visual angle from the latter along the
vertical meridian (see Figure 1a).

Each arrow-string was preceded by either a proper or a dummy cue
(Figure 1b, left side). Three different spatial orienting of attention con-
ditions were used based on a modified and readapted version of Fan's et
al. [56] original Attention Network Test (ANT) (see Figure 1b, left side).
Indeed, the participants had to deal with: (1) a “No cue” (NC) condition
based on the presentation of a ‘dummy’ cue not visible by the volunteers.
This condition should have possibly induced a long-lasting tonic alert or
sustained attention state in the participants, which intermingled with the
exogenously-driven spatial orienting of attention to the point in space (i.
e., the UVF or the LVF) where the arrow-strings were unexpectedly
presented from trial-to-trial; (2) a central cue (CC) condition based on the
presentation of a ‘proper’ cue overimposed on the FC aimed at eliciting a
phasic alerting response, later on followed by an exogenously-driven
orienting of attention to the point in space where the target appeared
(i. e., the UVF or the LVF); and (3) a spatially-centered, valid orienting
condition (i. e., LC), deriving from the presentation of a proper cue in the
UVF or the LVF, so to elicit a mix of a phasic alerting and of an
exogenously-driven spatial orienting of attention to the point in space
signaled by the cue prior to the appearance of the target at that same
point (see Figure 1b, left side, again).

Participants were instructed to pay attention to the screen and to
continuously gaze at the FC avoiding moving their head or their eyes
either towards the vertically lateralized target-strings or, during the LC
pre-cuing task, to cues. For each of the three cue-target conditions
randomly administered, on each trial the participants had to evaluate the
pointing direction of the central arrow (i. e., right or left), independent of
the direction of the flanking-arrows (Congruent or Incongruent), and to
perform a RT button-press as accurately and quickly as possible. This
response had to be given with the index finger of the right or left hand
continuously kept over the corresponding front button of a two-handles



Figure 1. Schematic representation of: (a) the timing of cue and target presentation for a single example trial; (b) the different cuing and Target/Flanker pattern
conditions; and (c) the computation of neural networks function.
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handheld gamepad comfortably held on their lap, without looking at the
buttons. To check that participants followed these instructions, both their
face and eye movements were monitored through a video-camera
mounted over the stimulation screen.

To familiarize participants with the task, before recording was started
volunteers read detailed written instructions and performed a practice
run of 30 cue-target pairs for each cuing condition.

For each cuing condition, there were four separate runs of trials, each
containing 128 cue-target pairs grouped in a differently randomized
order and lasting approximately 3.5 min. After each run, the volunteers
received a rest period. To avoid any confounding interacting effects of
practice and fatigue, we also randomized the order of administration of
the cue-target conditions, of the type of target-flanker arrows, of the
administration of the targets in the UVF or the LVF, and of runs pre-
sentation across participants. On each trial, the cuing asterisk appeared
for 100 ms followed, after 400 ms from its offset, by the delivery of an
arrows-string, which remained on the screen for 1000 ms. This was done
to avoid recording any possibly baffling target-offset-related ERP. Inter-
trial interval (ITI) randomly varied in between 330 and 1000 ms (see
Figure 1a once again). Overall 1536 trials per participants were
administered.

The ASA Lab (Advanced Source Analysis Lab) software package (Ver.
4.1.0.5) of Advanced Neuro-Technologies Inc. (A.N.T. Inc., Enschede, The
Netherlands) was used for stimulus presentation and EEG data recording
as well as for offline analysis and source reconstruction.
2.5. EEG recording and analysis modes

During the experimental runs, both EEG and EOG signals were
recorded in continuous mode. Both these signals were amplified by
means of 128-channel Average Reference Amplifiers (128-REFA), a
measurement system for brain research whose electrophysiological in-
puts are configured as “reference” amplifier, in that all channels are
amplified against the average of all connected inputs. This set-up offers
significant advantages over other amplifier designs based on a common
4

reference mode, since, unlike in the latter mode, in which a specific
electrode is used as reference signal, in case of reference bad contact the
average reference does not affect irreparably the signal-to-noise ratio of
the electrode signals. This makes it possible to re-reference offline in
software to anymontage desired. The REFA is connected to a “master” PC
by means of a bidirectional glass fiber. Inside the PC a fiber interface
board controls the glass fiber communication and part of the data
processing.

Of the 128-channels, 124 were used to record EEG signals and four to
record EOG signals. The EEG electrodes were mounted in an elastic
electro–cap and were located all over the scalp according to the in-
dications specified by the 10–5 International System [57]. The labels and
3D locations of these electrodes were imported as a default set for that
specific electrodes montage which was stored in the Master PC hard disk.
An electrode added in the cap between Fp1 and Fp2 but 0.6 in. (i. e., 1.5
cm) below them served as a ground lead. Two of the EOG electrodes were
placed below and above the right eye to record vertical eye movements
(vEOG), whereas the other two electrodes were placed at the outer canthi
of the eyes to record horizontal eye movements (hEOG). Both EEG and
EOG signals were amplified with a half amplitude band-pass of 0.016–70
Hz. Electrode impedance was kept well below 5 kΩ. Amplifier gain for
the EOG was 0.5 times that for EEG. Continuous EEGs and EOGs were
digitized at a rate of 512 Hz.

Offline, automated rejection of electrical artifacts was performed
before EEG averaging to discard epochs in which eye movements, blinks,
amplifier blocking, or excessive motor potentials occurred. The artifact
rejection criterion was a peak–to–peak amplitude exceeding þ/-100 μV
for EOG signals and þ/– 70 μV for EEG signals. In line with the trial
stimulus events timing, the artifacts monitoring routine went from 100
ms before the cue-type to 1500 ms after it for each trial in sequence, until
the routine detected EEG values falling within the indicated window-
values. On average, EOG artifact rejection rate was ~6.2 % whereas
EEG rejected trials amounted to 10.45 % per participant. Trials associ-
ated with errors or missing (i.e., overt motor responses falling after 1000
ms from the target) were also discarded, which resulted in a rejection rate
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of less the 1.21%. Overall, then, a total of 82.14% of valid trials out of the
100% trials administered were accepted for averaging. After rejection
procedures and the due mean computations over the sample of partici-
pants, the mean percentages of trials accepted and averaged as a function
of NC, CC, and LC conditions, out of the 82.14% of total good trials,
amounted to 97.95%, 98.20%, and 99.14%, respectively. For each
participant, distinct average ERP waveforms referred to linked-ears were
obtained for each scalp electrode site as a function of cuing type (i. e., no
cue – NC; central cue – CC; and valid spatial cue – LC) and of target
presentation location (i. e., the UVF or the LVF). Indeed, due to the
possible polarity inversion of the C1 response as a function of cue-
stimulus retinal location across the horizontal meridian of the visual
field for the valid spatial cuing condition (i. e., LC) with respect to both
the CC and NC conditions, for comparison purposes we averaged sepa-
rately cue-target EEG sweeps in which targets were presented in the UVF
or the LVF, respectively, for all the three cuing conditions (See Figure 1c).
Since the cuing conditions did not provide any information about the
target-flanker arrows directional congruency (i. e., congruent or incon-
gruent targets), trials relative to these conditions were collapsed together
so to have ERPs with a greater signal-to-noise ratio. Average ERPs ob-
tained for any of the 17 single participants were then grand–averaged
across the sample.

No baseline correction across EOG and EEG waveforms was applied
before averaging procedure. However, to remove any high–frequency
oscillations noise, we applied an offline band-pass digital filtering in
5

between 50 and 70 Hz to all data before their averaging and successive
grand-averaging across the participants' sample. Additionally, before
data measurements for comparison and displaying purposes waveforms
were subjected to baseline correction over the interval from –100 ms to
0 ms.

To make sure of the spatial distribution of cue-related P/N80 (typi-
cally reaching its maximum amplitude at mesial occipital and parieto-
–occipital sites with respect to more lateral parietal-occipital sites, where,
instead, P1 component is renown to be most prominent [19, 58], topo-
graphical voltage mapping of ERPs was performed. Time series of
color-coded isopotentials and their relative contour lines were computed
at intervals of 5 ms on the interpolated voltage values between posterior
scalp electrodes for P/N80 (see Figure 2) as a function of the CC and LC
conditions, separately for the UVF and LVF. In the same figures, the
voltage mapping carried out on the difference waveforms (DW) relative
to the attention orienting network described by Fan's et al. [56], namely,
the difference between LC and CC, are also shown.
2.6. ERP measurements and statistical analyses

As clearly indicated by the time-series of the color-coded isopotentials
scalp maps for P/N80 plotted in Figure 2, the focusing of maximum
voltage for this component was reached at midline, posterior scalp re-
gions, that is, at parietal (Pz), parieto-occipital (POz), occipital (Oz) and
Inion (Iz) sites. However, contour lines overimposed on color-coded
Figure 2. Time series of 3D backview color-
coded and contour-lines-coded maps, plotted
at intervals of 5 ms, of the earliest P/N80
voltage responses recorded within the 55–95
ms post-cue latency range as a function of LC,
CC, and difference (Diff. ¼ LC minus CC)
conditions as well as of target-related visual
fields (i. e., UVF and LVF). Worthy of note is
that earliest post-cue voltage responses to LC
present almost inverted polarity reversals
and topographic distribution at occipital-
parietal sites as a function of both the
target-related locations (i. e., UVF and LVF)
and the processing time-spans considered in
between 55-75 ms and 75–95 ms. These
inverted polarity reversals are consistent
with those of C1 and C2 sub-components of
P/N80 complex. Importantly, independent of
the target-related location considered,
attentional shifts were reflected at the scalp
by a positivity at the earliest C1 level, and by
a positivity for the UVF and a prominent
negativity for the LVF, respectively, at the
following C2 level.
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topographic value maps indicated that mesial-occipital and lateral
occipital-parietal sites were also affected by the focusing of voltage
mentioned above. Brain potentials were measured where they reached
their maximum amplitude at scalp surface; each piece of data underwent
a single statistical analysis.

Attentional modulation displayed in the difference maps occurred at
both mesial-occipital and lateral occipital-parietal sites. These findings
are quite consistent with those reported in the previous literature [18, 19,
21, 23, 25, 57].

Consistent with previous literature on the C1 component, P/N80
showed a polarity conversion as a function of stimulation across the
horizontal meridian of the visual field in the 60–75 ms time window [18,
19, 21, 23]. Indeed, for LC condition larger negativities (or lower posi-
tivities) can be seen to peak at the midline occipital (Oz) and inion (Iz)
sites in response to the presentation of the cues in the UVF than in the
LVF. Conversely, lower negativities (or larger positivities) can be seen at
posterior electrode sites, especially at Oz site, in response to the cues
appearing in the LVF than in the UVF (see Figure 2).

Despite these polarity changes, at C1 level the benefits of attentional
modulation - as derived from the LC vs. CC contrasts – drawn in Figure 2 –
always manifested at the back scalp as a greater positivity (i. e., a source)
6

bilaterally distributed over parietal and parietal-occipital regions, espe-
cially for the cuing of the UVF.

As also suggested by the maps in Figure 2, while sensory processing
progressed in time beyond the C1 latency range (i. e., 60–75 ms), voltage
responses to LC exhibited reversed polarities with respect to the earliest
time span. Indeed, higher positivities were obtained for the UVF than the
LVF stimulation, and, vice versa larger negativities for the LVF than the
UVF stimulation, consistent with the proposed trend for the so called C2
component [27, 29]. Most interestingly, at this relatively longer latency
of processing (i. e., 75–90ms), the attentional tuningmanifested either as
a positive or a negative polarity when cuing the UVF or LVF, respectively.

To investigate the data displayed in the voltage maps of Figure 2, P/
N80 mean values were quantified within the two time windows of 60–75
ms (C1) and 75–90 ms (C2), respectively, as a function of the three cuing
conditions (i. e., CC, LC and NC) with reference to the baseline-corrected
voltage average over the interval from –100 ms to 0 ms. Based on the 512
Hz sampling rate, mean amplitude values for both C1 and C2 time win-
dows were obtained averaging 8 data points, corresponding to an EEG
sweep time-span of 16 ms, for each of the 17 participants.

Measurements were carried out at the sites where ERPs voltage
reached their maximum amplitude, i. e., over parietal (Pz), parieto-
Figure 3. Left: grand-average ERPs recorded at
midline parietal (Pz), parietal-occipital (POz),
occipital (Oz), and inion (Iz) in response to trials
with LC presented in the UVF as compared with
grand-average ERPs elicited by those trials with
LC falling in the LVF. Right: grand-average ERPs
recorded at the same midline electrodes in
response to trials relative to CC and NC condi-
tions as a function of following target-related
UVF and LVF. Note that ERP waveforms have
been plotted with a blown-up time scale going
from -100 ms before presentation of the different
cue conditions until 200 ms after their delivery or
omission to highlight the earliest occipital
activations.



Figure 4. UVF: grand-average ERPs recorded at homologous mesial-occipital
(O1-O2) and mesial parietal-occipital (PO3-PO4) sites elicited by a spatial cue
(LC) validly preceding targets falling in the upper UVF as compared with grand-
averaged ERPs elicited by a central cue (CC) presented prior targets falling in the
same field. The difference wave (DW) has also been plotted as computed sub-
tracting ERPs to CC from ERP to LC. LVF: same as for UVF, except that here LC
and CC preceded targets falling in the LVF. Note that for all conditions, ERP
waveforms have been plotted with a blown-up time scale going from -100 ms
before cue presentation until 250 ms after its delivery to highlight the earliest
morphological differences found in the waveforms across the two visual fields.
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occipital (POz), occipital (Oz), and inion (Iz) midline sites (see Figure 3
for ERPs obtained at these sites) as well as mesial–occipital (O1 and O2)
and mesial- and lateral parietal–occipital (PO3 and PO4) electrodes (see
Figure 4 for ERP waveforms recorded at these sites). Mean amplitude
values of C1 and C2 were statistically analyzed for any significant dif-
ference by means of separate multifactorial repeated–measures ANOVAs
carried out by means of STATISTICA 7.0.

2.6.1. Midline electrodes
One set of three-way ANOVAs (one for each time window: C1, C2)

was carried out on data recorded at midline sites. Relative factors
included: cuing type (3 levels: CC, LC and NC), target-related location
(“location”; 2 levels: UVF or LVF), and electrode (4 levels; Pz, POz, Oz,
Iz).

2.6.2. Lateral electrodes
Another set of four-way ANOVAs (one for each time window: C1, C2)

was carried out on data recorded at lateral electrode sites. Relative fac-
tors included: cuing type (3 levels: CC, LC and NC), target-related loca-
tion (“location”; 2 levels: UVF or LVF), electrode (2 levels: O1, O2, PO3,
PO4), hemisphere (Hem; 2 levels: left vs. right).

Besides the repeated-measures ANOVA effects we reported general-
ized effect sizes [59, 60], η2g, for these analyses. The Greenhouse-Geisser
correction was also applied to compensate for possible violations of the
sphericity assumption associated with factors which had more than two
levels. In this case, the degrees of freedom accordingly modified are re-
ported together with the epsilon (ε) and the corrected probability level.
Post hoc Tukey tests were used to compare the difference between means
for significant main and interactional factors with more than 2 levels
only. Statistical significance was considered which started at p < 0.05
and expectantly reached lower levels. The contrasts reflecting the func-
tional activation or deactivation of neural networks separately regulating
alertness (CC vs. NC) and spatial attention orienting (LC vs CC) are re-
ported in Table 1.

2.7. ERPs intracranial source reconstruction methods

To tap at brain intracranial origins of attentional effects as mirrored
by ERPs at the scalp, separate source reconstructions were carried out on
LC – CC ERP difference waves (DWs) grand-averaged over the partici-
pants' sample, within the two diverse cue-related time spans of P-N80.
This was done separately for UVF and LVF target locations using an
improved version of Low Resolution Electromagnetic Tomography (LORETA
[61]), namely the standardized Low Resolution Electromagnetic To-
mography (i. e., sLORETA [62]), which incorporates a singular value
decomposition-based lead field weightings. sLORETA computes an acti-
vation probability, which is the fraction of times where the simulated
dipole position is active with a value greater than the 60% of the
maximum current source density (CSD) distribution, divided by the total
number of realizations. The location of the regions of interest is deter-
mined by looking where the CSD lies above this specific threshold. The
statistical probability of source activation based on Fisher's F-test is
provided for each independent dipole or EEG source, whose import is
reported as the dipole magnitude value. These probability solutions have
been shown to be highly robust when based on group data rather than on
single individual findings [63, 64]. sLORETA is complemented by
equivalent dipole modelling. The electromagnetic dipoles are shown as
arrows and indicate the position, orientation and magnitude of the dipole
modelling solution applied to the ERP difference wave in the specific
time window.

To perform sLORETA, a standard realistically shaped boundary
element model (BEM), stored in the Master PC, was used. The BEM con-
sisted of a set of T1-weighted 3D MRI brain images, implemented in the
ASALab package, and was based on one homogenic compartment made
up of a lead field matrix of 1389 weighted values [65]. The same default
sets of electrode labels and 3D locations as those used during EEG
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recording were imported from the Master PC hard disk. The combination
of these default sets of EEG channel denominations and locations as well
as of brain images was then used for source reconstruction in both the C1
and C2 time intervals of the LC-CC difference waves of the grand-average
ERPs.

Before computations, sLORETA automatically re-referenced scalp-
recorded ERPs to average-channels. Source space properties was based
on a grid spacing of 15 mm, while the Tikhonov regularization value
derived from an estimated SNR ¼ 3. Dipole coordinates computed by
ASALab-based sLORETA were then used to obtain both human brain
structures and Brodmann area (BA) labels, as available in the Talairach
and Tournoux [66] atlas, by means of the gray-matter search range op-
tion of the version 2.4.3 of the Talairach Client or Talairach Daemon, the
renowned high-speed Web Database created and developed by Jack
Lancaster, Peter Fox and colleagues [67, 68].
2.8. Behavioral data recording and analysis

Behavioral data (motor response speed (RTs), errors and omissions)
were analyzed to measure whether spatial attentional cueing was effec-
tive in manipulating attention deployment in comparison to both the
simply alerting and the lack of any pre-cueing conditions. Also, we
investigated whether the target anisotropic position significantly affected



Table 1. Statistical significances (p values) obtained from ANOVA post-hoc comparisons for alertness and for attention orienting modulations reported separately for the
C1 and C2 time-spans of the P/N80 sensory response, as well as for the midline and lateralized electrodes. It was expected that attentional effects increased as time
progressed (going from C1 to C2), that Attentional allocation (LC vs. CC contrast) affected the earliest response especially at mesial occipital sites (Oz, but also O1 and
O2) and that Alertness (CC vs. NC contrast) affected the earliest response at more lateral sites (e.g. POz, or PO3 and PO4). The “tilde” character, ~, indicates a trend
toward the reported direction. UVF¼Upper Visual Field; LVF¼ Lower Visual Field; POS¼ Positive; NEG¼ Negative. n.s.¼ not significant. LH¼ Left hemisphere; RH¼
Right hemisphere; Tgt. Location ¼ Target-related location.

TIME RANGE MIDLINE ELECTRODES POLARITY

PZ POz Oz Iz Polarity

C1 (60–75 ms)

Upper Visual Field

Alertness
CC vs NC

n.s. n.s. n.s. n.s. ~POS

Attention
LC vs CC

0.05 0.01 0.001 n.s. POS

Lower Visual Field

Alertness
CC vs NC

0.01 0.01 n.s. n.s. ~POS

Attention
LC vs CC

0.05 0.01 0.05 n.s. POS

Upper n. s. n. s. 0.04 n. s. NEG

Lower n. s. n. s. 0.04 n. s. POS

C2 (75–90 ms)

Upper Visual Field

Alertness
CC vs NC

n.s. n.s. 0.004 n.s. POS

Attention
LC vs CC

0.048 0.00001 0. 01 ~0.09 POS

Lower Visual Field

Alertness
CC vs NC

n.s. 0.01 0.04 ~0.06 POS

Attention
LC vs CC

n.s. 0.04 0.01 0.001 NEG

TIME RANGE LATERAL ELECTRODES POLARITY

C1 (60–75 ms) O1-O2 PO3-PO4 POS

Upper 0.01 n.s. NEG

Lower 0.01 n.s. POS

Alertness
CC vs NC

LH: 0.0001
RH: 0.0001

LH: 0.0001
RH: 0.0001

POS

Attention
LC vs CC

LH: 0.001
RH: 0.001

LH: 0.001
RH: n.s.

POS

C2 (75–90 ms)

Upper Visual Field

Alertness
CC vs NC

n. s. n. s. ~POS

Attention
LC vs CC

0.001 0.001 POS

Lower Visual Field

Alertness
CC vs NC

0.001 0.0001 POS

Attention
LC vs CC

n. s. n. s. ~NEG

Upper Visual Field

Alertness
CC vs NC

LH: n. s.
RH: n. s.

LH: n. s.
RH: n. s.

~POS

Attention
LC vs CC

LH: 0.0001
RH: 0.0001

LH: 0.0001
RH: 0.0001

POS

Lower Visual Field

Alertness
CC vs NC

LH: n. s.
RH: 0.0001

LH: 0.0001
RH: 0.0001

POS

Attention
LC vs CC

LH: 0.0001
RH: 0.0001

LH: 0.0001
RH: 0.0001

POS

A. Zani, A.M. Proverbio Heliyon 6 (2020) e05570

8



Figure 5. RT mean and S.E. values as a function of the two-ways interaction of
cueing type x Target-related condition. Worth of note is that for LC, unlike for
CC and NC, RTs to the UVF targets were faster than the RTs to the LVF targets.
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the speed and efficiency of behavioral motor responses. A two-way
repeated-measures ANOVA with cueing type (CT ¼ 3 levels; CC, LC
and NC) and target-related location (2 levels; UVF and LVF) as experi-
mental factors was carried out on the RTs. Error percentages were
analyzed by means of a repeated measures ANOVA with the same
experimental design as for the RTs. A count of response omissions
showed that the volunteers committed very few of these faults. A
repeated-measures ANOVA with the same design as for the error and RTs
was carried out on these data. Before being submitted to the multifac-
torial repeated-measures ANOVA, error rate percentages were trans-
formed in ϕ (arcsine) degrees because percentage values do not exhibit
homoscedasticity [69], which is necessary for ANOVA. In fact, the dis-
tribution of percentages is binomial, whereas the arcsine transformation
of the data makes the distribution normal [70].

The data for this experiment are available for reference, upon specific
request of peer scientists.

3. Results

3.1. Results of behavioral performance speed and efficiency analyses

Behavioral analyses were performed on a sample of 21 participants.
Indeed, the EEG data of 4 of them were rejected due to technical
problems.

3.1.1. Reaction times
Among other significant effects of the main factors, the ANOVA

highlighted the two-ways interaction of cueing condition x target-related
location (F(2; 40) ¼ 7.2; p < 0.002; ε ¼ 1). Tukey post-hoc contrasts for
the two-ways interaction indicated that, no matter target location
considered, LC induced faster RTs than both CC and NC, while, in turn,
CC produced faster RTs than NC, as can be clearly appreciated in
Figure 5. Further post-hoc contrasts also indicated that, unlike for CC and
NC conditions, for LC RTs were significantly faster when targets were
delivered in the UVF than in the LVF (p < 0.0001).

3.1.2. Error percentages
A significant main effect of target-related location (F(1; 18) ¼ 12.24;

p< 0.001; ε¼ 1) showed a smaller errors rate for the UVF (M¼ 1.44; S.E.
¼ 0.3) than for the LVF (M ¼ 2.05; S.E. ¼ 0.4). However, Tukey post-hoc
comparisons for a significant interaction of cueing type x target-related
location (F(2,36) ¼ 5.46; p < 0.0001; ε ¼ 0.824) revealed that the
aforesaid effect depended on a significant larger error rate for the LVF
than for the UVF only when the targets were preceded by a CC (p <

0.0001). Further post-hoc comparisons also showed that, unlike for the
UVF, for the LVF the errors rate for the CC condition was robustly higher
than for the NC condition (p < 0.001), but not for the LC one, for which
only a trend was observed.

3.1.3. Omissions
The repeated-measures ANOVA did not yield any significant differ-

ences in missed response rates across experimental factors.
3.2. Electrophysiological results

3.3. P-N80 mean amplitude measured at midline electrodes

3.3.1. 60–75 ms time span (C1). The ANOVA showed that C1 mean
amplitude significantly varied as a function of the interaction of target-
related location x electrode (F(2.13; 34.04) ¼ 4.47; p < 0.0171; ε ¼
0.71; η2g ¼ 0.22). Indeed, no matter the cuing mode, a greater negativity
was elicited by a cue when the target appeared in the UVF than in the LVF
at Oz site (see Table 1 for statistical post-hoc significance values).
However, the interaction of target-related location x cuing x electrode
(F(3.69; 53.88)¼ 2.62; p< 0.048; ε ¼ 0.72; η2 ¼ 0.18) and relative post-
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hoc comparisons also showed that C1 was significantly more negative for
the UVF than the LVF (p< 0.041) at Oz site for the LC condition only (See
Figure 6 for mean and S.E. values). Single comparisons also proved that,
no matter the target-related location considered, LC elicited a more
positive C1 than CC at all midline electrodes, except at the Inion (i. e., Iz).
Conversely, alerting – as obtained by means of the CC Vs. NC contrast –
significantly affected C1 amplitude at Pz and POz electrode sites only,
exclusively when preceding the target arrays flashed in the LVF (see
Table 1 again and Figure 6 again for these findings).

3.3.2. 75–90 ms time span (C2). The significant interaction of cuing type
x target-related location x electrode Tgt. Location x Cueing type x Elec-
trode (F(4.38; 56.22)¼ 2.42; p< 0.048; ε¼ 0.69; η2 ¼ 0.15) and relative
post-hoc contrasts showed a significant effect of the local cuing of spatial
attention (i. e., LC vs. CC) at all sites, except at Iz. Additionally, a sig-
nificant alerting effect (i. e., CC vs. NC) was shown at Oz electrode only
(see Table 1 for p values and Figure 7 for mean and S.E. values). Both
attention orienting and alerting effects were reflected by cuing-related
increases in C2 positivity (see the polarity of attention effects in Table 1).

As for the LVF, tests for simple effects showed a significant influence
of attentional orienting (i. e., LC vs. CC) at POz, Oz, and Iz sites, which,
unlike for C1, manifested as an enhanced negativity (see again Table 1
and Figure 7 for these findings.) Additional assessments also laid it out a
significant alerting modulation (i. e., CC vs. NC), consisting in an
enhanced positivity at POz and Oz sites (see Table 1 again and Figure 7).

3.4. P-N80 mean amplitude measured at lateral electrodes

3.4.1. 60–75 ms time span (C1)
The ANOVA carried out on C1 mean amplitude yielded a significant

interaction of target-related location x electrode (F(1,16) ¼ 4.27; p <

0.05; ε ¼ 1; η2 ¼ 0.210). C1 was more negative for the UVF (M ¼ -0.34
μV, S. E. ¼ 0.12) than the LVF (M ¼ -0.18 μV, S. E. ¼ 0.14) at O1-O2
mesial-occipital sites only (see Table 1 for the post-hoc statistical sig-
nificances). Cuing type main factor was also found to be significant. Post-
hoc contrasts indicated that C1 was more positive to LC (M ¼ 0.016 μV,
SE¼ 0.18) than to NC (M¼ -0.54 μV, SE¼ 0.16), but not than to CC (M¼
-0.23 μV, SE¼ 0.13). Most importantly, at this earliest latency, cuing type
significantly interacted with both hemisphere and electrode factors
(F(1.67; 26.80) ¼ 4.33; p < 0.029; ε ¼ 0.92; η2 ¼ 0.213). Post-hoc
comparisons revealed that this modulation consisted in a greater posi-
tivity measured at the mesial-occipital sites over both hemispheres, but
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Figure 6. C1 mean amplitude and 95% confidence interval values measured in between 60 – 75 ms at the midline posterior electrodes as a function of CC, LC, and NC
cuing mode as well as of the target-related UVF and LVF. Most interestingly, no matter the target-related visual field considered, LC elicited a greater positivity than CC
at all electrodes, except at the Inion. These results suggest the occurrence of an earliest positive attentional priming of posterior scalp sites voltage.
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only at the left-sided lateral parietal-occipital site, for orienting of
attention (i.e., LC vs. CC), no matter the target- location (see Figure 4 and
Table 1). Simple comparisons also made clear that alerting (i. e., CC vs.
NC) elicited a higher positivity at both the mesial- and lateral-parietal-
occipital leads of both hemispheres (see Table 1 again).

3.4.2. 75–90 ms time span (C2)
The triple interaction between cuing type, target location and elec-

trode (F(1.67; 26.81) ¼ 5.17; p < 0.01; ε ¼ 0.84; η2 ¼ 0.24) and the
quadruple interaction of cuing type x target location x hemisphere x
electrode (F(1.48; 23.27)¼ 3.41; p< 0.05; ε¼ 0.73; η2¼ 0.18) were also
significant. Post hoc analyses for this 4-way interaction proved that for
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LC attention orienting enhanced positivity was measured at both the
mesial–occipital and parieto-lateral occipital sites of both hemispheres
for the UVF, but not for the LVF (Figure 4, the maps of Figure 2, and
Table 1). Conversely, for alerting condition a significant larger positivity
was obtained at all electrodes over both hemispheres for the LVF, but not
for the UVF, which did not show any significant differences (see Figure 4
and Table 1 again)

3.4.3. Source analyses and results
Inverse solutions were computed by means of sLORETA on the dif-

ference waveforms obtained subtracting grand-average ERPs to CC from
those to LC. Separate computations were carried out for orienting of
Figure 7. ERPs C2 mean amplitude and 95%
confidence interval values measured in between 75
-90 ms at the midline posterior electrodes as a
function of CC, LC and NC cuing mode as well as of
the target-related locations. It is noteworthy that,
except for the parietal site (Pz), at all other elec-
trodes LC elicited a greater positivity than CC for
the target-related UVF and a greater negativity for
the target-related LVF, respectively. Overall, these
findings suggest the occurrence of an earliest
attentional priming of visual areas, recorded at the
posterior scalp sites as opposite-polarity modula-
tions as a function of the visual field considered.



Figure 8. Selected striate-occipital sources of sLORETA inverse solutions
computed in the C1 latency range (i. e., 60–75 ms) of the P-N80 complex for the
LC - CC DW relative to the cuing of visuospatial attention toward either the UVF
(Left) or the LVF (Right). The active equivalent dipoles overimposed on realistic
(left-to-right) coronal, axial, parasagittal, and 3D T1-weighted MRI brain images
are drawn as red arrows with different sizes according to their magnitudes and
different orientations according to their flowing direction. Upper Panel: a
prominent source of activation localized in the right-sided striate occipital
portion of the lingual gyrus (LG, BA 17; ROI ¼ 2 mm) is shown for the UVF.
Lower Panel: equivalent dipoles reflecting active sources localized in the striate
occipital portions of both the lingual and cuneus gyri (BA 17; ROI ¼ 2 mm) of
both hemispheres elicited by the cuing of LVF. Note that the complete list of all
the active dipoles obtained by means of the sLORETA inverse solutions for C1
and detailed information about their features are reported in Table 2. L ¼ Left; R
¼ Right.
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spatial attention toward the UVF and LVF and for the two 60–75 ms and
75–90 ms time-spans. To highlight the activations of the early districts of
the visual system, active equivalent dipoles or neural generators selec-
tively localized in the occipital cortices are displayed overimposed on T1-
weighted 3D MRI brain scans separately for the aforementioned condi-
tions in Figures 8 and 9. The full lists of active dipoles and of their co-
ordinates, as related to Brodmann areas (BA)-labeled human brain
structures reported in the Talairach and Tournoux (1988) atlas, are
provided in Table 2 and Table 2 for the 60–75 ms and 75–90 ms time-
spans, respectively.

4. Discussion

In the present study, targets were randomly presented in the upper
visual field (UVF) and lower visual field (LVF) along the vertical meridian
while being preceded by different cuing conditions: namely, a valid
spatial orienting cue (LC) signaling target location, a spatially neutral,
alerting central cue (CC), and a no-cue (NC) condition. For comparison
purposes across cuing conditions, behavioral and ERP responses were
averaged as a function of the following target location for each of the
reported cuing contingencies.

In line with previous literature, behavioral data indicated that,
compared with lack of any pre-cueing (i.e., NC), a previous alerting (i.e.,
CC) or a prior orienting of visual attention to the point in space of a
following target array (i.e., LC) induced a progressive improvement in
performance levels. Indeed, RTs were the fastest for LC, of intermediate
speed for CC and the slowest for NC condition (e. g., Fan et al, 2002) [56].
Going beyond these studies, however, our data also indicated that RTs
were overall faster for the UVF than the LVF target-arrays. Accuracy data
also indicated that, when targets were preceded by a CC, volunteers
committed less errors when targets fell in the UVF than the LVF. In
addition, unlike for the targets presented in the UVF, for which no dif-
ferences were found between the percentages of error committed across
cueing types, for the targets flashed in the LVF, the CC induced a larger
number of errors than NC. It seems possible that this difficulty was very
probably related to a less efficient disengagement and reorienting of
spatial attention to targets falling in the LVF. Overall, then, our behav-
ioral data indicated a vertically-oriented anisotropy in the speed and
accuracy of attentional control between the UVF and LVF, showing a bias
favoring the upper visual field. This support the hypothesis of an aniso-
tropic asymmetry across the horizontal meridian between the visual
fields for both visual perceptual and top-down attentional control pro-
cesses [70, 71,72].

Although directly related to the early phases of attention orienting
and alerting induced by different pre-cuing modes, our electrophysio-
logical data suggested that this asymmetry in attentional capacity and
control across the visual horizontal meridian already occurs at the
earliest post-cueing processing latency ranges. Indeed, our ERP earliest
responses to cues showed a significant polarity swapping as a function of
target-related visual field stimulation across the horizontal meridian for
LC at both midline-occipital (i. e., Oz) and mesial-lateral occipital (i. e.,
O1-O2) electrode sites (seemaps of Figure 2 and ERPs of Figures 3 and 4).
ERP data also indicated that the bioelectrical sign of this polarity swap-
ping changed as a function of the visual field as neural processing pro-
gressed in time, starting from the initial occipital cortical response volley.
Indeed, in the 60–75ms time range, C1 component inverted in polarity as
a function of cueing across the horizontal meridian, appearing as
significantly more negative (i.e., less positive) in response to UVF cues
and as significantly less negative (i.e., more positive) in response to LVF
cues. It is interesting that these results fully agree with previous findings
in the literature although the latter concern C1 response to targets [17,
18, 19, 20, 21, 22, 23, 24, 25, 26, 73]. Following this initial sensory
volley, a clear-cut opposite polarity trend was found as a function of the
cued visual field: namely, a strong positivity (C2) was found for the UVF
and a negativity for the LVF. These findings are fully consistent with
those of previous studies reporting an opposite trend for C1 response
11
when stimulation across the horizontal meridian of the visual space falls
along the vertical meridian of this space (i. e., positive for the UVF and
negative for the LVF) is recorded [19, 20, 21, 22, 23, 27, 28]. In a recent
study, Capilla et al. [29] defined this voltage trend, naming it C2
component. Based on source reconstruction procedures, these authors
found that, unlike the C1, C2 reached its maximum amplitude along the
vertical meridian and arose from the confluence of V1 and V2, where the
vertical meridian would be mostly represented [28, 30, 31]. Then, it
seems reasonable to think that the C2 is mostly generated in occipital
cortex regions outside the calcarine fissure as V2, rather than V1, given
that (i) the waveform and timing of this component closely parallels the
one predicted for V2 [32]. This is in agreement with our source recon-
struction findings showing both V1 (BA17) and V2 and V3 (BA 18/19)
areas as being involved in the spatial attentional modulation, among
several other areas, at these earliest visual post-cuing processing (see
Figures 8 and 9 for dipolar anatomical sources and Tables 2 and 3 for
their detailed lists).

Most importantly, as the C1 response is concerned, our findings seem
to indicated that, no matter the visual field considered and the polarity
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shown by this component across the horizontal meridian, LC elicited a
significant greater positivity with respect to CC at the midline parietal,
parietal-occipital and occipital electrodes, besides at mesial-occipital and
parietal-occipital electrodes. In our view, these findings suggest that C1
voltage did not change simply as a function of the stimulation of the
opposite retino-corticotopic banks induced by LC presentation (in the
UVF or LVF) with respect to central point (as for CC). Rather, it seems
probable that the increased positive voltage for this component might
also reflect an attentional biasing of striate occipital areas activity,
already starting at this earliest post-cue latency, for subserving the
following selective processing of information falling at spatially relevant
locations. This attentional enhancement of striate activity would result in
an improved sensory representation of the stimuli falling within the focus
of spatial attention. As a possible consequence, attention would improve
performance by concentrating processing resources at the attentional
focus through the modulation of striate neurons response as a function of
their receptive fields. At this regard, evidence has been provided that
early spatial attention modulation improves visual search, acuity, texture
segmentation and spatial frequency perception [73, 74]. In our opinion
Figure 9. Same as for Figure 8, except that sLORETA inverse solutions were
carried out on ERPs C2- latency range (i. e., 75–90 ms) of the P-N80 complex.
Upper Panel: an active source is plotted (see red arrow) in the striate portion of
the right-sided lingual gyrus (BA 17; ROI ¼ 2 mm) of the occipital pole.
Moreover, a smaller dipole generating from the striate portion (BA 17) of the
lingual gyrus of the left hemisphere is drawn (see downward pointing arrow).
Lower Panel: a large downward-going dipole localized in the striate cuneus (BA
17) of the right hemisphere, together with a rightward-going dipole localized in
the striate-portion of the lingual gyrus of the left hemisphere (see red arrows)
are mapped on brain images for the LVF. Note that the complete list of all the
active dipoles obtained by means of the sLORETA inverse solutions for C2 and
detailed information about their features are reported in Table 3. L ¼ Left; R
¼ Right.
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that the findings of an increased voltage for the spatially orienting cueing
condition might reflect an attentional biasing would be also supported by
our source reconstruction data. Indeed, inverse solutions not only
included active equivalent dipoles mapped to striate occipital cortices (e.
g., lingual and/or cuneus gyrus, BA17; Table 2), but also to brain areas
controlling orienting of spatial attention such as prefrontal areas (e. g.,
MFG, BA6 and/or MFG, BA8) as well as the upper parietal lobules (e. g.,
UPLs, BA7), at both visual fields (see Figure 8 and Table 2).

As for the retino-corticotopic attentional activation, the present
findings agree with those reported by many studies in the literature: that
is, a modulation of the earliest C1 to targets induced by orienting of
spatial attention toward both visual receptive fields across the horizontal
meridian [21, 22, 25, 36, 38]. However, they are inconsistent with the
findings reported by some other studies using rather different experi-
mental paradigms [39, 75], which found a significant C1 modulation for
the upper, but not the lower visual field.

At this regard, it can be hypothesized that this inconsistency might be
related to the different anatomo-physiological organization of the
various portions of the cortical-retinal routes stimulated. Indeed, there
are findings indicating that stimulation near or along the vertical me-
ridian of the visual field within the earliest sensory processing range
actively involves the activation of regions outside the calcarine fissure,
such as, for instance, V2 and V3, besides of regions within it (i. e., V1).
The latter activations would be reflected at the scalp surface by a reversed
polarity C2, compared to that found for C1: namely, a positive-going C2 is
recorded for UVF as opposed to a negative C2 for the LVF [28, 29].

This seems to be consistent with what found in the present study for
the P-N80 complex. As well visible in the time series voltage maps of
Figure 2, for an initial short time span of P-N80 (i. e., 60–75 ms), possibly
reflecting the renown C1 early activation predominated by V1 activity
[76], voltage topography at occipital-parietal sites is negative for the
presentation of the LC in the superior UVF and positive for presentation
of this same cue type in the LVF. Consistently, in this shortest C1-related
lapse of time, orienting of spatial attention results at the scalp in a pos-
itive modulation, no matter the visual field cued (see voltage mapping for
the Diff. waves of Figure 2). As the trend for this initial sensory volley of
P-N80 is concerned, our findings are in full agreement with the proposal
that only this earliest volley is truly reflecting the C1-eliciting (i. e.
C1early) V1 activation. At this regard, it is interesting that the inverted
solutions of source reconstructions carried out for C1 showed a robust
asymmetric activation of the right-sided striate occipital cortices (i. e.,
lingual gyrus; BA17/cuneus gyrus; BA17; ROI: 2 or 3 mm, respectively)
for the UVF, compared to the more distributed striate generators across
hemispheres (i. e., bilateral lingual/cuneus gyri; BA17; ROI: 2 or 3 mm,
respectively) for the cuing of the LVF (see Figure 8 for an illustration of
this findings and Table 2 for a complete dipoles list).

Following the C1 sensory volley, in between 75-90 ms post-
stimulation a clear-cut inversion in polarity can be appreciated in the
maps for LC as a function of the visual field with respect to CC: namely, a
strong positivity was elicited by cues flashed in the UVF and a negativity
by cues in the LVF. These results are consistent with the C2-related trend
reported in the literature, predominated by V2 and V3 activity [27, 29].
As a consequence, attentional modulation derived by the difference
waves results in an increase in positivity focused at midline-occipital (Oz)
and parietal-occipital (POz) electrode sites as well as surrounding scalp
regions for the UVF. Conversely, a relatively strong negativity, focused
over midline-occipital and lower Inion sites, is visible in the maps for LC
stimulation of LVF as the C2-related voltage is concerned (see Figure 7 for
mean amplitude data). Therefore, a strong attention-related negativity,
spread all over the midline-occipital and lower Inion as well as the
inferior occipital-parietal sites, reflected attention orienting toward the
LVF at the scalp. In full support of the voltage reversal trends mentioned
above, source analyses for C2 revealed superficial striate generators
symmetrically localized in the lingual gyri of both brain hemispheres for
the cuing of the UVF. Conversely, a deeper striate occipital generator
localized in the right-sided cuneus and a superficial generator confined in



Table 2. List of active brain sources found by means of sLORETA explaining the difference voltage in between 60-75 ms post-cueing (i. e., C1 deflection of P-N80)
between the central (CC) and the local spatial cueing conditions (LC). Different sub-tables report data related to the cueing of spatial attention toward the upper or lower
visual fields, respectively. Besides being separated as a function of anterior and posterior brain locations, active sources are ranked as a function of their magnitudes.
Different source locations are reported as a function of the region of interest (i. e., ROI). Note that no ROI is reported where source location or Brodmann area (i. e., BA)
did not change within a cube range of 3 mm. The Tailarach's and Tournoux's 3D coordinates (T) and ROIs are indicated in mm.

Mag T – x T – y T – z Hem Lobe ROI Gyrus/Area BA

ATTENTIONAL CUING OF THE UPPER FIELD

Anterior Brain

11.667 -29 41 38 L F Sup F 8

10.120 0 -43 62 L F Med F 5

8.975 -29 12 55 L F Mid F 6

7.551 14 56 37 R F Sup F 9

6.254 -14 -14 59 L F Mid F 6

Posterior Brain

10.557 29 -42 62 R P 3 mm Post-C 5

3 mm Sup P 7

8.135 14 -97 -5 R O 2 mm Ling 17

5.945 -29 -79 21 L O 2 mm MOG 19

4.810 -29 -83 -16 L O Fusiform 18/19

4.497 -58 6 -2 L T Sup T 21

3.076 57 -19 0 R T Sup T 22

Mag T – x T – y T – z Hem Lobe ROI Gyrus/Area BA

ATTENTIONAL CUING OF THE LOWER FIELD

Anterior Brain

9.730 43 -15 44 R F Pre-C 4

8.227 43 11 41 R F Mid F 8

5.623 -29 41 38 L F Sup F 8

5.515 0 -27 60 L F Med F 6

5.034 14 56 37 R F Sup F 9

4.185 -29 12 56 L F Mid F 6

Posterior Brain

6.840 29 -77 35 R O 3 mm Cun 19/7

6.534 14 -97 -5 R O 2 mm Ling 17

5.338 -14 -97 -5 L O 2 mm Ling 17

3 mm Cun 18

3.855 -43 -44 47 L P Inf P 40

3.747 -58 -32 17 L T Sup T 42

3.641 -43 -63 20 L T Mid T 21

3.457 -58 6 -2 L T Sup T 22

3.428 58 -20 -10 R T Mid T 21

Grid ¼ 15 mm; Tikhonov correction SNR ¼ 3. Cun ¼ Cuneus; Hem ¼ Hemisphere: L ¼ Left; R ¼ Right; F ¼ Frontal; Fus ¼ Fusiform; Inf ¼ Inferior; Lb ¼ Lobule; Ling ¼
Lingual; Mag ¼ Magnitude; Med ¼ Medial; Mid ¼ Middle; O ¼ Occipital; MOG ¼ Middle occipital gyrus; P ¼ Parietal; Post ¼ Posterior; PreC ¼ Precentral; Sup ¼
Superior. - ¼ Intermediate.
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the left-sided lingual gyrus was found for the cuing of the LVF (see
Figure 9 for these findings and Table 3 for a complete list of the active
dipoles). In the light of the more pronounced polarity-reversal, while
sensory processing advances through the two processing substages of
P-N80 complex for the LVF, it seems reasonable to hypothesize that this
variability may possibly abate ERPs reflection of LVF attentional modu-
lation when measurements span over the whole evoked potential and do
not limit to the earliest C1 sensory volley.

It is challenging to compare our findings of earliest-latency effects
involving striate occipital sources in response to cues directing visuo-
spatial attention in space with those obtained by some dated electro-
physiological studies cited above [50, 51, 52, 53]. This, not only because
of the differences in the tasks used and of the slightly delayed timing of
cue-related attentional modulation reported, but also because all these
studies did not provide any information on ERPs intracranial sources. It is
also intricate to compare our results with those reported by Woldorff
et al. (2004) [54] and by Grent-t-Jong and Woldorff [55] despite their
combining of ERPs and fMRI techniques, due to the different tasks used in
13
these investigations. Conversely, a consistent general trend seems to exist
between the findings of the present study and those reported by Hop-
finger et al. [14], despite the different experimental methods based on
ERPs recording and source computations of the former, with respect to
the latter, based on fMRI indices. Nevertheless, two rather recent ERP
studies failed to find significant signs of an earliest C1-attentional mod-
ulation (i.e., Baumgartner et al., 2018 [77]; Alilovic et al., 2019 [78]).
We must outline that it is also hard to compare the lack of C1 effects
reported in these studies with our data due to the many differences in
tasks and EEG data analysis methodological solutions adopted. Indeed,
our task was based on the randomized presentation of arrow target
strings at two vertically opposite locations along the vertical meridian as
preceded by different cue modes. Conversely, both the quoted studies
used slightly, but differently modified versions of Kelly's et al. (2008)
[21] original stimulus presentation task, based on the administration of
stimuli at a variable set of lateralized locations around fixation to
determine two diagonally opposite locations at which stimuli elicited a
robust C1 for a given individual in a probe task, besides on a



Table 3. List of active brain sources found by means of sLORETA explaining the difference voltage recorded between 75-90 ms post-cueing (i. e., C2 deflection of P-N80)
between the central (CC) and the local spatial cueing conditions (LC). Different sub-tables report data related to the cueing of spatial attention toward the upper or lower
visual fields, respectively.

Mag T – x T – y T – z Hem Lobe ROI Gyrus/Area BA

ATTENTIONAL CUING OF THE UPPER FIELD

Anterior Brain

11.491 29 55 22 R F Sup F 10

10.004 -29 41 38 L F Sup F 5

7.602 -29 12 55 L F Mid F 6

6.344 -14 -14 59 R F Mid F 6

4.906 29 -14 59 R F Pre-C 6

3.527 43 11 41 R F Mid F 8

Posterior Brain

9.756 29 -43 61 R P Sup P 7

8.862 14 -97 -5 R O 2 mm Ling 17

5.943 -29 -79 21 L O 2 mm MOG 19

5.867 - 14 -97 -5 L O 2 mm Ling/Cun 17/18

3.503 57 -50 -8 R T Mid T 37

2.094 57 -19 0 R T Sup T 21

Mag T – x T – y T – z Hem Lobe ROI Gyrus/Area BA

ATTENTIONAL CUING OF THE LOWER FIELD

Anterior Brain

9.730 43 -15 44 R F Pre-C 4

8.227 43 11 41 R F Mid F 8

5.623 -29 41 38 L F Sup F 8

5.515 0 -27 60 L F Med F 6

5.034 14 56 37 R F Sup F 9

4.185 -29 12 56 L F Mid F 6

Posterior Brain

13.118 29 -42 62 R P 3 mm Post-C

Sup P 5/7

6.033 14 -80 7 R O 2 mm Cun 17

3 mm Ling 18

6.009 -14 -97 -5 L O 2 mm Ling 17

3 mm Cun 18

3.663 -58 6 -2 R T Sup T 22
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validly-invalidly cued lateralized stimulus presentation spatial atten-
tional task. To this must be added that, at least for Alilovic et al. (2019)
[78], the influence of a further task load exerted by participants' stimulus
prediction must also be considered. If Baumgartner et al. (2018) [77],
comparing C1 to relevant vs irrelevant stimuli falling at validly and
invalidly precued locations, failed to find early C1 effects, another study,
using a relevant vs irrelevant spatial frequencies selection task (at both
relevant vs irrelevant locations), found an object-based, space-selective
C1 attentional modulation in between 40-60 ms post-stimulus (Proverbio
et al., 2010) [23]. This evidence added to further previous and later C1
object-based attention modulation evidence provided by this same and
other research groups as reviewed critically in Zani and Proverbio (2018)
[79].

In conclusion, our findings seem to suggest a modulation of both C1
and C2 sub-components characterizing the P-N80 complex recorded in
response to spatial attention cues. Despite the reverted inversion in po-
larity shown by these sub-components, an attention modulation was
found for both the upper and lower fields of the visual space. Source
analyses suggested that these modulations affected the activation of V1,
besides of the higher-level V2 and V3 occipital cortices, respectively,
especially for the LVF. In line with our ANT-based task, these attention-
orienting effects might be related to the stimulation along the vertical
meridian of the visual field, which has been proposed to be mostly rep-
resented by the V2 and V3 regions outside the calcarine fissure. Inter-
estingly, notwithstanding the time span which separated the ERPs
14
elicited by the cues and the behavioral motor response to targets,
behavioral data showed consistent trends as the attention orienting and
the visual field of stimulation were concerned. Indeed, RTs were faster
for the attention orienting condition than for the alerting one, and for the
UVF than for the LVF, respectively. Finally yet importantly, our data also
lent support to the most recent views of visual attention postulating that
neural selectivity is active at multiple levels within the visual system,
indicating that, among these levels, a cuing-related earliest preparatory
biasing of the striate and besides extrastriate cortices, may be included.
Certainly, further investigation is needed to support and refine our ac-
count of selective spatial information processing and its retino-cortical
underpinnings.

4.1. Study limitations

A potential limitation of our study is the relatively small sample size.
Although 17 participants are enough for EEG studies, and many
authoritative papers report an even smaller size, future studies should
deal with this problem. The sample size was established based on pre-
vious literature and current psychophysiological guidelines (e.g., Faul
et al., 2007) [80]. Furthermore, to control for possible alpha inflation due
to multiple ANOVA comparisons, the Greenhouse–Geisser epsilon
correction was applied. Notwithstanding that, the empirical results re-
ported herein should be considered in the light of some limitations,
which should be solved by replicating the study in larger populations.
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One further limit, for some authors might be the arcsine transformation of
behavioral data that tend to reduce numerical differences, being there-
fore a conservative method.
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