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The number of DNA double-strand breaks (DSBs) initiating meiotic recombination is elevated in Saccharomyces
cerevisiae mutants that are globally defective in forming crossovers and synaptonemal complex (SC), a protein
scaffold juxtaposing homologous chromosomes. These mutants thus appear to lack a negative feedback loop that
inhibits DSB formation when homologs engage one another. This feedback is predicted to be chromosome auton-
omous, but this has not been tested. Moreover, what chromosomal process is recognized as “homolog engagement”
remains unclear. To address these questions, we evaluated effects of homolog engagement defects restricted to small
portions of the genome using karyotypically abnormal yeast strains with a homeologous chromosome V pair,
monosomic V, or trisomy XV. We found that homolog engagement-defective chromosomes incurred more DSBs,
concomitantwith prolonged retention of theDSB-promoting protein Rec114, while the rest of the genome remained
unaffected. SC-deficient, crossover-proficient mutants ecm11 and gmc2 experienced increased DSB numbers diag-
nostic of homolog engagement defects. These findings support the hypothesis that SC formation provokes DSB
protein dissociation, leading in turn to loss of a DSB competent state. Our findings show that DSB number is reg-
ulated in a chromosome-autonomous fashion and provide insight into how homeostatic DSB controls respond to
aneuploidy during meiosis.
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Programmed DSB formation by Spo11 initiates meiotic
homologous recombination (Keeney et al. 2014). A frac-
tion of DSBs are repaired as crossovers, contributing to
physical linkages essential for proper segregation of ho-
mologs in meiosis I. Although DSBs can be deleterious,
meiotic cells make them in large numbers (150–200
DSBs per cell in S. cerevisiae) (Buhler et al. 2007; Pan
et al. 2011). To mitigate the risk of genome instability,
DSB formation is controlled quantitatively, spatially,
and temporally by a network of intersecting feedback cir-
cuits (Keeney et al. 2014).
One circuit involves inhibition of DSB formation after

homologous chromosomes have engaged one another. In
S. cerevisiae, mutants lacking any of several ZMM pro-
teins exhibit elevated DSB levels (Thacker et al. 2014).
ZMM proteins (Zip1–4, Msh4–5, Mer3, Spo16, and

Pph3) promote formation of type I (interfering) crossovers
and assembly of SC, a proteinaceous structure that in-
cludes the aligned axes of homologs plus the central re-
gion components that hold them together (Pyatnitskaya
et al. 2019). The elevated DSBs in ZMM mutants suggest
that DSB control is defective when either synapsis or
crossing over (or both) is impaired. A similar conclusion
was reached on the basis of additional DSB formation in
mutants with recombination defects from altered usage
of strand exchange proteins (Lao et al. 2013). In mouse
spermatocytes, chromosome segments that fail to syn-
apse—either naturally on the nonhomologous parts of
the X–Y pair or in response to a recombination-defective
mutation—accumulate a higher density of foci of the
strand exchange protein RAD51, a cytological marker
for DSBs (Kauppi et al. 2013). A prolonged period of DSB
formation has also been proposed to account for elevated
DSB markers in Caenorhabditis elegans mutants with
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To explain the yeast findings, we proposed that a ZMM-
dependent process feeds back to inhibit DSB formation
(Keeney et al. 2014; Thacker et al. 2014). The molecular
identity of this process was (and remains) undefined, so
we used the mechanistically ambivalent term “homolog
engagement” to describe it. One possibility is SC forma-
tion, consistent with the behavior of asynaptic chromo-
some segments in mice (Kauppi et al. 2013). Indeed,
earlier work showed that synapsis in mice is followed by
displacement from chromosomes of the DSB-promoting
axis protein HORMAD1 (Wojtasz et al. 2009). This obser-
vation led to the proposal that SC formation down-regu-
lates DSB formation by removing proteins needed for
SPO11 activity (Wojtasz et al. 2009), an idea independent-
ly proposed later on the basis of unsynapsed regions in
yeast retaining Spo11 accessory proteins such as Rec114
(Panizza et al. 2011; Carballo et al. 2013).

A nonexclusive alternative is that some aspect of
crossover formation is the trigger for ZMM-dependent
feedback (Keeney et al. 2014; Thacker et al. 2014). In
C. elegans, prolonged chromosome binding of DSB-pro-
moting proteins DSB-1 and DSB-2 occurs in mutants
that cannot make crossover-designated recombination in-
termediates, even if SC is formed (Rosu et al. 2013; Stam-
per et al. 2013). This regulation involves the kinaseCHK-2
and occurs nucleus-wide in response to a crossover defect
on just a single chromosome pair (Carlton et al. 2006;
Rosu et al. 2013; Stamper et al. 2013). In contrast, in
mice, CHK2 does not appear to regulate DSB number
(Pacheco et al. 2015) and the increase in DSB levels caused

by asynapsis appears to be restricted to unsynapsed re-
gions; i.e., is chromosome autonomous (Kauppi et al.
2013). Whether yeast DSB control more closely resembles
C. elegans or mice (or neither) is not yet clear.

One limitation has been that most available data in
yeast are from strains with catastrophic meiotic failure
(e.g., ZMM mutants) that can simultaneously impinge
on multiple feedback circuits including hyperactivation
of Tel1 (ATM)- andMec1 (ATR)-regulated pathways (Coo-
per et al. 2014; Keeney et al. 2014). To circumvent this
limitation, we used here a set of karyotypically abnormal
S. cerevisiae strains in which defects in synapsis and/or
crossing over are confined to specific parts of the genome
through sequence divergence or chromosome gain or loss.
This experimental setting enabled us to demonstrate that
feedback through homolog engagement is chromosome
autonomous and is accompanied by removal of Rec114
from chromosome pairs that have engaged one another.
Additionally, analysis of SC-deficient but crossover-profi-
cient ecm11Δ and gmc2Δmutants showed that SC forma-
tion is essential and that crossing over without SC
formation is not sufficient to support feedback control of
DSB numbers.

Results

Karyotypically abnormal S. cerevisiae strains

The karyotype abnormalitieswe studied and their predict-
ed effects on homolog engagement are cartooned in Figure

B
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Figure 1. Higher DSB levels on homolog
engagement-defective chromosomes. (A)
Cartoons of wild-type, homeologous,
monosomic, and trisomic chromosome
configurations. Gray lines are S. cerevisiae
chromosomes andorange lines areS. pastoria-
nus. The homeologous chrV pair rarely
synapses or recombines. The trisomic chro-
mosomes can adopt different synaptic config-
urations (”II + I,” partner switch, and triple
synapsis). (B) Representative PFGE Southern
blots probed for chrIII and chrV. P, signal
fromparental-lengthDNA;W, signal inwells.
Asterisk indicates an ectopic recombination
product between leu2::hisG (on chrIII) and
ho::hisG (on chrIV) in the monosomic strain.
The other strains do not form this product
because they do not have a hisG insert at ho.
(C ) Poisson-corrected DSB quantification of
PFGE Southern blots. (D) Quantification of
time-averaged DSBs on chrV relative to chrIII
for wild-type, homeologous, and monosomic
strains. (∗) P <0.05, unpaired t-test. Error bars
inC andD aremean±SDexcept for themono-
somic strain (mean± range).
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1A. Homolog engagement-proficient parts of the genome
serve as internal controls to counter culture-to-culture
variation in meiotic timing or efficiency, making these
systems sensitive enough to detect even small differences.
The homeologous strain contains one copy of chromo-

some V (chrV) introgressed from S. pastorianus (also
known as S. carlsbergensis) in an otherwise S. cerevisiae
background (Dawson et al. 1986; Nilssontillgren et al.
1986; Goldman and Lichten 2000; Maxfield Boumil
et al. 2003; Kemp et al. 2004). The homeologous chrV cop-
ies differ by ∼30% from one another (Maxfield Boumil
et al. 2003). As a result, they show little if any evidence
of homologous pairing or complete synapsis along their
lengths and only very rarely produce crossovers despite
making DSBs (Dawson et al. 1986; Nilssontillgren et al.
1986; Goldman and Lichten 2000; Maxfield Boumil
et al. 2003; Kemp et al. 2004; Newnham et al. 2010).
The monosomic strain was generated by inducing loss

of one copy of chrV before meiotic entry using a centro-
mere-destabilizing system in which an inducible GAL
promoter drives transcription across the centromere
(Hill and Bloom 1987).We developed a presporulation pro-
cedure that yields efficient chromosome loss (Supplemen-
tal Fig. S1; Supplemental Table S1; see the Materials and
Methods).
Unlike zip3 mutants (Börner et al. 2004), the homeolo-

gous and monosomic strains progressed through meiosis
without a strong arrest in prophase I (Supplemental Fig.
S2A). However, both strains exhibited a moderate delay
(∼2 h) in nuclear division, likely from the spindle assem-
bly checkpoint responding to nonexchange chromosomes
(Marston and Wassmann 2017). The DSBs on these chro-
mosomes are presumably repaired by recombination be-
tween sister chromatids (de Massy et al. 1994;
Hochwagen et al. 2005; Goldfarb and Lichten 2010).
We also present data from a serendipitously generated

strain bearing three copies of chrXV. Trisomic chromo-
somes can form various synaptic configurations such as a
fully synapsed pair plus a completely unsynapsed chromo-
some (“II + I”), synaptic partner switches, or triple synapsis
along the entire chromosome length (Goldstein 1984; Loidl
1995). In “II + I” or synaptic partner switch configurations,
at least one of the three homologs lacks a partner at every
position along the chromosome length (Fig. 1A).

More DSBs for longer times on homeologous
and monosomic chromosomes

If homolog engagement functions chromosome-autono-
mously in cis, the homeologous and monosomic chromo-
somes should experience prolonged and more DSB
formation comparedwith engagement-proficient chromo-
somes. To test this, we measured DSBs across meiotic
time courses by separating high molecular weight DNA
using pulsed-field gel electrophoresis (PFGE) followed by
Southern blotting and indirect end-labeling (Fig. 1B). For
each culture, we quantified DSBs on chrV (wild type,
homeologous, or monosomic) and on chrIII as an internal
control (Fig. 1C ; Supplemental Fig. S2B–D). To standard-
ize quantitative comparisons despite different chrV copy

numbers, we probed for a natMX4 cassette integrated
near the right end of one (or the only) S. cerevisiae copy
of chrV. ChrIII was detected using a probe for CHA1 on
the left arm. DSB frequencies (broken DNA molecules
as percent of total DNA) were corrected for multiple
breaks on the same chromatid using a Poisson approxima-
tion (Murakami and Keeney 2014).
Inwildtype, chrIII and chrV coincidentally formedDSBs

with indistinguishable amounts and timing (Fig. 1C; Sup-
plemental Fig. S2B). In contrast, the homeologous and
monosomic strains reproducibly displayed higher levels
of broken chrV compared with chrIII. Similar increases
were apparent (∼1.2-fold for homeologous, ∼1.7-fold for
monosomic) whether considering peak values or time-av-
eragedDSBs (area under the curve) (Fig. 1C,D; Supplemen-
tal Fig. S2C,D). The greater effect for monosomic chrV
than for homeologous may reflect a difference in degrees
of homolog engagement defect, because the homeologous
chromosome pair still has some level of sequence similar-
ity, whereas the monosomic chromosome completely
lacks a pairing partner.
We also noted that the homeologous strain had similar

DSB amounts on chrV and chrIII at the earliest time points
(2 and 3 h), with chrV diverging from chrIII later (Fig. 1C;
Supplemental Fig. S2C). Moreover, we observed a repro-
ducible delay of ∼15 min on homeologous chrV compared
with wild type when estimating DSB peak signal times by
curve fitting (Supplemental Fig. S2E,F). (Absence of 3-h
time points precluded this analysis for the monosomic
cultures.)
These results are consistent with the prediction that

homeologous andmonosomic chromosomes should accu-
mulate more DSBs because of prolonged DSB formation.
However, an alternative interpretation could be that
DSB numbers are the same, but DSB lifespan has been
increased because of a repair delay caused by absence of
a homolog as a repair partner (de Massy et al. 1994; Hoch-
wagen et al. 2005). We did not favor this alternative as the
sole explanation because repair using the sister chromatid
can be rapid and efficient if a homolog is not available
(Goldfarb and Lichten 2010). Nevertheless, we addressed
this question more directly using an orthogonal approach
to quantifying relative DSB formation: Spo11-oligonucle-
otide (oligo) sequencing.

A homeologous chromosome pair incurs more DSBs

Spo11 cleaves DNA in a topoisomerase-like manner, cre-
ating a covalent bond at the 5′-strand termini of DSBs that
is then clipped endonucleolytically to release Spo11 still
attached to a short oligo (Supplemental Fig. S3A; Neale
et al. 2005). Spo11-oligo complexes are a quantitative
byproduct of DSB formation and their lifespan is not
tied to that of DSBs (Thacker et al. 2014). We immunopre-
cipitated FLAG-tagged Spo11 from the homeologous
strain harvested at 4 and 5 h in meiosis, then purified
Spo11 oligos to prepare libraries for Illumina sequencing
and compared with existing wild-type maps generated us-
ing a protein A-tagged version of Spo11 (Supplemental Fig.
S3A; Thacker et al. 2014; Mohibullah and Keeney 2017).
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Spo11-oligo maps from the wild-type and homeologous
strains agreed well on chrIII (an internal control), exhibit-
ing peaks (hot spots) with similar distributions at kilobase
size scales (Supplemental Fig. S3B).

To compare per-chromosome distributions of Spo11 oli-
gos, we first normalized the total number of sequence reads
from each data set to one million (reads per million, RPM).
If a specific chromosome (namely, chrV) generated more
Spo11-oligo complexes, RPM on the other chromosomes
would decrease even if the actual number of Spo11 oligos
generated in vivo was unchanged. To account for this, we
further scaled each data set to have an equal number of to-
tal RPM coming from the 15 chromosomes other than
chrV. The scaled RPMwas then summed for each chromo-
some. For the homeologous strain, we summed reads for
both S. pastorianus and S. cerevisiae chrV.

As expected, the 15 chromosomes other than chrV
aligned well with the diagonal when wild-type and the
homeologous strain were compared (gray points in Fig.
2A). This indicates that the relative number of Spo11-oligo
reads between chromosomes is reproducible if they have a
homologous partner. ChrV also fell on the diagonal at 4 h,
but it deviated substantially at 5 h, with a 1.7-fold higher
number of Spo11 oligos than expected from behavior of
the homologous pair in wild type (orange points in Fig.
2A,B).

Because we are measuring normalized rather than abso-
lute Spo11-oligo frequencies, we cannot exclude the possi-
bility that the homeologous strain experiences changes in
absolute DSB numbers on the other 15 chromosomes.
However, such a change would have had to affect all of
the chromosomes in close proportion to their DSB levels
in wild type to maintain the good overall fit between the
data sets (Fig. 2A). Therefore, these results strongly indicate
that a homeologous chromosome pair selectively generates
higher numbers of DSBs in a chromosome-autonomous

fashion. The time dependence further supports the conclu-
sion that homolog engagement defects allow DSBs to con-
tinue forming after they would normally have stopped.

Trisomy also triggers elevated DSB formation

A further test of the homolog engagement model came
from a strain containing a trisomic chrXV pair. In the
course of other studies (Mohibullah and Keeney 2017),
we observed that Spo11-oligo maps from a particular cul-
ture of a supposedlywild-type strain exhibited abnormally
high read counts on chrXV. Other clones from the same
stock behaved normally (Mohibullah and Keeney 2017),
so we speculated that the exceptional culture might har-
bor a spontaneous aneuploidy for chrXV. Indeed, quantita-
tive Southern blotting after PFGE revealed three copies of
chrXV (Supplemental Fig. S3C). Attempts to obtain other
aneuploid clones from the stock failed, so the trisomy-XV
strain exists now only in its Spo11-oligo maps at 4, 5, and
6 h. These maps proved informative about the effects of
aneuploidy on homolog engagement.

To compare per-chromosome distributions, we applied a
two-step normalization similar to the one described above:
RPM normalization followed by scaling to set the total
number of reads from the 15 chromosomes other than
chrXV equal between wild-type and the trisomic strain.
To correct for chromosome copy number, reads from triso-
mic chrXVwere further scaled by a factor of 2/3. Even after
correction, chrXV reads were overrepresented by twofold
at 5 h (Fig. 2C). Again, overrepresentation was time depen-
dent in that Spo11-oligo counts were only ∼1.4-fold higher
at 4 h (Fig. 2B,C). Counts remained approximately twofold
elevated at 6 h; we interpret the lack of further increase
from 5 to 6 h as a consequence of Ndt80-driven exit from
prophase I andconcomitant down-regulationofDSB forma-
tion. In other words, prophase I exit ends the window of

BA

C

Figure 2. Increased DSBs are observed spe-
cifically on homeologous chrV and trisomic
chrXV. (A,C )Comparisonofper-chromosome
Spo11-oligo totals (kRPM [thousands of reads
permillion readsmapped]) between homeolo-
gous and wild type in A (4 h [left]; 5 h [right]),
and between trisomic and wild type in C (4 h
[left]; 5 h [middle]; 6 h [right]). Each dot repre-
sentsonechromosome.Apredicteddatapoint
assuming that the homeologous chrVor triso-
mic chrXV has the same number of reads as
the homologous chrV or chrXV is shown in
each graph. The deviation of two chromo-
somes (chrIX and chrXII) from the diagonal
line in A, left, are likely due to a small differ-
ence in timing between the two cultures;
these chromosomes are known to experience
DSB formation relatively late on average
(Murakami et al. 2020). (B) The fold difference
between experimental and predicted values
for the karyotypically abnormal strains (from
A and C ) at different meiotic times. Dashed
line marks no change, meaning the experi-
mental data matches prediction.
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opportunity during which homolog engagement defects
can allow DSBs to accumulate.

Increased DSB formation is not due to appearance
of new hot spots

The increase in Spo11 oligos on homeologous chrV or tri-
somic chrXV could reflect appearance of additional DSB
hot spots or an increase of DSBs in the same hot spots.
To differentiate between these possibilities, we called
hot spots using an algorithm that identifies sites with
Spo11-oligo counts above a threshold of 2.3 times the ge-
nome average (Pan et al. 2011). This identified 222 hot
spots on S. cerevisiae chrV in the homeologous strain
and 185 in wild type (Fig. 3A). However, the 37 hot spots
called uniquely in the homeologous strain were weak
ones that in wild type also had clusters of Spo11-oligo
reads below the hot spot-calling threshold (Fig. 3B,C).
Thus, the apparent increase in hot spot number on chrV
when it is combined with a homeologous partner is a con-
sequence of applying an arbitrary hot spot-calling thresh-
old when there is a general increase in DSBs specifically
on that chromosome. A similar conclusion was drawn
for trisomic chrXV (Fig. 3D–F).We conclude that homolog
engagement defects lead to increased DSB formation prin-
cipally within existing hot spots rather than creating new
sites of preferential Spo11 action.

Homeology does not further increase DSB formation
in a zip3 background

If the increased DSB formation on homeologous chromo-
somes reflects loss of the same feedback loop that is defec-
tive in ZMM mutants, as we hypothesized, then a ZMM
mutation should be epistatic with homeology. That is,

the global homolog engagement defect in a ZMMmutant
would mean that a homeologous chromosome pair would
not behave differently from homologous pairs.
To test this prediction, we generated Spo11-oligo maps

from a zip3Δ strain carrying the homeologous chrV pair.
Zip3 is a SUMO E3 ligase required for SC polymerization,
and deletion of ZIP3 leads to severe meiotic division de-
lay, low spore viability, reduced crossing over, and incom-
plete SC formation (Agarwal and Roeder 2000; Perry et al.
2005; Cheng et al. 2006). The zip3Δ strain carrying the
homeologous chrV pair showed meiotic arrest similar to
zip3Δ (Supplemental Fig. S2A). Homologous and homeol-
ogous chrV pairs exhibited similar numbers of Spo11-
oligo reads in the zip3Δ background, with per-chromo-
some read counts from all 16 chromosomes aligning
well on a diagonal (Fig. 4A). Because Spo11 oligos are nor-
malized as RPM, this result shows that the per-chromo-
some DSB number as a fraction of total DSBs is the
same in both strains for each chromosome pair. Since
there is a cell-wide homolog engagement defect in the
zip3Δ mutant (Thacker et al. 2014), all chromosomes are
expected to experience increased DSBs compared with
ZIP3, irrespective of homology or homeology. We there-
fore infer that the elimination of DSB overrepresentation
on homeologous chrV was not because of reduced break
formation on homeologous chrV in zip3Δ, but instead
because the homeologous chromosomes are no longer
the only ones elevated for DSB formation when all chro-
mosomes are experiencing engagement defects.

Effects of homeology and trisomy onwithin-chromosome
DSB patterns

Homolog engagement shapes the DSB landscape because
certain subchromosomal domains respond differently to

E F
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Figure 3. Conserved hot spots on homolog
engagement-defective chromosomes. (A,D)
Venn diagrams showing the degree of overlap
between hot spots called on chrV in wild-
type and the homeologous strain (A) or on
chrXV inwild-type and the trisomyXVstrain
(D). Hot spots were called using maps gener-
ated from time points where the total DSBs
measured by Spo11-oligo labeling were
maximal (4 h for wild-type and 5 h for home-
ologous and trisomic strains). (B,C,E,F ) Com-
parison of hot spot strengths. Summed
Spo11-oligo read counts (nRPM, normalized
to RPM after copy number correction) are
shown for all hot spots called on chrV (B)
and chrXV (E). Orange dots are hot spots
called only in the homeologous strain and
green dots are those called only in the triso-
mic strain. The profiles for example hot spots
highlighted with red circles and arrowheads
are shown inC and F. (Black bars) Boundaries
of the called hot spots, (line profiles)
smoothed with a 201-bp Hann window, (left
Y-axis) nRPM of smoothed profile, (right
Y-axis) nRPM of raw data shown in gray.
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the zip3Δ mutation: DSBs are increased less than the ge-
nome average in regions close to telomeres (within ∼20
kb), around centromeres, and flanking the ribosomal
DNA (rDNA) (Thacker et al. 2014). Moreover, chromo-
some end-adjacent regions (EARs, from ∼20 to ∼110 kb
from telomeres) tend to be less sensitive to DSB suppres-
sion by homolog engagement, so on average they continue
to experience DSB formation later into prophase I than is
typically seen for interstitial regions (Subramanian et al.
2019).

To display regional responses to loss of feedback from
homolog engagement, we plotted the ratio of Spo11-oligo
counts in zip3Δ relative to wild type within each hot spot
along the lengths of chrV and chrXV (Fig. 4B,C). As expect-
ed (Subramanian et al. 2019), the EARs (shaded in gray)
showed lower ratios than did interstitial parts of these
chromosomes (Fig. 4B,C). In other words, because EARs
are less suppressed by homolog engagement in wild
type, they display less of a DSB increase in zip3Δ. Interest-
ingly, however, we did not observe this distinct behavior
for EARs when plotting ratios of homeologous chrV (Fig.
4D) or trisomic chrXV (Fig. 4E) relative to wild type. In ad-
dition, trisomic chrXV showed a disproportionately large
increase in Spo11 oligos emanating from an ∼225-kb re-
gion near the centromere (Fig. 4E), not seen in zip3Δ
(Fig. 4C). Mechanisms that may account for the different
responses of these chromosomes to aneuploidy as opposed
to absence of Zip3 are addressed below (Discussion). Re-
gardless of the cause of the difference, however, these re-
sults show that the specific nature of a homolog
engagement defect can shape how the DSB landscape
changes, in turn emphasizing the importance of reactive
feedback control mechanisms in molding DSB distribu-
tions within chromosomes.

Homolog engagement displaces Rec114

To test the hypothesis that feedback from homolog en-
gagement works through loss of DSB-promoting factors
from chromosomes, we measured binding of myc-tagged
Rec114 to homologous and homeologous chrV by chro-
matin immunoprecipitation followed by quantitative
PCR (ChIP-qPCR). ChIP efficiencies (percent of input)
were measured across meiotic time courses using five
primer pairs targeting previously defined Rec114 ChIP
peaks on S. cerevisiae chrV and on chrIII and chrVI as in-
ternal controls (Fig. 5A; Supplemental Fig. S4A; Supple-
mental Table S2; Murakami and Keeney 2014).

In wild type, Rec114 ChIP showed similar kinetics at all
five loci assayed, with interpolated peak times around 3.5
h (Fig. 5B). The homeologous strain also showed similar
binding profiles for the two control loci, as expected, but
the three loci on homeologous chrV continued to accumu-
late Rec114 beyond the time when levels started to
decline in wild type, reaching higher peaks at later times
(Fig. 5B). As a result, the duration of Rec114 binding was
lengthened (Fig. 5C; Supplemental Fig. S4B). These results
support the interpretation that defects in homolog engage-
ment result in chromosomes spending more time in a
DSB-competent state.

SC formation is essential for DSB suppression
by homolog engagement

Formation of both SC and crossovers is defective in ZMM
mutants (Pyatnitskaya et al. 2019), so these mutants are
uninformative about which of these processes is the “ho-
molog engagement” that establishes feedback control of
DSB formation. To address this question, we turned to

E

BA

C

D Figure 4. No DSB overrepresentation on home-
ologous chromosomes in a zip3 mutant back-
ground. (A) Comparison of per-chromosome
Spo11-oligo totals between zip3Δ homeologous
and zip3Δ homologous maps. (B–E) Fold change
of Spo11-oligo reads in hot spots along chrV (B,
D) and chrXV (C,E) between different strains ver-
sus wild type as labeled. For the purpose of chro-
mosome copy number correction, the reads on
homeologous chrV were doubled and the reads
on trisomic chrXV were multiplied by 2/3. For
the zip3Δ map a scaling factor of 1.8-fold was ap-
plied to account for the global increase in the
number of Spo11-oligo complexes in this strain
(Thacker et al. 2014). Lines, local regression
(loess); dashed horizontal lines, no change for D
or E, and genome average change for B and C.
(Gray circles) Centromeres, (gray shading) EARs
(defined as the regions from 20 to 110 kb from
telomeres).
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gmc2Δ and ecm11Δ mutations, which separate crossing
over from SC formation (Humphryes et al. 2013; Voelkel-
Meiman et al. 2016). Gmc2 and Ecm11 are components
of the SC central element and function as a complex in fa-
cilitating the polymerization of the transverse filament
proteinZip1 (Humphryes et al. 2013). Either deletion leads
to SC assembly defects, butmeiotic divisions are complet-
ed efficiently with only modest delay (Supplemental Fig.
S5A) and interhomolog crossovers form at elevated levels
(1.1-fold to 2.8-fold higher than wild type, depending on
the genetic interval assayed) (Voelkel-Meiman et al.
2016).Wetestedwhether thesemutants exhibit signatures
of homolog engagement defects.
First, we examined global DSB levels by quantifying

Spo11-oligo complexes. FLAG-tagged Spo11 was immu-
noprecipitated from meiotic cell extracts and the 3′ ends
of Spo11 oligos were radiolabeled with terminal deoxynu-
cleotidyl transferase and [α-32P]dCTP before separation on
SDS-PAGE (Fig. 6A,B; Supplemental Fig. S3A). Both mu-
tants generated substantially higher levels of Spo11-oligo
complexes than wild-type cultures processed in parallel,
with gmc2Δ reaching a peak level that was 1.8-fold higher
than wild type and ecm11Δ reaching 1.7-fold higher (Fig.
6A,B). These increases are comparable with those for
ZMM mutants zip3Δ, zip1Δ, and msh5Δ (Thacker et al.
2014). The increased numbers of DSBs in ecm11Δ and
gmc2Δ presumably explain much (and possibly all) of
the elevated crossing over (Voelkel-Meiman et al. 2016).
Next, we compared ecm11Δ and zip3Δ Spo11-oligo

maps. To evaluate similarities and differences systemati-
cally, we applied principal component analysis to per-
chromosome Spo11-oligo counts for multiple wild-type
and mutant maps generated in this study and previous
ones (Fig. 6C; Thacker et al. 2014; Zhu and Keeney
2015; Mohibullah and Keeney 2017; Murakami et al.
2020). The first and second principal components (PC1
and PC2) together accounted for 89.8% of the variance
among the data sets. PC1 separated both ecm11Δ and
zip3Δ mutants from wild type, indicating that these mu-
tants share DSB landscape features in common with one
another. This conclusion was reinforced by hierarchical
clustering, which grouped ecm11Δ and zip3Δ data sets

with one another separately fromwild type (Supplemental
Fig. S5B).
Per-chromosome Spo11-oligo densities are negatively

correlated with chromosome length in wild type, and
this correlation collapses in a zip3Δ mutant (Fig. 6D;
Thacker et al. 2014). Loss of chromosome-size-dependent
regulation of DSB numbers is thus a hallmark of defects in
homolog engagement (Keeney et al. 2014; Thacker et al.
2014; Subramanian et al. 2019; Murakami et al. 2020).
The ecm11Δ mutant showed this same hallmark (Fig.
6D). In the principal component analysis, factor loadings
for PC1 correlated with chromosome size for most chro-
mosomes (Supplemental Fig. S5C). Since PC1 was the di-
mension that grouped ecm11Δ and zip3Δ together away
from wild type, we infer that loss of chromosome-size
control of DSBs is a major component of the similarity be-
tween ecm11Δ and zip3Δ.
In contrast to global effects fromeliminating trans-acting

factors like Ecm11 or Zip3, presence of one homeologous
pair should not eliminate the negative correlation of DSB
density with chromosome size for the rest of the genome,
because homolog engagement functions chromosome au-
tonomously. Indeed, the homeologous strain retained the
overall negative correlation except for chrV (Fig. 6D).
Spo11-oligo maps in ecm11Δ also displayed patterns

similar to zip3Δ within specific sub-chromosomal do-
mains: Spo11-oligo levelswere increased less than genome
average in regions near telomeres, centromeres, and the
rDNA array on chrXII (Fig. 6E; Supplemental Fig. S5D–F).
We conclude that ecm11Δ (and by extension, gmc2Δ)

phenocopiesmultiple signatures of the DSB dysregulation
previously documented in zip3Δ. Because ecm11Δ and
gmc2Δmutants are SC-deficient but crossover-proficient,
these results strongly indicate that SC formation is essen-
tial for DSB regulation by homolog engagement and that
crossover formation in the absence of SC is not sufficient
to down-regulate DSB formation.

Discussion

We showed here that individual yeast chromosomes un-
able to engage with a homologous partner continue to

B

A

C

Figure 5. Persistent binding of Rec114 on
homeologous chrV. (A) Primer pairs used
for Rec114 ChIP-qPCR. Not to scale. P1
(on right arm of chrIII) and P2 (on left arm
of chrVI) are internal controls (gray shading).
P3 (left arm), P4 and P5 (right arm) are on
chrV (no shading). (B) Rec114 binding kinet-
ics for all five primer sets (experiment 1).
(C ) Averaged Rec114-binding duration for
all five primer sets from two data sets. The
binding duration is defined as dissociation
time minus association time. Means are in-
dicated by horizontal lines. Experiment 1 is
shown as open circles and experiment 2 is
shown as filled circles.
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accumulate DSBs past the time when other (homolog en-
gagement-proficient) chromosomes in the same cell have
largely stopped breaking. By examining crossover-profi-
cient mutants that are unable tomakemature SC because
they lack key components of the central element, we also
provide evidence that synapsis per se is required for homo-
log engagement-mediated DSB suppression. Lee et al.
(2020) have provided independent and distinct evidence
for increased DSB formation in gmc2 and ecm11mutants;
our results agree well with theirs. These findings support
the conclusion that feedback control of DSB formation in
yeast works in a chromosome-autonomous fashion as
a response to SC formation, consistent with cytological
evidence in mice (Wojtasz et al. 2009; Kauppi et al.
2013) but apparently distinct from nucleus-wide
responses to crossover defects in C. elegans and possibly

D. melanogaster (Carlton et al. 2006; Joyce and McKim
2010; Rosu et al. 2013; Stamper et al. 2013; Crown et al.
2018).

One key difference between these species is that DSB
formation precedes and is required for homologous synap-
sis in yeast and mice (Alani et al. 1990; Baudat et al. 2000;
Romanienko andCamerini-Otero 2000), whereasDSB for-
mation usually occurs after SC formation and is dispensa-
ble for homologous synapsis in C. elegans and D.
melanogaster (Dernburg et al. 1998; McKim et al. 1998).
Thus, the presence of SC can serve for cells to sense
whether DSB formation has served its purpose in yeast
and mice, but would not be informative for this in C. ele-
gans and D. melanogaster. These findings illustrate how
evolutionarily distinct strategies for completing the mei-
otic program can place different constraints on the

E
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Figure 6. gmc2Δ and ecm11Δ mutants share
similar homolog engagement signatures as
zip3Δ. (A,B) Representative labeling of Spo11-
oligo complexes in gmc2Δ (A) and ecm11Δ (B) mu-
tants and quantification relative to wild-type cul-
tures processed in parallel. Error bars indicate
mean± SD for three cultures. Radiolabeled
Spo11-oligo complexes are detected by autoradi-
ography (top, left panel) and total Spo11 is detect-
ed by anti-FLAG Western blot (WB; bottom left
panel). The two main labeled species differ in
the sizes of oligos (Neale et al. 2005). Most
Spo11 protein does not end up making DSBs, so
nearly all of the visible Western blot signal is
from free Spo11 that does not have an oligo at-
tached (Neale et al. 2005). (C ) Principal compo-
nent analysis of 20 wild-type and mutant Spo11-
oligo maps. (D) Loss of anticorrelation between
chromosome length and DSB density in homolog
engagement-defective mutants. Each point is one
chromosome. Correlation coefficients (Pearson’s
r) are shown. (E) Fold change of Spo11-oligo
counts in different chromosomal domains. Tel,
within 20 kb of telomeres; Cen, within 10 kb of
centromeres; rDNA, from 60 kb left to 30 kb right
of rDNA; Interstitial, all others. Horizontal
dashed lines mark values assumed as no change
(black) and average change (1.8-fold for zip3Δ
[cyan]; 1.7-fold for ecm11Δ [purple]). Boxes indi-
cate median and interquartile range, whiskers in-
dicate the most extreme data points that are ≤1.5
times the interquartile range from the box, and in-
dividual points are outliers.

Mu et al.

1612 GENES & DEVELOPMENT



mechanisms available for cells to ensure that DSBs form
where they are needed but stop being formed where they
have already done their job.
Our findings further support the interpretation that ho-

molog engagement works by promoting the dissociation
of DSB-promoting factors from chromosomes after SC for-
mation (Wojtasz et al. 2009; Carballo et al. 2013; Keeney
et al. 2014; Subramanian et al. 2019; Murakami et al.
2020). In mice, axis proteins HORMAD1 and HORMAD2
are displaced from all synapsed axes, dependent on the
AAA+ ATPase TRIP13 (Wojtasz et al. 2009). Synapsis
also displaces specialized assemblies of SPO11-accessory
proteins REC114 and MEI4 that form on the pseudoauto-
somal region, the only part of the X and Y chromosomes
that recombines in male meiosis (Acquaviva et al. 2020).
In yeast, the TRIP13 ortholog Pch2 also directs relocaliza-
tion of Hop1 (ortholog of HORMAD1) after SC formation
(Börner et al. 2008). Moreover, many proteins that pro-
mote Spo11 activity (Mei4, Rec102, Rec104, Rec114,
and Red1) all dissociate from synapsed chromosomes
(Keeney et al. 2014). A plausible scenario is that Pch2 is re-
cruited or activated in the context of SC and disrupts the
interaction between the HORMA domain in Hop1 and its
direct binding partner, the “closure motif” in Red1 (Kim
et al. 2014). This locally terminates the DSB competent
state by dissociating or remodeling Hop1 concomitant
with dissociation of DSB-promoting proteins.
While our study argues that crossing over in the absence

of SC is not sufficient in yeast to provokeDSB suppression
via homolog engagement, we cannot rule out the possibil-
ity that crossover formation might cooperate with SC and
play some role in regulatingDSB formation. Although this
question has not been directly addressed in mice either, it
is noteworthy that the SC that forms between nonhomol-
ogous chromosomes in the absence of recombination in a
Spo11−/− mutant is sufficient to provoke displacement of
HORMAD1 and HORMAD2 (Wojtasz et al. 2009) and
chromosome axis remodeling plus REC114 displacement
from the pseudoautosomal region (Acquaviva et al. 2020).
This is consistent with the possibility that synapsis is
both necessary and sufficient to down-regulate DSB
formation.
TRIP13-dependent displacement of HORMAD1 and

HORMAD2 in mice occurs with some delay after SC for-
mation (Wojtasz et al. 2009), implying that down-regula-
tion of DSB formation is also not instantaneous upon
completion of synapsis. This delay might simply reflect
the time necessary for TRIP13/Pch2 to be recruited and
to work, or it might indicate that some time-dependent
change in the SC is needed as the signal for TRIP13/
Pch2 to act. In this context, we note that progression of
recombination toward crossover formation is associated
with pronounced changes in SC structure in C. elegans
(e.g., Pattabiraman et al. 2017; Rog et al. 2017). A view
that might unify DSB control systems in C. elegans,
yeast, and mice might be that “maturation” of SC struc-
ture (tied to crossing over in C. elegans but perhaps tied
only to the act of synapsis itself in yeast and mice) is a
conserved signal for local down-regulation of DSB
formation.

Different chromosomal subdomains respond differently
to the defect inDSB regulation in ZMMmutants (Thacker
et al. 2014). To our surprise, even though zip3 mutation
was epistatic with homeology, we found that the karyo-
typic abnormalities we examined did not cause the
same subchromosomal changes as a zip3 mutation. We
envision two nonexclusive possibilities to account for
the different responses of these chromosomes to aneuploi-
dy as opposed to absence of Zip3. First, these aneuploidies
may cause less severe homolog engagement defects along
the entire chromosome lengths than zip3 mutation does.
In this scenario, the aneuploid chromosomes retain some
residual DSB suppression, so interstitial regions experi-
ence less of an increase in DSB formation compared
with zip3Δ. Second, interstitial regions on the aneuploid
chromosomes may retain more residual homolog engage-
ment compared with EARs; for example, if there is still
some degree of interstitial SC formation in a fraction of
cells in the population. Zip1mediates homology-indepen-
dent coupling of centromeres during prophase I (Kemp
et al. 2004; Newnham et al. 2010), so it is possible that
the homeologous centromeres might pair and sometimes
nucleate SC. Moreover, although SC is restricted to ho-
mologous pairs in normal diploids, other synaptic config-
urations can occur, for example, between homologous or
nonhomologous chromosome segments in haploid, trip-
loid, tetraploid, and hybrid yeast strains (Gillies et al.
1974; Moens and Ashton 1985; Loidl et al. 1991; Loidl
1995; Lorenz et al. 2002). In the majority of these cases,
partial SC is produced along with unsynapsed axes and
partner switches. Therefore, partial SC formed between
the homeologous pair could possibly activate homolog en-
gagement feedback to some extent.
A striking finding was the high degree of DSB overrepre-

sentation around the centromere on trisomic chrXV. In
fully triploid strains, triple-synapsed trivalents, “II + I”
synapsis, and trivalents with partner switches have been
observed (Loidl 1995), but the synaptic configuration of
a single trisomic chromosome set is not known. We spec-
ulate that the pericentromeric region might be frequently
left unsynapsed in trivalent configurations. Regardless of
the cause, however, our findings suggest that trisomy an-
tagonizes operation of the pathways that normally func-
tion to suppress DSB formation and crossing over near
centromeres (Vincenten et al. 2015).
Although we focused on the increase in DSB formation

that accompanies defects in homolog engagement, it is
important to emphasize that engagement-defective chro-
mosomes do not simply continue to make more and
more DSBs indefinitely. Other systems also come into
play to restrict the amount of DSB formation that can oc-
cur, including feedback dependent on activation of the
DSB-responsive kinase Tel1 (ATM in mammals) and a
global shutdown in DSB formation tied to exit from the
pachytene stage driven by the Ndt80 transcription factor
(Keeney et al. 2014). The complex interplay betweenmul-
tiple DSB regulatory pathways helps to explain how the
meiotic program can be robust in the face of whole chro-
mosome aneuploidy as examined here, and possibly in
similar situations in humans such as Down syndrome
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(trisomy 21), Turner syndrome (45, XO), and Klinefelter
syndrome (47, XXY). These considerations likely also ap-
ply to challenges posed by heterozygosity for transloca-
tions or large chromosomal deletions, insertions,
duplications, or inversions, and by decreased homology
between chromosomes in outcrosses. Our findings thus il-
lustrate basic principles that contribute to the fidelity of
the meiotic program.

Materials and methods

Yeast strains

Yeast strains used in this study are of the SK1background (Supple-
mental Table S3). SPO11 was C-terminally tagged with three
FLAG epitope repeats by targeted integration of a 6His-3FLAG-
loxP-kanMX-loxP construct amplified from an S. cerevisiae SK1
SPO11-FLAG strain provided byKunihiroOhta (University of To-
kyo) in the following strains: homeologous strain, monosomic
strain, zip3Δ mutant, zip3Δ homeologous mutant, gmc2Δ, and
ecm11Δ mutant. In the trisomic strain, Spo11 was protein-A
(PrA)-tagged (Thacker et al. 2014). We also used published Spo11
oligo maps generated using FLAG-tagged Spo11 in wild-type
(Zhu and Keeney 2015; Murakami et al. 2020) and PrA-tagged
Spo11 in wild-type and zip3Δ strains (Thacker et al. 2014; Mohi-
bullah and Keeney 2017). The nourseothricin drug-resistant
marker, natMX4, was inserted near the end of the right arm of
chrV (the convergent intergenic region between PUG1 and
YER186c, corresponding to coordinates 560580-1 of S288C ge-
nome assembly from SGD [Saccharomyces Genome Database])
in a wild-type SK1 haploid strain. Yeasts were transformed using
standard lithium acetate methods. Correct tagging was verified
by PCR and Southern blot. The zip3, gmc2, and ecm11 deletion
mutants were generated by replacing the coding sequences with
the hygromycin B drug resistance cassette (hphMX4) individually
through yeast transformation. Gene disruption was verified by
Southern blot.
The homeologous strain contains one copy of S. pastorianus

chrV in an otherwise SK1 background. S. pastorianus (lager-brew-
ing yeast) is a hybrid of S. cerevisiae and S. eubayanus (Monera-
wela and Bond 2018). The copy of chrV introgressed from
S. pastorianus into S. cerevisiae is originally derived from
S. eubayanus. An S. cerevisiae SK1 haploid strain with chrV re-
placed by S. pastorianus chrV (marked with ilv1) was a gift
from M. Lichten (Goldman and Lichten 2000). This strain was
crossed with an SK1 haploid strain (chrV marked with natMX4)
to create the homeologous diploid strain immediately before pre-
paring premeiotic and meiotic cultures.
The trisomic chrXV strain arose spontaneously. A single clone

obtained from the frozen stock of a wild-type strain was expanded
and cultured in presporulation and sporulation media, and sam-
ples were collected for Spo11-oligo mapping and PFGE as de-
scribed previously (Mohibullah and Keeney 2017) and below.
The karyotype was evaluated by quantitative Southern blotting
of the PFGE samples using GIT1 (chrIII) and ARG1 (chrXV)
open reading frames as probes. Other independent clones ob-
tained contemporaneously from the same frozen stock were eu-
ploid, and we later attempted unsuccessfully to isolate
additional trisomic clones from this stock.
The monosomic chrV strain was generated as follows (Supple-

mental Fig. S1). A strongGAL1 promoter, marked with the Kluy-
veromyces lactis URA3 gene, was inserted adjacent to
centromere DNA to create a conditional centromere (Hill and
Bloom 1987). Plasmid pCEN05-UG containing a chrV centro-

mere-destabilizing cassette was provided by R. Rothstein (Reid
et al. 2008). The CEN5 targeting fragment was liberated by NotI
digestion and transformed into an SK1 haploid to replace the na-
tiveCEN5, confirmed by Southern blot. A previous study suggest-
ed that chromosome loss could be followed by endo-reduplication
of the remaining chromosome, especially for small chromo-
somes, but chrV was not directly analyzed (Reid et al. 2008). A
presporulation procedure was specifically developed to allow
high frequency of chromosome loss (see “Culture Methods”),
with loss of chrV and endoreduplication events closelymonitored
by tetrad dissection and spore clone genotyping (Supplemental
Fig. S1; Supplemental Table S1).

Culture methods

Synchronous meiotic cultures were prepared using the SPS pre-
growthmethods as described (Murakami et al. 2009) for all strains
in various culture volumes required for different experimental
purposes, except for the trisomic strain using the YPA pregrowth
(Alani et al. 1990) and for the monosomic chrV strain, which is
slightlymodified and addressed in the next paragraph. Two stages
of SPS pregrowth culturing were performed to reproducibly ob-
tain appropriate cell density before transferring into sporulation
medium (SPM) for better synchrony. In brief, cells from a 4-mL
saturated overnight YPD (1% yeast extract, 2% peptone, 2% glu-
cose) were used to inoculate into 25 mL of SPS (0.5% yeast ex-
tract, 1% peptone, 0.67% yeast nitrogen base without amino
acids, 1% potassium acetate, 0.05 M potassium biphthalate at
pH 5.5, 0.002% antifoam 204 [Sigma]) to a density of 5 × 106

cells/mL and cultured at 250 rpm for 7 h at 30°C. Cells were
then inoculated into an appropriate larger volume of fresh SPS
(200 mL for PFGE and labeling of Spo11-oligo complexes; 2 ×
800 mL for Spo11-oligo mapping) at a density of 3 × 105 cells/
mL and cultured at 250 rpm for 12–16 h at 30°C until the density
reached 3×107 to 4 × 107 cells/mL. Cells were collected by centri-
fugation or filtration,washedwith 2%potassium acetate, then re-
suspended at 4 × 107 cells/mL in an appropriate volume of SPM
(2% potassium acetate, 0.001% polypropylene glycol; 100 mL
for PFGE and Spo11-oligo complexes labeling; 1 l for Spo11-oligo
mapping) supplemented with 0.32% amino acid complementa-
tion medium (1.5% lysine, 2% histidine, 2% arginine, 1% leu-
cine, 0.2% uracil, 1% tryptophan). Cultures were incubated in a
30°C shaker at 250 rpm to induce sporulation. Samples were col-
lected at desired times after transferring into SPM.
One round of 13.5-h culture in YPA (1% yeast extract, 2% pep-

tone, 1% potassium acetate) was used in the place of the SPS pre-
growth for sporulating the trisomic strain.
The modifications for the monosomic strain were as follows:

Single colonies were patched on YP-galactose plates for 24 h at
30°C, then to freshly made 5-FOA plates (containing 2 g/L 5-flu-
oroorotic acid) for 24 h at 30°C. Standard synchronous meiotic
cultures were then prepared as described above. Samples were
collected at 24 h for tetrad dissection. Complete loss of one
copy of chrV should yield tetrads with 2:2 (live:dead) segrega-
tion, with all viable spores lacking the Kl-URA3 marker. Endor-
eduplication of chrV would give four viable ura3 spores. Failure
to induce centromere loss with yield four viable spores with
2:2 segregation patterns for the Kl-URA3 marker (Supplemental
Fig. S1). Only cultures for which all tested tetrads had the pat-
tern expected for complete loss and lack of endoreduplication
were processed for downstream applications (Supplemental Ta-
ble S1).
To check meiotic divisions, aliquots were collected at various

times from synchronous meiotic culture, fixed in 50% (v/v) eth-
anol, and stained with 0.05 µg/mL 4′, 6-diamidino-2-
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phenylindole (DAPI). Mononucleate, binucleate, and tetranu-
cleate cells were scored by fluorescence microscopy.

Detection of meiotic DSBs by Southern blot

Genomic DNA was prepared in plugs of low-melting point aga-
rose as described (Borde et al. 2000;Murakami et al. 2009) to avoid
random shearing. The high-molecular-weight DNA was separat-
ed by PFGE as described (Borde et al. 2000; Murakami et al. 2009)
and then probed by Southern blot using a radiolabeled DNA frag-
mentwithin theCHA1 coding sequence located near the left arm
end of chrIII (internally controlled chromosome for PFGE) or the
natMX4 cassette on S. cerevisiae chrV. Signals were detected by
PhosphorImager, and quantified with ImageGauge software (Fuji-
film). DSB frequencies at different time points were calculated as
percentages of broken molecule signals divided by paternal sig-
nals plus brokenmolecule signals in each lane. Observed DSB fre-
quencies were Poisson corrected as described before (Murakami
and Keeney 2014) for correction of the situation that multiple
DSBs happened on each chromosome.

End-labeling Spo11-oligo complexes and Spo11-oligo mapping

Spo11-oligo complexes were extracted and detected as previously
described (Supplemental Fig. S3A; Thacker et al. 2014). Briefly,
Spo11-oligo complexes were immunoprecipitated from whole-
cell extracts by usingmousemonoclonal anti-FLAGM2 antibody
(Sigma). Precipitated Spo11-oligo complexes were end-labeled
with [α-32P]dCTP in a terminal deoxynucleotidyl transferase reac-
tion, resolved by SDS-PAGE, then transferred onto PVDF mem-
brane and visualized by PhosphorImager. Blots were probed
with mouse monoclonal anti-FLAG M2 conjugated to horserad-
ish peroxidase (Sigma) and detected by chemiluminescent
(ECL+ or ECL Prime, Amersham).
For Spo11-oligo mapping, sporulation cultures of different vol-

umes (450mL for homeologous strain; 300mL for trisomic strain;
600mL for all other strains) were harvested at desired time points
after transferring to sporulation media. Maps were generated for
this study in strains carrying SPO11-FLAG as described (Mura-
kami et al. 2020) except for the trisomic strain carrying SPO11-
PrA. Previously published wild-type maps (Thacker et al. 2014;
Mohibullah and Keeney 2017) were used as controls in this study.

ChIP for Rec114-Myc

Strains expressing Rec114 with C-terminal tag of eight copies of
the Myc epitope (REC114-Myc) were generated as described
(Murakami and Keeney 2014). Tagged Rec114 was functional,
as REC114-Myc and diploids showed normal spore viability.
Samples of 50 mL (2 × 109 cells) were collected at desired times

after transferring to SPM (0, 1, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6, and 7 h)
and cross-linked with 1% formaldehyde for 30 min at room tem-
perature. Cross-linking was terminated by incubation with 131
mM glycine for 5 min. Cells were washed twice with ice-cold
TBS, frozenwith liquid nitrogen, and stored at−80°C.After resus-
pending frozen cells using 1 mL of lysis buffer (50 mM HEPES-
KOH at pH 7.5, 140 mM NaCl, 1 mM EDTA, 1% Triton X-100,
0.1%Na-deoxycholate, 1 mM PMSF, 7 μg/mL aprotinin, 1% pro-
tease inhibitor cocktail [Sigma], 1× Complete protease inhibitor
cocktail [Roche]) with ∼900 µL of 0.5-mm zirconia/silica beads
(BioSpec Products) in 2-mL screw-cap Eppendorf tubes, cells
were then disrupted by vigorous shaking for 1 min 12 times
with an intensity of 6.5 M/sec in a FastPrep24 (MP Biomedicals)
to reach a cell breakage efficiency >99% (99.3% in our experi-
ment).Another 1mLof lysis bufferwas addedafter cell disruption.

ChromatinDNA in thewhole-cell extracts (WCE) was sheared by
sonication with “M” intensity, 30 sec on/30 sec off for 15 min
three times in Bioruptor sonication system UCD200 (Diagenode)
in 15-mL polystyrene conical tubes. Insoluble cell debris was re-
movedby centrifugation at21,130g for 5minat4°C.WCEwas fur-
ther sonicated with the same condition one more time to yield
average DNA size around 350 bp (range of 100–500 bp). ChIP
was performed as described (Murakami and Keeney 2014).
Locations of five primer pairs for quantitative PCR (qPCR) anal-

ysis are as followed: one locus on the right arm of chrIII (P1), one
locus on the left arm of chrVI (P2, near strong DSB hot spot
GAT1), and three loci on chrV (P3 to P5, P3 was near strong
DSB hot spot GLY1) (Murakami and Keeney 2014) (primer se-
quences listed in Supplemental Table S2). qPCR was performed
using the LightCycler 480 SYBR Green I Master (Roche) accord-
ing to manufacturer recommendations. All measurements of
ChIP and mock samples were expressed relative to the standard
(dilution series of corresponding input samples).

Bioinformatics analysis

Curve fitting forDSBkinetic profile To estimate the time ofDSB for-
mation, a log-normal curve defined below was fitted to the DSB
frequency (percentage of lane) plotted as a function of time (in
hours): y=a+b× exp{−[log(x +1)− c]2/d2} where x is time in
hours, y is DSB frequency, a is the background, b is the peak
height, c is the peak position, and d is the equivalent of standard
deviation. We set the background parameter (a) to the DSB fre-
quency at 0 h, then fitted the equation to the data points by
least-squares to estimate the other parameters (b, c, and d ) using
the “nls” function in R.

Spo11-oligo mapping analysis Sequencing (two 50-bp paired-end
reads; Illumina HiSeq 2500) was performed by the Memorial
Sloan Kettering Cancer Center (MSKCC) Integrated Genomics
Operation. In silico clipping of library adapters and mapping to
the genome was performed by the Bioinformatics Core Facility
at MSKCC using a custom pipeline as described (Pan et al.
2011; Thacker et al. 2014) with modifications. A full copy of
the source code is available online at http://cbio.mskcc.org/
public/Thacker_ZMM_feedback. For strains that were pure
S. cerevisiae SK1 background, Spo11-oligo reads were mapped
to the sacCer2 genome assembly of type strain S288C from
SGD (Saccharomyces Genome Database). For the homeologous
chrV strain, the sequence of S. eubayanus chrV (GenBank acces-
sion no. JMCK01000005.1) (Baker et al. 2015) was added as an ex-
tra chromosome to the customized pipeline. We used only the
uniquely mapping reads. Analyses were performed using R ver-
sion 3.4.0 or GraphPad Prism 7.0a.
Raw and processed sequence reads for new maps generated in

this study (Supplemental Table S4) are deposited in the Gene Ex-
pression Omnibus (GEO) database (https://www.ncbi.nlm.nih
.gov/geo; accession no. GSE152957). This accession also contains
the curated maps (unique mapping reads only, normalized to
reads per millionmapped) in wiggle format to allow direct visual-
ization in appropriate genome browsers; e.g., the UCSC browser
(https://genome.ucsc.edu) using genome version sacCer2. Previ-
ously publishedmaps analyzed in this study are fromGEO acces-
sion numbers GSE48299, GSE67910, GSE84696, and GSE119689
(Supplemental Table S5).
Each map was normalized to the total number of reads that

mapped uniquely to a chromosome (RPM; excluding reads map-
ping to rDNA, mitochondrial DNA, or the 2-µm plasmid). The
chromosome copy number was corrected for the homeologous
chrV pair by summing up the reads from of S. cerevisiae chrV
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copy and S. pastorianus chrV or by multiplying the S. cerevisiae
chrV read count by a factor of two, as appropriate for the analysis.
We corrected for chromosome copy number for trisomic chrXV
by multiplying by 2/3. The purpose of this was to evaluate how
much of the chrXV-specific increase in Spo11 oligoswas in excess
of the amount that might have been expected simply from the in-
crease in chromosome copy number.
Since these copy number corrections affect the total normal-

ized read number, we made the following further adjustments
for analytical purposes. For the homeologous strain, we calculat-
ed the total reads without chrV for both homeologous and wild-
type maps and averaged them to get a standard number. Then
we adjusted the read counts for each chromosome including
chrV using the standard number as total reads. We did the same
separately for the trisomic strain.
For the analysis of DSB distributions within chrV in the home-

ologous strain (data shown in Fig. 4), we could not sum the maps
for the S. cerevisiae and S. pastorianus copies of chrV, so we in-
stead doubled the reads from S. cerevisiae chrV. For zip3Δ and
ecm11Δ maps, a scaling factor based on quantification of
Spo11-oligo complexes was applied, as described in the appropri-
ate figure legends.
DSB hot spots were defined as clusters of Spo11 oligos meeting

cutoffs for cluster size and Spo11-oligo density as previously de-
scribed (Pan et al. 2011). Briefly, candidate hot spots were first
identified as chromosome segments where the Spo11-oligo map
smoothed with a 201-bp Hann window was >0.193 RPM per
base pair, which is 2.3-fold over the genome average Spo11-oligo
density. Adjacent hot spots separated by ≤200 bp were merged,
then candidate hot spots were filtered to remove calls that were
<25- bp wide and/or contained <10 RPM total.

Principal component analysis and hierarchical cluster analysis In total,
20maps were included in this study: 14wild-typemaps (two for 4
hwith Spo11-PrA) [Thacker et al. 2014]; two time courses collect-
ed at 4, 5, and 6 hwith Spo11-PrA [Mohibullah and Keeney 2017];
two for 4 h with Spo11-FLAG (Zhu and Keeney 2015), and two
time courses collected at 4 and 6 h with Spo11-FLAG [Murakami
et al. 2020]), four zip3Δmaps (two for 5 hwith Spo11-FLAG in this
study and two for 5 h with Spo11-PrA [Thacker et al. 2014]); and
two ecm11Δmaps with Spo11-FLAG (this study). The total num-
ber of Spo11-oligo reads (normalized to RPM) was calculated on
each. Principal component analysis on the per-chromosome to-
tals from 20 data sets was performed using the “princomp” func-
tion in R. The first three principal components accounted for
77.4%, 12.4%, and 2.5% of the variance across these data sets, re-
spectively. Hierarchical clustering was performed with the
“hclust” function in R using Ward’s D2 method.

Curve fitting for Rec114ChIP The curve fittingmethod to define as-
sociation and dissociation times was as described previously
(Murakami and Keeney 2014). Briefly, a modified Gaussian curve
was fitted to all qPCRdatapoints to define theRec114ChIP signal
peakposition for eachprimer pair.Next, this peakwasused to fit a
saturating exponential growth (logistic) curve to just the upward
slope of the ChIP profile. We defined the tassociation as the time
point where the logistic curve reached 50% of the maximum.
We also estimated the dissociation time of DSB protein by fitting
a logistic curve to the downward slope of the ChIP profile as
tdissociation when the logistic curve reached 50% of themaximum.
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