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Abstract

Vibrational spectroscopy is an essential tool in chemical analyses, biological assays, and studies of 

functional materials. Over the past decade, various coherent nonlinear vibrational spectroscopic 

techniques have been developed and enabled researchers to study time-correlations of the 

fluctuating frequencies that are directly related to solute-solvent dynamics, dynamical changes in 

molecular conformations and local electrostatic environments, chemical and biochemical 

reactions, protein structural dynamics and functions, characteristic processes of functional 

materials, and so on. In order to gain incisive and quantitative information on the local 

electrostatic environment, molecular conformation, protein structure and inter-protein contacts, 

ligand binding kinetics, and electric and optical properties of functional materials, a variety of 

vibrational probes have been developed and site-specifically incorporated into molecular, 

biological, and material systems for time-resolved vibrational spectroscopic investigation. 

However, still, an all-encompassing theory that describes the vibrational solvatochromism, 

electrochromism, and dynamic fluctuation of vibrational frequencies has not been completely 

established mainly due to the intrinsic complexity of intermolecular interactions in condensed 

phases. In particular, the amount of data obtained from the linear and nonlinear vibrational 

spectroscopic experiments has been rapidly increasing, but the lack of a quantitative method to 

interpret these measurements has been one major obstacle in broadening the applications of these 

methods. Among various theoretical models, one of the most successful approaches is a 

semiempirical model generally referred to as the vibrational spectroscopic map that is based on a 

rigorous theory of intermolecular interactions. Recently, genetic algorithm, neural network, and 

machine learning approaches have been applied to the development of vibrational 

solvatochromism theory. In this review, we provide comprehensive descriptions of the theoretical 

foundation and various examples showing its extraordinary successes in the interpretations of 

experimental observations. In addition, a brief introduction to a newly created repository website 

(http://frequencymap.org) for vibrational spectroscopic maps is presented. We anticipate that a 

combination of the vibrational frequency map approach and state-of-the-art multidimensional 

vibrational spectroscopy will be one of the most fruitful ways to study the structure and dynamics 

of chemical, biological, and functional molecular systems in the future.

Graphical Abstract
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1. Introduction

The vibrational spectra of a polyatomic molecule, which depend strongly on its chemical 

structure and interactions with the surrounding environment and dynamical transformations 

between multiple conformations, can be accurately measured with linear absorption and 

inelastic light scattering spectroscopy in both the gas and condensed phases.1,2 As such, 

Fourier-transform IR absorption and Raman scattering spectroscopy have become essential 

tools in chemical analyses, biological assays, and studies of functional materials. Over the 

past decade, we have witnessed revolutionary developments in coherent nonlinear 

vibrational spectroscopy such as multidimensional electronic, IR, THz, IR-Raman, IR-vis, 

vis-IR, and THz-Raman techniques.3–37 From the coherent multidimensional spectroscopy 

measurements, researchers have extracted the solvation-induced frequency shifts and the 

time-correlations of the fluctuating frequencies and provided crucial insights into the 

spontaneously fluctuating motions of solvent molecules, dynamical changes in molecular 

conformations and local electrostatic environments, chemical and biochemical reactions, 

protein structural dynamics and functions, characteristic processes of functional materials, 

and so on.

To quantitatively analyze and interpret the spectroscopic observations, researchers have site-

specifically introduced vibrational probes into molecular, biological, and material systems 

using a variety of organic and biochemical techniques.38–51 Such vibrational probes could be 

invasive when they are added to a solvated molecular system via their hydrogen-bonding 

interactions with surrounding solvent molecules or biomolecular residues. However, they are 

still significantly smaller than fluorophores, which makes them attractive probes for 

studying local environments. These IR-probe-labeled molecules, proteins, nucleic acids, 

functional materials, and chemically reactive systems have been subject to linear and 

nonlinear vibrational spectroscopic investigations to gain incisive and quantitative 

information on the local electric field, molecular conformation, protein contacts, energy 
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transfer, ligand binding kinetics, and function-defining features of materials. This rapidly 

expanding library of experimental results has been reviewed recently by a few groups of 

researchers.38–42 However, the data generated through these experiments have inevitably 

required an interpretive method with atom-level chemical accuracy. Despite prolonged 

efforts in this area, an all-encompassing theory that describes the vibrational 

solvatochromism, electrochromism, and dynamic fluctuation of vibrational frequencies and 

how they reflect the chemistry and biology of the molecules has not been established. This is 

not only because the intermolecular interactions in the condensed phases are intrinsically 

complex,52–65 but also because the vibrational frequency shifts induced by the varying 

intermolecular interactions are very small quantities, e.g., fractions of thermal energy, and 

are difficult to model even with high-level quantum chemistry calculation methods.

To describe vibrational solvatochromic effects on molecular spectra quantitatively, a 

community of researchers have worked assiduously to find systematic and theoretically 

sound approaches by considering electric potential and field expansion of intermolecular 

interaction, distributed multipole analysis, effective fragment potential, and/or hybrid 

quantum chemistry-molecular mechanics simulation methods. They have designed a series 

of ab initio, semiempirical, or empirical models for specific IR probes of interest and 

referred to them as vibrational spectroscopic maps, which we will abbreviate jointly as the 

VSMs in this review. Using a rigorous theory of intermolecular interactions, extensive ab 
initio calculation results, and sometimes experimentally measured spectroscopic data, a 

variety of VSMs have been developed and successfully used to interpret the linear and 

nonlinear vibrational spectroscopic signals of complex systems at the molecular level.
38,40,66–69 An example of such a vibrational frequency map is schematically depicted in 

Figure 1. The vibrational frequency of a localized vibrational mode is mapped onto a set of 

points, called the distributed sites, which are located within the IR chromophore and sense 

the spatial distribution of local electrostatic potential and electric field around it much like 

an antenna. Therefore, the VSMs correctly capture the sensitivity of the IR chromophores to 

their electrostatic environment and can be readily applied to study spontaneous fluctuation-

induced chemical and physical processes in the condensed phases with unprecedented time 

and spatial resolution, in conjunction with the coherent nonlinear vibrational spectroscopy 

experiments.

To demonstrate the working principles of linear and nonlinear vibrational spectroscopy 

techniques, we first note that molecular spectroscopy involves an interaction of the 

oscillating charged particles in a molecule with an external electromagnetic field whose 

frequency is close to one of the vibrational or electronic oscillations. Upon resonance 

between the molecular vibrations and the electromagnetic waves, the quantum transition 

amplitude becomes very large, which results in a high transition probability between two 

vibrational eigenstates of the molecule. IR absorption spectroscopy measures the distribution 

of these transition probabilities by detecting the attenuation of the incident IR beam, and 

Raman spectroscopy probes the inelastic light scattering cross-section of the molecule of 

interest.

As one of the recent additions to the inventory of molecular spectroscopic techniques, 

coherent multidimensional vibrational spectroscopy4,5,70 can be considered as a vibrational 
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analog of multidimensional NMR spectroscopy.71,72 In general, such an experiment involves 

multiple ultrashort pulses with controlled delay times. More specifically, a series of coherent 

laser pulses with specific relative phases are used to interrogate the molecular system and to 

probe the correlation between distinctive vibrational transitions at different times. These 

pulses induce multiple transitions in the molecule, create nonlinear polarization in the 

system, and generate the electric field that carries the quantitative information about the 

multi-point time correlations of these vibrational transitions. Thus, the detected signal is 

intrinsically multidimensional in the time domain, and its Fourier transforms with respect to 

the judiciously chosen delay times give the time-resolved multidimensional spectra. For 

example, coherent two-dimensional (2D) vibrational spectroscopy employs three 

femtosecond laser pulses in the IR frequency range to induce the third-order polarization in 

molecular systems, which produces the third-order electric field oscillating with a frequency 

determined by the molecular vibrational frequency. As demonstrated in Figure 2, the 

generated signal electric field can be measured and presented in two frequency dimensions 

that are conjugate to the time intervals between the first and second pulses, τ, and between 

the third pulse and the detection, t. One can then plot a series of 2D IR spectra with respect 

to the waiting time, Tw, which is defined as the time interval between the second and the 

third pulses, to track the time evolution of the vibrational excitations.

Clearly, 2D vibrational spectroscopy is an ultrafast measurement technique. In a 2D 

spectrum, the changes of the diagonal and off-diagonal peaks provide unique information on 

the molecular vibrations, which cannot be extracted from the conventional one-dimensional 

vibrational spectroscopy. To name a few, these include the homogeneous and 

inhomogeneous line-broadenings, the anharmonic frequency shift of a given normal mode, 

the solute-solvent interaction induced spectral diffusion, and mode-mode vibrational 

coupling constants. As a result, 2D IR and other multidimensional spectroscopy techniques 

have been used as powerful tools for studying (i) the structure and dynamics of peptides,
74–82 proteins,25,44,83–92 protein-ligand complexes,93 DNA,94–97 RNA,98 and lipid bilayers,
99,100 (ii) the energy transfer dynamics between coupled oscillators in condensed phases,
23,101–103 (iii) the hydrogen-bonding (H-bonding) structure and dynamics of liquid water 

and its isotopologues,104,105 (iv) the configurational and H-bonding dynamics of 

biomolecules,106,107 (v) the molecular exciton dynamics in photovoltaic materials,108 etc.

The amount of data obtained from the linear and nonlinear vibrational spectroscopic 

experiments has been rapidly increased, but the lack of a quantitative method to interpret 

various vibrational spectroscopic observations has often been one major obstacle in 

broadening the applications of these methods. Motivated by experimental needs, there has 

been rapid development of vibrational frequency maps of localized modes of molecules in 

the condensed phases, vibrational coupling maps for interacting vibrational modes, and 

vibrational transition dipole/polarizability maps for determining the corresponding IR/

Raman transition amplitudes over the past decades. To collect all those vibrational 

spectroscopy maps reported and to make them available to everyone who is interested in 

utilizing such maps or developing a new map for different vibrational probes, a repository 

internet site (http://frequencymap.org/) has been created. We thus anticipate that the 

marriage of vibrational frequency map approach with state-of-the-art multidimensional 
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vibrational spectroscopy will be one of the most fruitful ways to study the structure and 

dynamics of chemical, biological, and functional molecular systems in the future.

2. A Brief Theoretical Account of Vibrational Spectroscopy

2.1. Radiation-matter interaction and time-dependent perturbation theory

In molecular spectroscopy,3 the system of interest interacts with the incident electric field. In 

the electric dipole approximation, the interaction Hamiltonian can be written as

Hint(t) = − μ ⋅ E(r, t), (1)

where μ is the electric dipole operator and E(r,t) is the electric field. In the case of inelastic 

scattering spectroscopy utilizing spontaneous Raman, stimulated Raman, or coherent anti-

Stokes Raman scattering processes of polyatomic molecules induced by electronically non-

resonant electric fields, the effective field-matter interaction Hamiltonian is approximately 

given by −α:E(r, t)E(r, t), where α is the electric polarizability operator.4 In the semiclassical 

approximation where the external electromagnetic field is treated classical mechanically, 

whereas the molecular system is quantum mechanically, the total Hamiltonian of the 

composite system is assumed to be the sum of the material Hamiltonian in the absence of 

radiation and the interaction Hamiltonian, Hint(t). More specifically, the total Hamiltonian is 

given by

H(t) = HS + HBatℎ + HRad + HS − B + Hint(t), (2)

where HS is the molecular Hamiltonian of the system, HBath the bath Hamiltonian, HRad that 

of the radiation, and HS-B represents the solute-bath interaction energy. Hereafter, the 

radiation Hamiltonian is ignored, and the zeroth-order Hamiltonian H0 is assumed to be the 

sum of the solute, bath, and solute-bath interaction energies.

The system evolves in time according to the quantum Liouville equation for the density 

operator ρ(t) of the system as follows

∂ρ(r, t)
∂t = − i

ℏ H0 + Hint(r, t), ρ(r, t) . (3)

Quantitative information about physical observables of the system, denoted as A(t), can be 

obtained through the expectation value Tr[Aρ(t)] where Tr denotes the trace of a matrix and 

A is the corresponding quantum operator associated with observable A. A diagonal element 

ρaa of the density matrix in a basis set {|a >} represents the probability that the system is in 

state a, or the population of the system in state a. The off-diagonal element ρab of the density 

matrix, which is related to coherence or super-position state evolution of two states a and b, 

gives rise to the temporal oscillation of the aforementioned probability with a frequency 

ω ≈ ωab ≡ Ea − Eb /ℏ determined by the energy difference of the two states.

Treating Hint(t) as the perturbation to the reference molecular Hamiltonian H0, Eq. (3) can 

be formally solved by applying the time-dependent perturbation theory. The solution is, in 

general, expressed as a power series expansion of ρ(t) in interaction Hamiltonian,3,4 i.e., 
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ρ(r,t) = ρ(0)(r,t) + ρ(1) (r,t)+⋯, where the zeroth-order term is just the equilibrium density 

operator for the unperturbed system ρ(0)(t) = ρeq in the absence of external radiation. The 

nth-order correction term denoted as ρ(n)(t) contains Hint(t) in the nth power in a time-

ordered Dyson integral accounting for all possible field-matter interactions.

From the perturbation expansion form of the system density operator ρ(t), one can calculate 

the material polarization induced by field-matter interactions and the nth-order polarization 

P(n)(r,t), which is given by P(n)(r, t) = Tr μρ(n)(r, t) , is

P(n)(r, t) = ∫
0

∞
dtn⋯∫

0

∞
dt1R(n) tn, ⋯, t1 ⋮ E r, t − tn ⋯E r, t − tn⋯ − t1 , (4)

where the nth-order molecular response function is defined as

R(n) tn, ⋯, t1 = i
ℏ

n
θ tn ⋯θ t1 μ tn + ⋯ + t1

μ tn − 1 + ⋯ + t1 , ⋯ μ t1 , μ(0), ρeq ⋯ .
(5)

with the Heaviside step functions θ(t) due to the causality principle. Here, 

μ(t) = exp iH0t/ℏ μ exp −iH0t/ℏ  is the dipole operator in the interaction picture, and the 

angular bracket denotes the trace of a matrix. The linear response corresponds to the case of 

n=1 in Eqs. (4) and (5). The second- and third-order polarizations that are related to the 

surface vibrational spectroscopy and four-wave-mixing-type time-resolved vibrational 

spectroscopy, respectively, are determined by the corresponding the second- and third-order 

response functions. Note that R(n) is a real function because P(n)(r,t) and E(r,t) in Eq. (4) are 

both real quantities, even though individual terms comprising R(n) are complex in general 

and represent different quantum transition pathways.

2.2. Linear response vibrational spectroscopy

The IR absorption (Raman scattering) spectroscopy can be fully described by considering 

the expectation value of the time-evolved electric dipole (polarizability) operator.3,4 Using 

the cumulant expansion technique,3 one can obtain an approximate expression for the linear 

response function, which is given by

R(1)(t) = i
ℏθ(t) μgeμege−iωt − g(t) − γt − c.c. = − 2

ℏθ(t
) Im μgeμege−iωt − g(t) − γt ,

(6)

where μeg = < e μ g > and ω represents the average transition frequency determined by the 

energy difference between the ground (|g>) and excited (|e>) states. Here, γ is the relaxation 

constant introduced in an ad hoc manner to take into account both the finite lifetime of the 

excited state and the rotational relaxation time of chromophores in solutions. In Eq. (6), the 

line-broadening function that mainly determines the frequency-dependent lineshape of the 

absorption spectrum is
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g(t) = ∫
0

t
dτ2∫

0

τ2
dτ1C(t), (7)

where the autocorrelation function of fluctuating chromophore-solvent interaction energy 

can be related to the fluctuating vibrational frequency-frequency correlation function (FFCF) 

as

C(t) = δω(t)δω(0) , (8)

In the above equation, the angle bracket on the right-hand side of Eq. (8) represents the 

classical mechanical average over the phase space spanned by the bath degrees of freedom. 

From Eqs. (7), we now have the line-broadening function g(t) related to the FFCF as

g(t) = ∫
0

t
dτ2∫

0

τ2
dτ1 δω(t)δω(0) , (9)

Note that the instantaneous vibrational frequency of a given mode of the jth solute molecule 

at time t can be decomposed into three terms as

ωj(t) = ω0 + Δω + δωj(t), (10)

where ω0 is the vibrational frequency of the IR probe mode when the solute molecule is in 

the gas phase, Δω is the average frequency shift due to the vibrational solvatochromism, and 

δωj (t) is the fluctuating part of the vibrational frequency of the jth molecule. The average 

vibrational frequency is given by the sum of ω0 and Δω, i.e., ω = ω0 + Δω. From the 

decomposed expression (Eq. (10)) for the instantaneous vibrational frequency of the jth 

molecule, it becomes clear that the theoretical description of the solvation-induced 

vibrational frequency shift, Δω, in terms of chromophore-solvent interactions is immensely 

important to understand the changes in the peak position of the IR absorption spectrum due 

to varying solvent properties such as polarity, hydrophobicity, proticity, and so on. From the 

peak frequency ω of the IR absorption spectrum, one can accurately measure the 

solvatochromic vibrational frequency shift Δω within the Condon approximation.

In addition, the width of each IR spectrum is related to the standard deviation of δωj (t), i.e., 

< δω2 >1/2, when the line-broadening is dictated by pure dephasing process. However, in 

general, the width of the IR absorption spectrum is determined not just by < δω2 >1/2 but 

also by the width of the inhomogeneous distribution of transition frequency and the rates of 

vibrational energy and rotational relaxation processes. If there is no static inhomogeneity in 

vibrational frequencies and if the vibrational lifetime-broadening and rotational relaxation-

induced dephasing are negligibly small, the whole line broadening is determined by the pure 

dephasing, which makes the linear response function decay as described by exp(−g(t)) in Eq. 

(6). Kubo’s exponential model for C(t) has long been used to describe the lineshape of the 

linear vibrational spectrum.3,4 Let us assume that the FFCF is an exponentially decaying 

function as
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C(t) = < δω2 > exp( − Γt), (11)

where the decay constant Γ corresponds to the loss rate of correlation between vibrational 

frequencies at two different times. With this exponential FFCF, the correlation time is given 

by

tc = ∫
0

∞
dtC(t)/C(0) = 1/Γ . (12)

Inserting Eq. (11) into (9), one can find

g(t) = < δω2 > tc2 exp −t/tc + t/tc − 1 . (13)

If the correlation time tc is much shorter than the inverse of < δω2 >1/2, that is the case when 

the vibrational frequency loses its memory almost instantaneously. This is the Markovian 

limit and the line-broadening function g(t) becomes a linear function of time as

g(t) = < δω2 > tct, (14)

and the linear response function decays exponentially with respect to t. Within this 

Markovian approximation to the FFCF, the absorption spectrum in the frequency domain 

becomes a Lorentzian function.

If the correlation time tc is much longer than the inverse of < δω2 >1/2, the line-broadening 

function in Eq. (13) can be approximated as a quadratic function of time, i.e.,

g(t) = (1/2) < δω2 > t2 . (15)

Then, the lineshape of the absorption spectrum becomes a Gaussian function with a width 

determined by < δω2 >1/2. If the line-broadening function g(t) is assumed to be a sum of 

exponential and Gaussian functions in the time domain, the corresponding absorption 

lineshape in the frequency domain becomes the well-known Voigt profile.

The linear response function that determines the lineshape of the absorption and emission 

spectra of optical and vibrational chromophores can be approximately described in terms of 

the instantaneous fluctuations of the vibrational transition frequencies and dipole moments. 

Therefore, if an accurate VSM is available for a given set of vibrational modes of molecules 

in condensed phases, the center frequencies of the absorption and emission spectra and their 

linewidths can be reproduced and even predicted by using MD simulations combined with 

the VSM theory. Nevertheless, it should be emphasized that even though the lineshape 

analysis of linear spectra provides invaluable information about chromophore-solvent 

interaction strength, it is impossible to extract direct information about the time correlation 

function of the chromophore-solvent dynamics from the corresponding 1D spectrum. 

Furthermore, if inhomogeneous-broadening effects are not negligible, one cannot extract 

quantitative information about < δω2 >1/2 from the 1D spectrum because the full-width-at-

half-maximum of the spectrum is determined by both the standard deviation of fluctuating 
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frequency and the width of the inhomogeneous frequency distribution. In this respect, time-

resolved vibrational spectroscopy has found its use for studying such locally heterogeneous 

environments around IR probes and for measuring time scales of vibrational energy 

relaxation, rotational dynamics, transitions from one conformer to another, chemical 

exchange dynamics among non-covalently bonded chemical species, energy or particle 

transfer processes from one state to another, and transient dynamics between different 

solvation configurations. All these transient processes involve changes in vibrational 

frequencies of solute molecules because any molecular structural changes affect the 

multidimensional potential energy surface of the molecule, which then induce changes in 

vibrational frequencies.

2.3. Time-resolved vibrational spectroscopy

In general, most nonlinear vibrational spectroscopic measurements are conducted in two 

steps. The first is the preparation step, where molecular systems under investigation are 

excited by incident radiations. The second is the detection step, where the signal generated 

through nonlinear field-matter interactions is measured and presented. In time-resolved IR 

pump-probe (PP), the first two electric field-matter interactions occur with the pump pulse. 

The time-delayed probe pulse interacts with the molecules in the sample, which generates 

the third-order macroscopic polarization in the sample. The macroscopic material 

polarization is usually a linear sum of all the third-order dipole moments of chromophores 

dissolved in solutions when their couplings are weak. The generated IR PP signal field 

interferes with the same incident probe field, and the interference term is selectively 

measured.

For 2D IR spectroscopy, the system is usually irradiated with three coherent laser pulses. 

The generated 2D IR signal field is heterodyne-detected, and the 2D IR spectrum is 

presented in two frequency dimensions representing two distinct vibrational coherence 

oscillations separated by a waiting (population) time Tw.4,5,70 The 2D IR is four-wave-

mixing spectroscopy because the signal field arises from three preceding field-matter 

interactions that are each linear in the applied electromagnetic field. In each of the four field-

matter interaction events, a quantum transition takes place between vibrational states of the 

system. Depending on the configuration of the optical laser pulses such as the frequency, 

direction of propagation (wavevector), and polarization, as well as on the detection methods, 

different quantum transition pathways can be differently generated and selectively measured.
4

Time-resolved IR spectroscopy, e.g., IR PP and 2D IR, involves quantum transitions up to 

the second vibrational excited state denoted as |f>. Therefore, a three-level system with 

eigenstates | g > , |e>, and |f> is a useful model for developing a theory of nonlinear response 

function that is directly relevant to time-resolved four-wave-mixing spectroscopy in general. 

As well-known, the third-order vibrational response function vanishes for a perfect bosonic 

oscillator; the model system should represent an anharmonic oscillator where the 

fundamental transition frequency ωeg differs from ωfe.

The evaluation of a realistic response function critically depends on the accurate description 

of the system-bath interactions or generally intermolecular interactions that are responsible 
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for chemical dynamics and spectroscopic phenomena such as dephasing, relaxation, 

reorientation, spectral diffusion, and population and coherence transfers. Methods to 

incorporate the effect of the environment as well as the multimode vibrational coupling have 

been discussed in various review articles and books.3–5,7,70 Here, we briefly outline the 

theory of nonlinear vibrational response function and its interplay with vibrational 

solvatochromism and vibrational frequency-frequency correlation function. We focus on a 

simple three-level chromophore interacting with the environment, where the corresponding 

Hamiltonian is given by

H0 = ∑
m = g, e, f

ℏωm + V m(q) + HB(q) m m , (16)

where ℏωm is the energy of state m(m = g, e, f) in the absence of bath, Vm(q) is the 

chromophore-bath interaction energy of the state m that depends on the bath degrees of 

freedom q, HB(q) is the energy of the bath, and the basis states |m> are chosen as eigenstates 

of an isolated chromophore. Note that the off-diagonal elements of the chromophore-bath 

interaction such as Jmn|m><n| that approximately describe state-to-state vibrational energy 

transfer processes are assumed negligible for the sake of simplicity. Thus, the chromophore-

bath interaction described by Eq. (16) modulates the energy gap between two different 

eigenstates of the target oscillator.

The third-order signal electric field Es
(3)(r, t) that is under detection in nonlinear spectroscopy 

is obtained by solving Maxwell’s equation taking the nonlinear polarization P(3)(r,t) as the 

radiation source. Often, the following assumptions are made: (i) the signal field is only 

weakly absorbed by the medium, (ii) the envelopes of polarization and signal fields vary 

slowly in time compared to the optical period, (iii) the signal field envelope spatially varies 

slowly compared to its wavelength, (iv) the frequency dispersion of the medium refractive 

index is weak. The approximate solution for the signal electric field envelope is given by

Es
(3)(t) ∝ iωs

n ωs
Ps

(3)(t) . (17)

Here n(ω) is the refractive index of the medium and Ps
(3)(t) is the polarization component 

propagating with wave vector ks and frequency ωs that are one of the combinations ±k1 ±k2 

±k3 and ±ω1 ±ω2 ±ω3, respectively. Note that Eq. (17) gives the approximate signal field 

arising from a single Fourier component of the third-order polarization expanded as3,4

P(3)(r, t) = ∑
l

Pl
(3)(t)exp ikl ⋅ r − iωlt . (18)

By changing the location of the detector appropriately, individual components of the 

polarization with different ks can be selectively measured. Note that the assumption (ii) 

known as slowly-varying-envelope approximation becomes invalid for far-IR and THz 

spectroscopy because typical pulse duration time is quantitatively similar to the period of 

such low-frequency far-IR and THz radiation. In that case, one should solve the 

corresponding Maxwell’s wave equation rather numerically, which is not of major difficulty. 
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In the present work, we shall focus on IR probes whose oscillation frequencies are in mid-IR 

and near-IR domains (>1000 cm−1), so the slowly-varying-envelope approximation is still 

valid.

The general third-order response function in Eq. (5) has three nested commutators, so it can 

be expanded and rewritten as the sum of eight terms3,109

R(3) t3, t2, t1 = i
ℏ

3
θ t3 θ t2 θ t1 ∑

i = 1

4
Ri t3, t2, t1 − Ri* t3, t2, t1 (19)

where the components Ri(t3,t2,t1) are given by

R1 t3, t2, t1 = μgeμegμgeμegexp i −ωegt3 − ωegt1 F1
gege t3, t2, t1

+ μgeμefμfeμegexp i ωfet3 − ωegt1 F1
gefe t3, t2, t1

R2 t3, t2, t1 = μgeμegμgeμegexp i −ωegt3 + ωegt1 F2
gege t3, t2, t1

+ μgeμefμfeμegexp i ωfet3 + ωegt1 F2
gefe t3, t2, t1

R3 t3, t2, t1 = μgeμegμgeμegexp i −ωegt3 + ωegt1 F3
gege t3, t2, t1

+ μgeμefμfeμegexp i ωfet3 + ωfgt2 + ωegt1 F3
gefe t3, t2, t1

R4 t3, t2, t1 = μgeμegμgeμegexp i −ωegt3 − ωegt1 F4
gege t3, t2, t1

+ μgeμefμfeμegexp i −ωegt3 − ωfgt2 − ωegt1 F4
gefe t3, t2, t1 .

(20)

Here, μab is the transition dipole between states a and b, 

ℏωab = ℏ ωa − ωb + V a(q) − V b(q) B is the energy gap averaged over bath degrees of 

freedom, and Fn
gabc t3, t2, t1  is the line shape function which can be approximated by 

exponential functions containing difference potential energies Uab(q)=Ua(q)–Ub(q).4 

Alternatively, one can invoke the second-order cumulant expansion approximation, which 

becomes exact when the fluctuation of the energy gap obeys the Gaussian statistics, to obtain

R1A t3, t2, t1 = μgeμegμgeμegexp −iωegt3 − iωegt1 exp −g* t3 − g t1 − f+ t3, t2, t1

R1B t3, t2, t1 = μgeμefμfeμegexp iωfet3 − iωegt1 × exp
−g* t3 − g t1 + g* t2 − g t1 + t2 − g* t2 + t3 + g t1 + t2 + t3

R2A t3, t2, t1 = μgeμegμgeμegexp −iωegt3 + iωegt1 exp −g* t3 − g* t1 + f+* t3, t2, t1
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R2B t3, t2, t1 = μgeμefμfeμegexp iωfet3 + iωegt1 × exp
−g* t3 − g* t1 − g t2 + g* t1 + t2 + g t2 + t3 − g* t1 + t2 + t3

R3 t3, t2, t1 = μgeμegμgeμegexp −iωegt3 + iωegt1 exp −g t3 − g* t1 + f−* t3, t2, t1

R4 t3, t2, t1 = μgeμegμgeμegexp −iωegt3 − iωegt1 exp
−g* t3 − g t1 − f− t3, t2, t1 . (21)

where the auxiliary functions are given by

f+ t3, t2, t1 = g* t2 − g* t2 + t3 − g t1 + t2 + g t1 + t2 + t3

f− t3, t2, t1 = g t2 − g t2 + t3 − g t1 + t2 + g t1 + t2 + t3 . (22)

and g(t) defined by Eq.(9). The other contributions to R3 and R4, which involve coherence 

evolution of |f><g| during t2, are not included in Eq. (21) and the energy fluctuation between 

states g and f is usually assumed to be twice that between g and e, i.e., δωfg(t) ≅ 2δωeg(t).4

The six response functions in Eq. (21) can be classified, based on their physical 

interpretation, as ground state bleach (GB) and stimulated emission (SE) that involve 

transitions between g and e, and excited-state absorption involving transitions between e and 

f. They can also be classified into rephasing and non-rephasing terms, depending on whether 

the optical coherence during the times t1 and t3 evolves in the same or opposite direction. If 

chromophores have a broad distribution of heterogeneous environments, which makes the 

vibrational transition frequency broadly distributed, the molecular nonlinear response 

function should be calculated by averaging over the inhomogeneous distribution f(ϖ) of 

vibrational frequencies, i.e.,

Rj t3, t2, t1 = ∫ dϖRj t3, t2, t1; ϖ f(ϖ), (23)

where ϖ is the variable representing the frequency shift due to heterogeneously distributed 

local solute-solvent interaction environments, solute conformations, phases, or microscopic 

states. For instance, the first nonlinear response function after average over the normalized 

distribution f(ϖ) is given by

R1A t3, t2, t1 = ∫ dϖR1A t3, t2, t1; ϖ f(ϖ) = R1A t3, t2, t1 f t3 + t1 , (24)

where f(t) is the inverse Fourier transformation of f(ϖ). As t1 and t3 increase, due to the 

inhomogeneous distribution of vibrational frequencies, the response function additionally 
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decays and it does not produce any echo signal. In contrast with R1A t3, t2, t1 , the averaged 

nonlinear response function of R2A t3, t2, t1; ϖ  over ϖ becomes

R2A t3, t2, t1 = ∫ dϖR2A t3, t2, t1; ϖ f(ϖ) = R2A t3, t2, t1 f t3 − t1 . (25)

Since f(t) peaks at t = 0, f t3 − t1  with respect to t3 reaches its maximum at t3 = t1, which is 

the signature of echo generation due to inhomogeneity-induced rephasing process. 

Therefore, R2 and R3 are rephasing terms that are responsible for the generation of the 

photon echo (PE) signal from chromophores having a broad inhomogeneous frequency 

distribution, and R1 and R4 are referred to as non-rephasing terms.

When the vibrational modes are spectators in chemical reactions the Gaussian 

approximation109,110 making the foundation of the line-broadening function breaks down. 

The response function formulation presented above is still valid, but they need to be 

evaluated explicitly including the resulting non-Gaussian fluctuations.111–120 In these cases, 

the numerical integration of the Schrödinger equation (NISE)121 and the nonlinear exciton 

propagation (NEP) algorithms122 should be of use.110

2.4. Two-dimensional lineshape analysis and spectral diffusion

The average vibrational frequency shift of IR-active modes, which is induced by solute-

solvent interactions, can be accurately measured by analyzing the FTIR spectra of IR probes. 

However, to obtain information on the time scale of vibrational frequency fluctuation, it is 

necessary to use nonlinear vibrational spectroscopic techniques as they are capable of 

measuring the frequency-frequency correlation function. Photon echo spectroscopy has been 

used as one of the most popular techniques for studying ultrafast solvent dynamics, through 

measuring photon echo peak shift (PEPS) in the time domain.4,123 More recently, 2D 

vibrational, electronic, and electronic-vibrational spectroscopy experiments have been 

extensively performed to extract solvent dynamics and frequency-frequency correlation 

function from the analyses of nodal line slope, center line slope, and ellipticity of two-

dimensional peaks on the diagonal and off-diagonal regions of the 2D spectra (Figure 2).
4,5,7,70,73

Using the FFCF formulation to describe the solute-solvent interaction-induced fluctuation of 

vibrational frequency, one can, in principle, calculate the nonlinear response functions in Eq. 

(21). However, the more useful information can be extracted by analyzing the 2D lineshape 

changes in time. To establish the relationship between the analytical expressions for the 

nonlinear response functions and the waiting time-dependent 2D lineshape, one can use a 

short-time approximation to the line-broadening function.4,5,7,73 Assuming that the pulse 

envelope function can be approximated as a Dirac delta function and carrying out the two-

dimensional Fourier transformations of the PE signal field, it was shown that the complex 

2D photon echo spectrum of an anharmonic oscillator system, which can be approximated as 

a three-level system, is given by

EPE ωt, T , ωτ = EPE
SE ωt, T , ωτ + EPE

GB ωt, T , ωτ + EPE
EA ωt, T , ωτ , (26)
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where SE, GB, and EA represent the stimulated emission, ground-state bleaching, and 

excited-state absorption (EA) terms, respectively, and they are

EPE
SE ωt, T , ωτ =

π μgeμegμgeμeg ⋮ e3e2e1
C(0) 1 − C2(T )

exp −x2 exp −y2(T ) + 2i
πF (y(T ))

EPE
GB ωt, T , ωτ =

π μgeμegμgeμeg ⋮ e3e2e1
C(0) 1 − C2(T )

exp −x2 exp −z2(T ) + 2i
πF (z(T ))

EPE
EA ωt, T , ωτ = −

π μefμfeμegμge ⋮ e3e2e1*

C(0) 1 − C2(T )
exp −x2

exp −w2(T ) + 2i
πF (w(T )) .

(27)

Here, the vectorial dipole moment associated with the transition from the ground state g to 

the first excited state e is denoted as μeg and the unit vector of the polarization of the jth 

pulsed electric field is as ej. In Eq. (27), C(t) is the normalized FFCF defined as

C(t) = C(t)/C(0) . (28)

The auxiliary functions in Eq. (27) are defined as, with β = 1/kBT,

x ≡
ωτ − ωeg

2C(0)

y(T ) ≡
ωt − ωeg + 2 λ/ℏ (1 − C(T )) − ωτ − ωeg C(T )

2C(0) 1 − C2(T )

z(T ) ≡
ωt − ωeg − ωτ − ωeg C(T )

2C(0) 1 − C2(T )

w(T ) ≡ ωt − ωfe + 2 λ/ℏ (1 − C(T )) − ωτ − ωeg C(T )
2C(0) 1 − C2(T )

. (29)

In Eq. (27), F(x) is the Dawson integral defined as F (x) = e−x2∫0
xdu eu2

. In Eq. (29), λ is the 

solvent reorganization energy, and it is related to the variance of fluctuating vibrational 

frequency as C(0) = < δω2 > ≅ 2λkBT /ℏ2. Typical vibrational lifetime and rotational 

Baiz et al. Page 15

Chem Rev. Author manuscript; available in PMC 2021 August 12.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



relaxation time of small molecules are on the order of a few picoseconds, and the vibrational 

absorption linewidth is mainly determined by the standard deviation of fluctuating 

vibrational frequency, which is < δω2 >1/2 ≅ 2λkBT 1/2/ℏ. If the linewidth is 30 cm−1, the 

solvent reorganization energy λ is about 2 cm−1 at room temperature. Therefore, unlike UV-

vis spectroscopy involving electronic transitions of optical chromophores in condensed 

phases, the Stokes shift or the vibrational excitation-induced solvent reorganization energy is 

negligibly small compared to the absorption linewidth and anharmonic frequency shift 

ωeg − ωfe. Therefore, in the interpretation of 2D IR spectral evolution, the Stokes shift or 

solvation dynamics of the vibrationally excited state is not taken into consideration.

To obtain the above approximately 2D Gaussian lineshape function expression for the real 

part of the 2D photon echo spectrum, we assumed that the coupled bath mode frequencies 

are smaller than kBT at room temperature. These approximate descriptions are not valid at 

low temperatures. From Eqs. (26)–(29), one can predict the time-dependent changes in 

center and nodal line slopes of 2D peak, the frequency difference between SE+GB peak and 

EA peak along the ωt axis, ellipticity of each diagonal peak, and both the diagonal and 

antidiagonal linewidths of diagonal peak in terms of the waiting time-dependent FFCF, C(T) 

(see Figure 2). More specifically, the nodal and center line slopes, NLS and CLS, with 

respect to waiting time T are approximately given by73

NLS(T ) = CLS(T ) = C(T ) . (30)

The full-width-at-half-maximum (FWHM) of the diagonal peak along the diagonal line, 

which is denoted as Δωdiag (T), and that along the antidiagonal line, denoted as 

Δωanti–diag(T), are also determined by the FFCF as

Δωdiag(T ) = 2 C(0) ln 2 1 + C(T )

Δωanti−diag(T ) = 2 C(0) ln 2 1 − C(T ) . (31)

From Eq. (31), the ratio of diagonal width to anti-diagonal width becomes a function of 

waiting time as, at T > 0,4,73

Δωdiag(T )
Δωanti−diag(T ) ≅ 1 + C(T ) . (32)

Equation (32) clearly shows that the 2D peak-shape at a short waiting time is diagonally 

elongated, but the degree of such diagonal elongation decreases in waiting time and 

approaches zero. Therefore, after a long waiting time T >> tc, the 2D peak-shape becomes 

round with the same diagonal and antidiagonal widths. Again, from the waiting time-

dependence of diagonal elongation, it is possible to extract direct information on the 

normalized FFCF.

In this section, we specifically discussed how 2D vibrational spectroscopy can be used to 

study ultrafast solute-solvent interaction dynamics through analyzing 2D peak-shape 
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evolution in waiting time. For certain vibrational modes, e.g., OH and OD stretch modes of 

HDO in water or heavy water, the FFCF extracted from the 2D IR data was directly 

compared with that predicted using vibrational solvatochromism theory and molecular 

dynamics simulation methods. However, still, such quantitative comparisons between theory 

and experiment for many IR probes incorporated into complicated biological molecules or 

functional materials are very challenging and have rarely been reported. Only when the 

numerically calculated FFCF and average solvatochromic frequency shift of a given IR 

oscillator with quantum chemistry calculation, MD simulation, or any combination of 

electronic structure calculation and molecular simulation are in quantitative agreement with 

experimental results, one can conclude that the computational methods used are 

quantitatively reliable and spectroscopically valid.

2.5. Numerical integration of the vibrational Schrödinger equation

A variety of applications of ab initio MD simulation methods to the studies of chemical and 

biological reactions and processes have been reported. However, still, it is prohibitively 

expensive to use such methods to accurately calculate the fluctuating vibrational frequencies 

and transition dipole moments of molecules in condensed phases. In contrast, the 

combination of VSMs, i.e., vibrational frequency, transition dipole, vibrational coupling 

constant, and anharmonicity maps, and classical MD simulations provides an efficient means 

to calculate various linear and nonlinear IR spectra when using Eqs. (6), (20) and (21). In a 

more general case, when multiple vibrational modes are non-negligibly coupled and non-

adiabatic effects on the vibrational eigenstates need to be considered, the required 

computational step is to develop a method to numerically solve the corresponding time-

dependent vibrational Schrödinger equations. This approach, widely referred to as 

Numerical Integration of the Schrödinger Equation (NISE) theory,124 assumes that a given 

vibrational mode can be approximated as a weakly anharmonic oscillator so that only the 

lowest three vibrational levels are enough for modeling 2D vibrational spectroscopy. When 

the oscillators are close to one another through space or chemical bonds, their vibrations are 

correlated. Such vibrational coupling effects can also be quantitatively described by using 

various VSMs. Here, the vibrational frequencies, transition dipole moments, and even 

anharmonic frequency shifts fluctuate in time due to the solute-solvent interactions. These 

intermolecular interaction-induced fluctuations are all taken into account by considering 

their time-dependent modulation of the parameters of the quantum oscillator.

In general, for coupled multi-oscillator systems interacting with external electric fields, the 

corresponding time-dependent Hamiltonian can be written as

H(t) = ∑
n

N
ℏωn(t)an†an + ∑

n, m

N
Jnm(t)an†am − 1

2 ∑
n

N
Δn(t)an†an†anan + ∑

n

N
E(t) ⋅ μn(t

) an† + an + ∑
n

N
E(t) ⋅ αn(t) ⋅ E(t) an† + an .

(33)

Here, an† and an are the creation and annihilation operators of the nth harmonic oscillator 

considered quantum mechanically. The individual local vibrations are characterized by their 

frequency ωn(t), transition dipole μn(t), transition polarizability αn(t), and anharmonicity 
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Δn(t). Any pair of local vibrations are mixed by their mutual couplings Jnm(t). In this 

approach, the time dependence of these parameters strictly arises from the coupling of each 

individual oscillator with bath degrees of freedom. The last two terms in Eq. (33) account for 

the interaction of the oscillating dipoles and molecular polarizabilities with the applied 

electric field(s) E(t), respectively, depending on the specific experimental configuration.

Determining the fluctuating frequencies, transition moments, and coupling constants in the 

above time-dependent Hamiltonian depends on the system under consideration.110 Once 

there exist quantitatively reliable models for these parameters, time-evolution operator 

approaches can be used to calculate the response functions. The critical step is to divide the 

propagation time into sufficiently short time intervals so that the Hamiltonian during these 

intervals is approximately independent of time. The solution for the time-dependent 

Schrödinger equation for each short time interval can then be easily obtained. Successive 

applications of the finite-difference time-evolution operators for neighboring time-intervals 

enable the time-dependent vibrational wavefunction of the coupled multi-oscillator systems 

to be calculated. Open source implementations of NISE and closely related variations122 are 

available.125,126

The success of this NISE approach120,127–130 relies on the accuracy of the computed 

parameters needed to construct the time-dependent Schrödinger equation. The vibrational 

frequency and transition dipole moment of a given oscillator depend on the local 

environment and are determined by the intermolecular interaction potential and the 

anharmonicity of the multidimensional intramolecular vibrational potential. For instance, an 

early attempt to calculate the solute-solvent interaction-induced shift of vibrational 

frequency assumes that the solute-solvent interaction is dictated by electrostatic interactions. 

The vibrational frequency shift of an oscillator was considered to be dependent on the 

solvent electric potential, electric field, or sometimes the electric field gradient on specific 

sites of the solute molecule. These vibrational frequency mappings have allowed the 

frequency trajectories of the coupled oscillators to be obtained from equilibrium MD 

trajectories. However, recently, it has been shown that the vibrational solvatochromic 

frequency shift is determined by not just electrostatic interactions but also dispersive 

interaction, short-range Pauli repulsion, polarization, and even multipole-multipole 

interactions.40

The anharmonicity of a given molecular vibration also depends on its interaction with the 

solvent molecules. For multi-oscillator systems, the vibrational coupling constant between 

any pair of local modes should be accurately calculated to describe the delocalized nature of 

the vibrational modes. One of the most popular models is the transition-dipole coupling 

model, which assumes that the two oscillators interact with each other through electric 

dipole-dipole interactions. So far, this form of semiempirical mapping has been found to be 

exceptionally useful, achieving a spectroscopic accuracy within a few wavenumbers, 

something which cannot be easily achieved using current classical or even ab initio MD 

simulation methods.

The quantum-classical methods discussed here have a number of crucial advantages.110 One 

of the commonly used methods, which incorporates second-order cumulant approximation 
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or other methods that require an assumption that the coupled bath degrees of freedom are 

harmonic oscillators obeying Gaussian statistics, cannot account for intermolecular 

interaction-induced effects properly. On the other hand, quantum-classical methods take 

them correctly. Nevertheless, hybrid quantum-classical methods still have definite 

limitations. The time-dependent Hamiltonian for NISE does not allow for the relaxations 

between the different excitation manifolds.110 Furthermore, while these quantum-classical 

methods are able to account for the effect that the bath exerts on the system, the feedback of 

the system to the bath when in an excited state is unable to be considered. Consequently, the 

method cannot reproduce the correct thermalization in quantum systems, which results in 

artifacts at low temperatures. Another inherent difficulty of NISE is that quantum 

mechanical oscillators need to be well defined and localized. If the nature of an oscillator 

changes over time (e.g., H-bond vibrations and delocalized intermolecular modes), it is not 

possible to treat them quantum mechanically.

As mentioned in this section, despite the prolonged efforts to develop approximate theory 

and computational methods, clear limitations in the accurate calculation of the coherent 

multidimensional spectra of molecules in condensed phases still exist. Although a simple 

approach for modeling absorption lineshape such as Kubo model has been widely used in 

many cases, it is also true that more advanced methods for accurately computing both linear 

and nonlinear vibrational spectra are available. However, it must be emphasized that they all 

require an accurate mapping of the vibrational frequency to local environments around the 

mode of interest, which is the reason why the development of vibrational maps has been one 

of the most important research subjects in the field.

3. Vibrational Solvatochromism

3.1. Intermolecular interaction potential and its solute-solvent separability

The frequencies associated with transitions between vibrational quantum states of 

polyatomic molecules under IR absorption or Raman scattering processes depend on their 

structure, i.e., atomic configuration. In solutions, the surrounding microscopic environment 

inevitably exerts external forces on the normal modes, which affect their force constants, 

vibrational transition dipole moment and polarizability, and the couplings between modes 

leading to vibrational energy relaxations. Consequently, the vibrational frequencies of 

molecules in solutions differ from those in the gas phase, which has been referred to as 

vibrational solvatochromism. Here, the intermolecular interaction potential52 essentially 

determines a variety of the vibrational solvatochromism phenomena such as vibrational 

frequency shifts and transition moment changes.38–40 Since the development of VSMs 

requires separability in terms of the well-defined independent constituents, the 

intermolecular interaction potential needs to be described in terms of solute (IR probe) and 

solvent (environment) parts of the whole system separately.

One of the most frequently used approaches to describe the intermolecular interaction 

potential approximately is to treat the solute’s molecular surroundings by continuum solvent 

models.131 In the simplest and oldest variant of this approach,132–135 the solute molecule is 

represented by its total charge, dipole moment, and higher multipole moments (quadrupole, 

octupole and so on), and placed at the center of a dielectric cavity that is surrounded by a 
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dielectric continuum that is entirely characterized by dielectric constant, ε. The solute’s 

multipole moments approximately reflect its charge distribution ρ(r), whereas the cavity 

approximately represents the shape and dimension of the solute molecule as well as defines 

the boundary between solute and its environment. In the special case that the cavity can be 

modeled as a sphere of a vacuum of radius a0 and the solute molecule is neutral in charge, 

the leading contribution to the interaction potential is given by the dipole-dipole term, i.e.,

UOns  = − 1
2μ0 ⋅ EOns , (34)

where μ0 is the solute’s permanent dipole moment and the so-called Onsager reaction field 

is

EOns = 2g
a0

3 μ ε, a0 (35)

with μ(ε, a0) being the total solute’s (permanent and induced) dipole moment and g ≡ ε − 1
2ε + 1 , 

the so-called Onsager factor. Eq. (34) together with Eq. (35) describes the Onsager dipole 

model of solvation. Although the essential element of the solvent effect on the solvation 

energy is qualitatively captured by this model for moderately polar solute molecules 

dissolved in aprotic polar solvents, it cannot encompass a variety of specific effects 

originating from detailed structures and charge distributions of complicated solute molecules 

in condensed phases. For instance, the model is inaccurate not only when the dominant 

interaction is from H-bonds but also when the solute molecule has a solvent-accessible 

surface that is notably different from a sphere. In modern versions of continuum models of 

solvation, such as the polarizable continuum model136,137 (PCM) or the conductor-like 

screening model138 (COSMO) for example, electrostatic and non-electrostatic effects have 

been taken into account significantly in details, which allow improved and quantitative 

modeling of static solvation effects in isotropic solutions. However, it is not straightforward 

to separate the solute and solvent contributions to the PCM or COSMO interaction 

potentials, making it challenging to be used for developing VSMs.

However, to describe far more complicated heterogeneous environments around solute 

molecules and to study real-time molecular dynamics, it is necessary to simulate solute-

solvent interactions at the atomistic level by considering all the molecular surroundings 

explicitly. To achieve this, one should parameterize the total energy of the system with an 

efficient and sufficiently accurate functional form that involves atomic and possibly also 

non-atomic sites of solute and surrounding solvent molecules. According to the molecular 

mechanics (MM) approximation (known as force field approximation), the total potential 

energy function is decomposed into a ‘bonded’ part associated with the changes in the bond 

lengths, bond angles, and dihedral angles, and the ‘non-bonded’ part that involves through-

space interactions such as long-range electrostatic and short-range van der Waals 

interactions. In this way, the solute-solvent interaction potential can be partitioned into 

parameters associated with particular fragments, or residues, fitting into a requirement to 

build a VSM.
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Unfortunately, even though these MM approaches were found to be usually quite sufficient 

for the description of the intermolecular forces and molecular dynamics of complex 

molecular systems in their electronic ground states, commonly used force field parameters 

are not accurate enough to reproduce the vibrational properties such as vibrational 

frequencies and transition moments.139 Therefore, they cannot be used to simulate 

vibrational spectra of the IR probes that are either useful normal modes or small chemical 

groups site-specifically incorporated into biomolecules or functional materials in condensed 

phases. This lack of spectroscopic accuracy of force fields for spectroscopic applications 

stimulated extensive research to develop significantly sophisticated and accurate models that 

connect solute-solvent interaction potentials to vibrational spectroscopic properties.

Contrary to most of the semiempirical force field methods, quantum chemistry calculation 

approach provides a quantitative description of the intermolecular potential in terms of the 

physically sound and intuitive solute-solvent contributions such as electrostatics, dispersive, 

and repulsive interactions.52,64,65,131,140–142 One of the most rigorous, accurate, and 

sophisticated approach is the symmetry adapted perturbation theory (SAPT), which 

partitions the intermolecular interaction operator into electron correlation perturbation and 

intermolecular interaction energy perturbation by using the double exchange-perturbation 

theory.141 Among many contributions to the SAPT interaction energy, the most important 

components is the pseudo-classical Coulombic interaction energy between the unperturbed 

solute and solvent charge densities, the associated exchange-repulsion energy, the induction 

and exchange-induction interaction energies, and the intermolecular dispersion energy. As 

the order of electron correlation increases, more contributions to the interaction potential are 

to be included, but their physical meanings become less intuitive, and they just reflect the 

technicality of the wavefunction model based on the series expansion of Slater determinants. 

For the sake of practical applications in condensed phase systems, one might require a 

computationally more efficient model of the intermolecular interaction potential which can 

be made entirely separable between solute and solvent. Here, we consider an approximation 

to SAPT in which the intramolecular electron correlation corrections are ignored, and the 

electron exchange effects are included only in the first order with respect to the interaction 

Hamiltonian. The Coulombic interaction energy is given by

ECoul  = 0A ⊗ 0B VAB 0A ⊗ 0B , (36)

where |0A ⊗ 0B〉 is the Hartree product of the unperturbed solute and solvent wavefunctions. 

The exchange-repulsion interaction energy can be obtained from

EEx‐Rep  =
A0A0B VAB A0A0B
A0A0B ∣ A0A0B

− ECoul , (37)

where |0A0B〉 is the wavefunction of the solute-solvent complex and A is the standard 

antisymmetrization operator that exchanges the labels of electron pairs in between |0A〉 and |

0B〉. For a typical molecular complex in the equilibrium geometry, EEx-Rep is substantial and 

cannot be neglected. Induction and dispersion interaction energies are, up to the second-

order in the intermolecular interaction, given as
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EInd = − ∑
m ≠ 0

0A0B VAB m0B m0B VAB 0A0B
ℏωm0A

− ∑
n ≠ 0

0A0B VAB 0An 0An VAB 0A0B
ℏωn0B

(38)

EDisp = − ∑
m ≠ 0

∑
n ≠ 0

0A0B VAB mn mn VAB 0A0B
ℏ ωm0A + ωn0B

, (39)

where ωm0A = ωm − ω0A and the summations count all the electronically excited states.

To evaluate expressions in Eqs. (36)–(39) and to achieve solute-solvent separability, VAB

can be approximated by the multipole expansion of the electrostatic potential operator and 

its spatial derivatives52

∇a ⊗ ⋯ ⊗ ∇a
r

ϕ ≈ ∑b ∈ B qaT (ab; r) − μa ⋅ T(ab; r + 1) + 1
3Θa ⋅ T(ab; r + 2) − ⋯

,
(40)

where A and B are interacting molecules, qa, μa and Θa are the distributed charge, dipole, 

and quadrupole operators associated with the ath site on A, ∇a ≡ ∑ζ
x, y, z lζ

∂
∂ζa

 and T(ab;n) 

are the nth-rank interaction tensors. The first few interaction tensors in Eq. (60) are given 

by143

T (ab; 0) = 1
rab

(41)

Tα
(ab; 1) = − rab; α

rab
3 (42)

Tαβ
(ab; 2) = 3rab; αrab; β

rab
5 − δαβ

rab
3 (43)

Tαβγ
(ab; 3) = − 15rab; αrab; βrab; γ

rab
7 + 3rab; αδβγ + rab; βδαγ + rab; γδαβ

rab
5 (44)

with rab = ra – rb. Under this approximation, the interaction potential operator adopts the 

following familiar form
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VAB ≈ ∑a qaϕa + μa ⋅ ∇ϕa + 1
3Θa: ∇ ⊗ ∇ϕa + 1

15Ωa ⋮ ∇ ⊗ ∇ ⊗ ∇ϕa +

⋯ = ∑a ∈ A ∑b ∈ B qaqbT (ab; 0) + μaqb − μbqa ⋅ T(ab; 1) + μa ⊗ μb:T(ab; 2)

+ 1
3 Θaqb − Θbqa ⋅ T(ab; 3) + ⋯ .

(45)

Replacing the operators in Eq. (45) with the corresponding expectation values leads to the 

approximate expression for the electrostatic interaction energy. Eq. (45) can also be used to 

approximate the induction and dispersion interaction energies. For instance, for a single 

closed-shell molecule in a uniform external electric field, Eq. (38) can be written as

EInd = − 1
2αA:E ⊗ E, (46)

where the ground-state polarizability tensor is defined as

αA = 2 ∑
m ≠ 0

0A μ m ⊗ m μ 0A
ℏωm0A

. (47)

Equations (36)–(39) serve as the theoretical basis for the effective fragment potential (EFP2) 

method64 that is one of the most efficient non-empirical methods used in a variety of 

molecular dynamics simulations. The EFP2 potential, which is an ab initio force field with 

parameters derived from first-principles rather than fitting to some benchmark data, can be 

written as

UEFP2 = UCoul + UEX‐Rep + UInd + UDisp + UCT . (48)

In the above equation, the Coulomb, exchange-repulsion, induction, dispersion, and charge-

transfer contributions are functions of the effective fragment parameters that consist of the 

atomic numbers and coordinates, distributed multipole moments up to octupoles, distributed 

dipole-dipole static and frequency-dependent polarizabilities, Gaussian basis set used to 

expand the wavefunction along with the associated atomic orbital-molecular orbital (AO-

MO) coefficients, and the Fock matrix in AO basis. EFP2 interaction potential is quite 

similar to the SAPT interaction potential but is formulated within the Hartree-Fock (HF) or 

the density functional theory (DFT) methods only, in which the many-electron wavefunction 

can be approximated by a single Slater determinant. Moreover, EFP2 model is an effective 

one-electron potential, hence only the evaluation of computationally inexpensive one-

electron integrals is necessary to calculate the entire interaction potential, unlike SAPT and 

full quantum mechanical methods that require calculations of electron repulsion integrals as 

well. The charge-transfer contribution, UCT, which is a part of induction energy in the SAPT 

model, is separately calculated in the EFP2 model,144 though it is rarely evaluated due to its 

relatively high computational cost.

In summary, the intermolecular interaction potential is a very complicated function of the 

atomic coordinates and, in general, quantum mechanical description of the solute-solvent 

complex is necessary to accurately describe molecular vibrations induced by detailed 
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structural distortions due to the solute-solvent interactions. Using the multipole expansion of 

the intermolecular interaction potential operator VAB, one can describe the intermolecular 

interaction in terms of the solute- and solvent dependent parts separately, which in turn 

enabled us to develop various ab initio and semiempirical VSMs. We next discuss the 

fundamentals of VSMs that are based on quantitative relationships between vibrational 

observables and intermolecular interaction potentials.

3.2. Theoretical foundations of vibrational spectroscopic mapping

The vibrational frequency shift of the jth normal mode can be defined as a difference 

between the actual vibrational frequency of the mode in solution and that in a reference 

state, typically in the gas phase, i.e.,

Δωj ≡ ωj − ωj, 0 . (49)

The frequency ωj depends on the electronic structure of the IR probe and its molecular 

surroundings. The general theory describing the vibrational solvatochromism of a spatially 

localized normal mode based on the intermolecular interaction potential was developed by 

Buckingham62,145,146, and later generalized to any arbitrary normal mode by Cho.147,148 

The vibrational frequency spectrum of the solute in the presence of molecular environment 

is determined by the effective Hamiltonian,

H = ∑
i

Pi
2

2Mi
+ V (Q) . (50)

where Pi are the vibrational momentum operators and the vibrational potential energy 

function is defined up to a constant offset by

V (Q) = 1
2Miωi2Qi

2 + 1
6 ∑

ijk
gijkQiQjQk + ⋯ + U(Q) . (51)

Here, Mi and ωi are the gas-phase reduced mass and the vibrational frequency of the ith 

normal mode Qi, respectively. gijk is the cubic anharmonic constant, whereas U denotes the 

solute-solvent interaction potential, a function of solute’s molecular structure Q. U can be 

expanded in a Taylor series around the equilibrium geometry of solute in the gas phase,

U(Q) = U0 + ∑
i

∂U(Q)
∂Qi Q0

Qi + 1
2 ∑

ij

∂2U(Q)
∂Qj∂Qk Q0

QiQj + ⋯ . (52)

The resulting vibrational potential energy function in Eq. (52) with U(Q) in Eq. (52) can be 

directly compared with the potential energy re-expressed in the normal coordinates in the 

solute-solvent cluster Q,

V (Q) = V 0 + 1
2MiωiQi

2 + 1
6 ∑

ijk
gijkQiQjQk + ⋯ (53)

for which it must hold that
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∑
i

∂V (Q)
∂Qi Q0

= 0  for all i, (54)

because the system is at the lowest energy. From the above condition, it follows that the new 

normal coordinates are approximately given by

Qj ≈ Qj − 1
Mjωj2

∂U(Q)
∂Qj Q0

. (55)

Applying this linear transformation to Eq. (53), one can immediately identify the effective 

vibrational force constant (or Hessian) matrix148 as

kjk ≈ Mjωj2δjk + ∂2U(Q)
∂Qj∂Qk Q0

− ∑
i

gijk
Miωi2

∂U(Q)
∂Qi Q0

. (56)

Note that the effective force constants in the Hessian matrix explicitly depend on not U but 

its first and second derivatives evaluated for the gas-phase geometry, Q0. Solvation-induced 

vibrational frequencies and the resulting new set of normal modes of the solute molecule in 

solutions can be directly obtained by diagonalizing the Hessian matrix with elements kjk.

In the limiting case that the vibrational couplings of the normal mode of interest with other 

vibrational degrees of freedom are relatively weak, it is possible to approximately express 

the vibrational frequency shift and the change of the vibrational transition dipole as 

functions of the derivatives of the intermolecular interaction potential. Under such a weak-

coupling approximation (WCA) that has been found to be valid for spatially localized 

vibrational modes, the vibrational solvatochromic frequency shift from the gas-phase 

frequency is given by,62,148

ΔωjWCA = F j
EA + F j

MA U(Q) . (57)

where the electric anharmonicity (EA) and mechanical anharmonicity (MA) operators, F j
EA

and F j
MA, respectively, defined as148

F j
EA = 1

2Mjωj
∂2

∂Qj
2 Q0

(58)

F j
MA = − 1

2Mjωj
∑

i

gijj
Miωi2

∂
∂Qi Q0

. (59)

A few quantum chemistry calculation studies were performed to test the validity of the 

theoretical expressions given in Eq. (57) for modes that are highly localized on two atoms in 

small molecules149–153 as well as for multiple normal modes in polyatomic molecules.
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143,154–156 It was found that the WCA and the resulting theory for vibrational 

solvatochromism are quantitatively reliable for a variety of localized modes such as C-H 

stretch,153 amide I mode,143,154 and −C≡N155 and −N≡C156 stretches. In fact, these small 

IR-active vibrations have served as important IR probes and widely used to study the 

structure and dynamics of biomolecules and materials in combination with the linear and 

nonlinear vibrational spectroscopic methods. Despite the success of the WCA-based 

vibrational solvatochromism theories, there exist cases that one might need to go beyond the 

WCA limit. For example, when normal modes become coupled and delocalized, and when 

the solute-solvent interactions induce mode mixings, the WCA cannot be acceptable. In the 

simplest case, i.e., where normal modes are coupled in a pairwise manner, the vibrational 

frequency shift becomes

Δωj ≅ ΔωjWCA + Γjk, (60)

where the mode coupling contribution to the frequency shift is

Γjk = 2
MjMkωj ωj2 − ωk

2
∂2U(Q)
∂Qj∂Qk Q0

× ∑
i

gijk
Miωi2

∂U(Q)
∂Qi Q0

. (61)

In practice, one might need to evaluate the general expression given in Eq. (60) and find 

eigenvalues of the effective Hessian matrix. Nevertheless, as long as U is computable 

accurately and solute-solvent separably, the vibrational frequency shifts of most of the 

normal modes can be expressed as an ab initio VSM, treating the normal modes of the solute 

molecule in the gas phase as the basis modes.

From Eq. (57), it becomes clear that the vibrational solvatochromism of IR probes relies on 

accurate and efficient modeling of U and its derivatives with respect to the normal 

coordinates, where the intermolecular interaction potential U at various intermolecular 

separation regimes is described in terms of well-known and intuitive physical 

approximations.157 In the limiting case of relatively large intermolecular separation, 

molecular wavefunctions sense only the electrostatic potential created by the other 

surrounding molecules. In this case, the interaction energy equals the pseudo-classical 

Coulombic energy between unperturbed charge densities of the solute and solvent 

molecules. As the two molecules get close to each other, the electrostatic potential becomes 

strong enough to induce relevant changes in the wavefunctions due to the self-polarization of 

their charge densities. This induction process always leads to a stabilization of the system. 

Also, quantum effects cause electrons to correlate their movements, which exert 

instantaneous attractive forces known as dispersion interactions. Once the distance becomes 

very small enough to create a non-negligible overlap between wavefunctions, the Pauli 

exclusion principle causes the electrons to pull away from the overlap region, which is the 

underlying physics behind repulsive forces. At the same time, the indistinguishability of 

electrons reduces this repulsion to some extent, which is a quantum exchange effect. 

Furthermore, the smaller the distance is, and the larger the overlap is, the more severe 

electronic structure rearrangement takes place, which eventually leads to a change in a net 

electric charge of interacting molecules. This intermolecular charge transfer is an attractive 
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interaction and further stabilizes the system energetically. As the intermolecular distance 

becomes smaller, the nature of the interactions becomes more complicated, requiring higher-

level theoretical descriptions. This, in turn, indicates that vibrational solvatochromism and 

properties of solute or IR probe molecules in solutions do result from highly complicated 

intermolecular interaction potential as well as intramolecular anharmonicities and couplings. 

However, due to the linearity of the WCA expression with respect to U – note that there is 

no second-order (in the intermolecular interaction potential) term in Eq. (57), it is, in 

principle, legitimate to partition the vibrational solvatochromic frequency shift into separate 

contributions originating from distinct physical approximations, such as electrostatic, 

exchange-repulsion, induction, dispersion, and charge-transfer. Sometimes, even simpler 

approaches utilizing a less formal but more chemically intuitive set of intermolecular 

interaction potential descriptors such as solute and solvent polarity, acidity/basicity, H-

bonding strength and so on were found to be useful to interpret experimentally measured 

spectroscopic observables such as vibrational frequency, oscillator strength, linewidth, and 

vibrational dynamics. Therefore, as long as the degree of separability between unperturbed 

solute and perturbing environment is acceptable, the mapping of vibrational observables, 

e.g., frequencies, transition dipole moments, and polarizabilities, onto a universal set of 

parameters becomes possible and can be justified theoretically. In the following sections, we 

introduce those approaches that are based on the solute-solvent separable forms of 

vibrational frequency maps, which served as groundworks and bases for further development 

of the more robust empirical vibrational frequency maps later.

3.3. Vibrational solvatochromism: Bulk phenomenological descriptions

Due to an unduly complex nature of the solute-solvent intermolecular potential and 

associated computational cost of employing full quantum mechanical calculation method for 

systems in condensed phases, a few decades of extensive theoretical and experimental 

studies have been performed to develop approximate, efficient, but highly accurate methods 

useful for quantitatively describing the vibrational solvatochromism of important IR probes 

in terms of a relatively small set of adjustable parameters. Such approaches, though often 

derived from first principles, used a variety of fitting procedures to link general descriptors 

of solute/solvent properties like polarity, Lewis/Brønsted acidity/basicity, and H-bond 

donating/accepting ability with the vibrational frequency, IR absorption coefficient, and 

Raman scattering cross-section of a given mode in a wide range of solvents.

It was nearly eight decades ago when Bauer and Magat noticed that the vibrational 

frequencies of solute tend to undergo redshifts with increasing dielectric constant of the 

solvent.158 According to the Kirkwood-Bauer-Magat (KBM) limiting law based on the 

Kirkwood-Onsager continuum model of solvation,134,159 vibrational frequency is a linear 

function of the Onsager factor. It is well known that the KBM law works well only for 

aprotic solvents and breaks down when solvent’s permanent dipole moment is not 

vanishingly small.155 Later, Ben-Amotz et al.160 used the theory of Buckingham62,145,146 to 

study the relationship between the vibrational frequency shift of acetonitrile C≡N stretch 

mode and the applied pressure, and found the dependence of the vibrational frequency with 

the bulk solvent density. Later, Fawcett et al.161,162 expressed the solute’s vibrational 

frequency in terms of the Gutmann solvent acceptor and donor numbers163, the solute and 
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solvent dielectric constant and the refractive index, as well as four adjustable parameters. 

One of the most important findings in the Ben-Amotz et al.’s and Fawcett et al.’s studies is 

that the dispersion plays an important role in the vibrational barochromism of acetonitrile 

C≡N stretch mode at low densities and the repulsive interaction causes a strong blueshift at 

high densities. In addition, Fawcett et al.’s model accurately predicted the peak maxima of 

the C≡N stretch mode of acetonitrile in a wide range of solvents. In 1998, Reimers and 

Hall164 investigated in great detail the solvation of acetonitrile based on the Ben-Amotz et 

al.’s and Fawcett et al.’s models at ambient conditions. They considered thirty-three 

different solvents that range from nonpolar and non-protic CCl4, strongly polar aprotic 

DMSO, to acidic trifluoroacetic acid (TFA). They noticed that the electrostatic nonspecific 

interactions cause much smaller redshifts than the dispersion interactions do. Note that the 

latter cannot be correlated with solvent electrostatic potential or electric field at all. What is 

also interesting in their work is that they reported specific (short-range) frequency blueshifts 

that are caused by solvent molecules with H-bonding capability. The stronger the H-bond 

between MeCN and a solvent molecule forms, the larger the blueshift is. However, since it 

was not possible to separately calculate various short-range interaction contributions to the 

frequency blueshift, the detailed mechanism was not entirely clear.

It is of great interest to elucidate the effect of H-bonding interaction on the vibrational 

frequency because many useful IR probes act as a sensitive reporter providing information 

on the local H-bonding environment. Boxer and coworkers165,166 proposed that the 

vibrational spectroscopy of IR probes can be combined with the nuclear magnetic resonance 

(NMR) spectroscopy to separate the frequency shifts induced by the H-bonding interaction 

and the other interactions. Recently, Zhang et al. proposed an empirical method based on the 

Kamlet-Taft (KT) solvent parameters, which enables one to separately estimate the solvent 

polarity and H-bonding effects on the vibrational solvatochromism.167,168 They suggested 

that vibrational frequency shift can be mapped to KT parameters as

Δω = A −αKT + βKT + πKT* + B, (62)

where the coefficients A and B are fitting parameters. Note that the solvent KT parameters 

were originally determined from the solvatochromic shift of absorption maximum of 

electronic chromophores in solution. Based on the analyses of different spectroscopic 

observables, three types of KT parameters are defined and parameterized: the H-bond 

accepting169 βKT, the H-bond donating170 αKT, and the polarity171 πKT* . Zhang et al. 

showed that their method is applicable to quite complicated solute molecules like 5-

cyanotryptophan dissolved in a broad range of solvents, including strongly polar and protic 

solvent like trifluoroethanol (TFE). They showed that this empirical model is especially 

useful for studying IR probes that can donate and accept H-bonds via various functional 

groups.

3.4. Onsager reaction field theory: Dipolar solute and continuum solvent model

At the turn of the 20th century, Hush and Reimers172,173 and Andrews and Boxer174,175 

studied vibrational electrochromism to quantitatively relate experimentally measured 

vibrational properties with an applied external electric field. This vibrational Stark effect 
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(VSE) spectroscopy that measures field-dependent spectra for isotropic samples was 

thoroughly described by Liptay.176 To provide a quantitative interpretation of VSEs on 

vibrational frequency shift and the changes in absorbance and lineshape, which has been 

referred to as vibrational electrochromism, it was necessary to develop a theoretical 

framework by treating the interaction between molecular dipole and polarizability and 

applied spatially uniform electric field.148,172–174 As a result, the vibrational frequency shift 

of a jth normal mode was shown to be related to the electric field as follows

Δωj ≈ − Δμj ⋅ E − 1
2Δαj:E ⊗ E, (63)

where Δμj is the vibrational Stark dipole moment and Δαj is the vibrational Stark 

polarizability that accounts for the quadratic effect with respect to the electric field, E. From 

VSE spectroscopic investigations, it was shown that this quadratic term can often be ignored 

because the applied electric field strength is weak. Consequently, only the first-order term in 

Eq. (63), which is based on the approximation that the applied electric field interacts with 

molecular dipoles, is important in quantitatively describing the VSE on vibrational 

frequency shift, i.e.,

Δωj ≈ − ΔμjVSE Ej, (64)

where ΔμjVSE is the vibrational Stark tuning rate and Ej is the electric field component. The 

vibrational Stark tuning rates of a variety of IR probes were reported.177,178 Also, they were 

calculated using quantum chemistry calculation methods and found to be in quantitative 

agreement with experimental data.174,175,179 Typically, the vibrational Stark tuning rates are 

in a range of 0.4‒1.0 cm−1/(MV/cm). To make use of the vibrational Stark theory for 

quantitatively describing the vibrational frequency shift of IR probe molecule in solutions, 

one needs to take into consideration the fact that the effective local electric field around it 

differs from the applied external field. Thus, an empirical scaling factor, so-called the local 

field correction factor, f, was introduced to modify the VSE theory as

Δωj ≈ − fΔμjVSE Ej . (65)

In typical solvents, the local field correction factor f is estimated to be approximately 

2.180–182 In practice, the factor f has been treated as an adjustable parameter to fit the VSE 

model to experimental results. Due to the simplicity of vibrational Stark effect theory for 

vibrational frequency shift induced by molecule-field interaction, it has been extensively 

used to quantitatively describe vibrational solvatochromism of IR probes in solutions. 

However, because the local electric field around molecules in solutions is not spatially 

uniform, the vibrational Stark effect theory in Eq. (65) is not quantitatively reliable even in 

the case that the vibrational solvatochromism is determined by the Coulomb interaction 

between solute and solvent molecules.180,181

A good example of this effect is the dependence of nitrile solvatochromism by hydrogen-

bonding angle. Using a density functional theory, Cho and cowokers183 calculated the nitrile 

stretching frequency in acetonitrile and methyl thiocyanate in water clusters as a function of 

Baiz et al. Page 29

Chem Rev. Author manuscript; available in PMC 2021 August 12.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



the angle (θ) between the hydrogen being donated to the nitrogen lone pair and the nitrile, 

shown in Figure 3. At large values of θ > 120°, the H-bond is accepted by the nitrile lone 

pairs, which sit in an antibonding orbital. This has the effect of strengthening the nitrile bond 

and increasing the nitrile stretching frequency. At smaller values of θ, 90–120°, the H-bond 

is accepted by electrons in a π bonding orbital of the nitrile triple bond. This has the effect 

of weakening the nitrile bond and decreasing the nitrile stretching frequency. Webb and 

coworkers184 investigated this effect experimentally by engineering the noncanonical amino 

acid p-cyanophenylalanine into a variant of green fluorescent protein (GFP) at a variety of 

both solvent-accessible and solvent-excluded locations within the protein structure. 

Measured nitrile absorption energies from these vibrational probes could not be 

straightforwardly explained through the Stark effect in Eq. (65). However, MD simulations 

of the nitrile-containing variants revealed that the nitriles experienced a range of hydrogen 

bonding geometries, either to solvent or to the protein itself, based on their positions within 

the protein structure. As in Cho’s theoretical work, the value of θ was strongly correlated to 

nitrile stretching frequency (Figure 3), providing the first experimental demonstration of this 

prediction. This result serves as a warning for interpreting vibrational spectra purely in terms 

of electrostatic effects without other information, such as MD simulations or temperature-

based experiments. It also demonstrates that in heterogeneous and complex environments, 

every local interaction is important in determining the vibrational spectra of many 

interesting probes (including the nitrile), and justifies the approach of using empirical 

frequency maps for calculating and interpreting spectra.

Instead of considering the dipole-electric field interaction only, using the more general 

intermolecular interaction of the solute molecule with dielectric continuum solvent, one can 

obtain the more general relationship between the vibrational frequency and intermolecular 

interaction potential. Invoking the WCA in Eq. (57), the first-principles formula for the 

vibrational frequency shift was obtained and it is given by the sum of the three contributions: 

(i) the Coulombic term associated with the permanent dipole moment, (ii) the induction term 

associated with the induced dipole moment, and (iii) the electric field-correction term,185 

i.e.,

Δωj ε, a0 = ΔωjCoul + ΔωjInd + Δωj EOns . (66)

In Eq. (66), a0 is the Onsager cavity radius, EOns is the Onsager reaction field given in Eq. 

(35), and

ΔωjCoul  = − μj ⋅ EOns  (67)

ΔωjInd = − 1
2μjInd ⋅ EOns − 1

2αj:EOns ⊗ EOns
(68)

Δωj EOns ≈ 1
4Mjωj

∑i
gijj
Miωi2

μ0 − 2δij
∂μ0
∂Qi

+ α0 ⋅ ∂EOns

∂Qi Q0
⋅ ∂EOns

∂Qi Q0
(69)
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The effective gas-phase and solvation-induced vibrational solvatochromic dipole moments 

are

μj = 1
4Mjωj

∂2μ0
∂Qj

2 Q0
− ∑i

gijj
Miωi2

∂μ0
∂Qi Q0

(70)

μjInd = 1
Mjωj

∂EOns

∂Qj Q0
⋅ ∂α0

∂Qj Q0
− ∑i

gijj
Miωi2

α0 ⋅ ∂EOns

∂Qi Q0
. (71)

whereas the vibrational solvatochromic polarizability tensor is

αj = − 1
2Mjωj

∑i
gijj
Miωi2

∂α0
∂Qi Q0

. (72)

Here, μ0 and α0 are the permanent dipole moment and the polarizability of the solute 

molecule, respectively. It should be noted that the electric field-correction term in Eq. (69), 

Δωj(EOns), arises from the change of the electric field along the normal coordinate.

Now, taking into consideration the linear terms with respect to the Onsager reaction field in 

Eq. (35), the frequency shift in Eq. (66) simplifies as

Δωj ε, a0 = −μj − 1
2μjInd ⋅ EOns + Δωj EOns . (73)

This expression can be directly compared to the empirical relationship in Eq. (89), which 

suggests that the local field correction could be associated with the induced solvatochromic 

dipole effect as well as the electric-field correction term.

Since Eq. (66) shows that the vibrational frequency shift is proportional to the solute’s 

dipole moment, the dipole-approximated VSE theory has been frequently used in 

combination with the Onsager’s solvation model. That is to say, the Onsager reaction field 

generated by the vibrational Stark dipole moment interacts with that dipole, which results in 

a simplified expression for the vibrational frequency shift given as

Δωj ε, a0 = − 2(ε − 1) n2 + 2
3 2ε + n2

μ0
V Δμ, (74)

where V is the molecular volume.178 In Eq. (74), the solvent’s refractive index n is included 

in the reaction field to take into account the effect of solvent polarizability. This approximate 

theory in Eq. (74) was found to be useful to describe the vibrational solvatochromism of 

C=O stretching modes in ketones and amides. However, because of the approximate natures 

of the solute-solvent interaction potential and dielectric continuum solvent model 

considered, it does not provide quantitative descriptions of vibrational solvatochromism of 

other IR probes. Despite the limited validity, the VSE theory of vibrational solvatochromism 

is still often used by researchers, especially when the more refined theoretical model is 

challenging to implement or not available.186,187
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3.5. Electrostatic effect: Distributed multipole analysis

To overcome the limitations of dipole interaction-based theory for vibrational 

solvatochromism, one should consider local electric potential created by surrounding solvent 

molecules more realistically. Indeed, the solvent electric field experienced by a given solute 

molecule in solution is highly non-uniform in space. Assuming that the solute-solvent 

intermolecular interaction potential can be fully described by the distributed charges, 

dipoles, and high-order multipoles interacting with solvent electric potential and its linear 

and nonlinear gradients, it was shown that the vibrational solvatochromic frequency shift is 

given as148

Δωj = ∑
x

lx; jϕx + μx; j ⋅ ∇ϕx + 1
3Θx; j: ∇ ⊗ ∇ϕx + 1

15Ωx; j ⋮ ∇ ⊗ ∇ ⊗ ∇ϕx

+ ⋯ ,
(75)

where the vibrational solvatochromic monopole (charge; lx;j), dipole (μx;j), quadrupole 

(Θx;j), and octupole (Ωx;j) moments are defined as

lx, j = 1
2Mjωj

∂2qx
∂Qj

2 Q0
− ∑

i

gijj
Miωi2

∂qx
∂Qi Q0

(76)

μx, j = 1
2Mjωj

∂2μx
∂Qj

2 Q0
− ∑

i

gijj
Miωi2

∂μx
∂Qi Q0

(77)

Θx, j = 1
2Mjωj

∂2Θx
∂Qj

2 Q0
− ∑

i

gijj
Miωi2

∂Θx
∂Qi Q0

(78)

Ωx, j = 1
2Mjωj

∂2Ωx
∂Qj

2 Q0
− ∑

i

gijj
Miωi2

∂Ωx
∂Qi Q0

(79)

These charges and multipoles are distributed over a generalized set of centers placed on the 

solute molecule (typically atomic centers). They interact with the solvent electric potential 

ϕx (evaluated at the xth distributed site), electric field (Ex = −∇ϕx), the gradient of electric 

field gradient, and so on, thus sensing the electric field created by surrounding solvent 

molecules. These vibrational solvatochromic charges and multipoles, i.e., qx, μx, Θx, and Ωx, 

can be calculated using the cumulative atomic multipole moment (CAMM) calculation 

method developed by Sokalski and Poirier or any other distributed multipole expansion 

method.185 Eq.(72) is essentially a very general form of the electrochromic VSM.

In the limiting case that only one interaction site, e.g., the center of mass, of a solute 

molecule is considered, the vibrational solvatochromic charge is zero due to the charge 

conservation condition and the distributed multipole expansion form of the vibrational 

solvatochromic frequency shift in Eq. (75) becomes highly simplified as188
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Δωj = − μj ⋅ E − 1
3Θj: ∇ ⊗ E − 1

15Ωj ⋮ ∇ ⊗ ∇ ⊗ E + ⋯, (80)

where the first term is nothing but the well-known VSE theory. From the quantum chemistry 

calculations for a few IR probes, such as C≡N stretches in CN–, MeCN, MeSCN, p-

tolunitrile and 4-cyanopyridine, asymmetric azido stretch in MeN3, and C–F stretches in 

fluorobenzene and 3-fluoropyridine, it was found that the terms up to vibrational 

solvatochromic quadrupoles should be included to adequately describe the vibrational 

frequency shift.

3.6. Electrostatic and non-electrostatic interactions: Effective fragment potential 
approach

As opposed to many studies concentrating on electrostatic interaction-induced vibrational 

solvatochromism,38 there are just a few reports considering non-electrostatic interaction 

contributions to the frequency shift due to solvation. Rey and Hynes189 decomposed the 

atomic forces obtained from classical molecular dynamics (CMD) simulations. They found 

that the van der Waals interaction induces a strong blueshift of the C≡N stretch mode in 

cyanide anion in solution. A similar conclusion was drawn by Morales and Thompson, who 

investigated MeCN/water system by using classical MD simulation methods.190 There also 

exist other works showing the non-negligible exchange-repulsion-induced effect on 

vibrational frequency shifts.191–196 By correlating various interaction potential components 

with frequency shifts, the repulsive potential was found to be responsible for vibrational 

frequency blueshifts. Zierkiewicz et al. studied a series of both blue- and red-shifting 

complexes.193 They attributed the blueshift of vibrational frequency to a ‘repulsion wall’ 

caused by the Pauli exclusion principle. Furthermore, the dispersion interaction term also 

plays a role in causing vibrational frequency shifts. Rodziewicz et al. combined 

Buckingham’s theory for a diatomic molecule with SAPT and studied vibrations involving 

C–H or C–X stretches, where X denotes a halogen atom.194 They found that the exchange-

repulsion effects cause a vibrational frequency blueshift, though the underlying mechanism 

of these frequency shifts is very complicated. Choi et al. studied the effects of charge 

transfer on the vibrational frequency of ionic IR probes such as CN− or N3
− anions dissolved 

in water.197 Although a considerable charge transfer between solute and water molecules 

was found, the net charge transferred appeared to be in no correlation with the vibrational 

frequency shifts. That led them to suggest that the charge transfer phenomenon can be 

neglected when considering the intermolecular interaction-induced frequency shifts for the 

studied systems. However, recently, charge transfer was found to be important in a certain 

case by Brinzer et al.,198 where they studied CO2 asymmetric stretching (ν3) mode as an IR 

probe for sensing the local molecular environments in ionic liquids. Moreover, it was 

demonstrated recently that the solvation-induced vibrational frequency shifts of pyrimidine 

vibrations are correlated with charge transfer between pyrimidine and various polar solvents, 

including water, methanol, and hexylamine.199 To examine both electrostatic and non-

electrostatic interaction-induced frequency shifts theoretically, the WCA based theory 

combined with the hybrid variational-perturbational interaction energy decomposition 

scheme (SolEDS) was applied to the vibrational solvatochromism of amide I mode and C≡N 

stretch modes of MeSCN in various solvents. This approach revealed that exchange-
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repulsion blueshifts and non-Coulombic redshifts due to dispersion and induction 

interactions are equally important.143,154–156

In order to accurately predict and simulate the non-electrostatic interaction effects on the 

vibrational solvatochromism of IR probes, high-level quantum mechanical description of the 

solute-solvent interaction potential is needed. To systematically study and predict the 

electrostatic and non-electrostatic effects on the vibrational frequency shifts in condensed 

phases directly by utilizing MD simulations of various IR probes, the optimized quantum 

mechanics/molecular mechanics (OQM/MM) method was introduced by the Skinner 

group69 and later further developed by the Corcelli group42,200,201. In their method, the 

semi-empirical Hamiltonian of an IR-active fragment and its bath-coupling parameters are 

re-parameterized from the original set of parameters, e.g., PM3 minimal basis model of 

Hamiltonian202. The vibrational solvatochromism is described at a hybrid level of PM3 and 

classical force fields with an electrostatic embedding scheme, making this approach very 

efficient when combined with MD simulations. It was shown that OQM/MM is easily 

transferable to other solute and solvent systems and capable of accurately simulating the IR 

spectra of complicated systems, including proteins in water. Recently, the OQM/MM 

method was shown to be of limited use for describing the frequency shifts of SCN probe 

incorporated in calmodulin. This limitation is likely to originate from the electrostatic 

embedding approximation that has been a common choice in QM/MM treatment of the 

interactions between QM and MM parts of the system.203 In general, the quantum 

embedding of an IR probe’s Hamiltonian into QM/MM can be a relatively expensive and 

difficult task, especially if the exchange-repulsion and dispersion interactions are to be 

explicitly included in the system-bath interaction. To circumvent this problem, one can 

combine the WCA theory with a quantum mechanical model for intermolecular interaction 

potential, U.

Inserting the expression for the intermolecular interaction potential given in Eq. (48) into the 

WCA expression for the vibrational frequency shift in Eq. (57), one can obtain the 

vibrational solvatochromism theory based on the effective fragment potential theory,
40,143,154,155 which was referred to as SolEFP. Unlike the OQM/MM model, the SolEFP 

model is a VSM because it is derived from the solute-solvent-separable EFP2 intermolecular 

potential. The resultant expression for the vibrational frequency shift of a jth normal mode is 

given as a sum of the Coulombic, exchange-repulsion, induction, and dispersion 

contributions, i.e.,

Δωj = ΔωjCoul  + Δωj
Ex‐Rep  + ΔωjInd  + Δωj

Disp  . (81)

The Coulombic term can be factorized into two components as

ΔωjCoul = ΔωjSolCAMM + ΔΔωjCoul(ϕ), (82)

where ΔωjSolCAMM is the distributed multipole contribution to the vibrational frequency shift 

(see Eq. (75)).185 The second term, ΔΔωjCoul (ϕ), represents the contribution originating from 

the vibrational coordinate-dependence of electric potential created by surrounding solvent 
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molecules. Usually, this secondary effect is small. Nevertheless, in practice, to estimate 

ΔΔωjCoul (ϕ), only the monopole terms in the multipole expansion series are taken into 

consideration due to a convergence issue. Then, ΔΔωjCoul (ϕ) is given as143

ΔΔωjCoul(ϕ) = 1
2Mjωj

∑x ∈ slt ∑y ∈ slv∑i
gijj
Miωi2

qx − 2δij
∂qx
∂Qi Q0

qy
rxy3 Lx

(i)

⋅ rxy,
(83)

where Lx
(i) is the vibrational eigenvector element associated with the xth solute’s atom in the 

ith normal mode and the relative position vector of the yth solvent atom is defined as rxy = 

rx – ry.

The exchange-repulsion term in the SolEFP originates from the exchange-repulsion 

interaction potential obtained by Gordon and coworkers,204,205 where they assumed a single 

electron pair exchange between the unperturbed Hartree-Fock wave functions and the 

spherical Gaussian overlap. Under such an approximation, it was shown that

Δωj
Ex‐Rep ≈ − 1

2Mjωj
∑

i

gijj
Miωi2

∂EEx‐Rep

∂Qi Q0
, (84)

when neglecting the electronic anharmonicity contribution to Δωj
Ex‐Rep . The vibrational 

force associated with the exchange-repulsion potential is given as

∂EEx‐Rep

∂Qi Q0
= ∑a ∈ A ∑b ∈ B 4Sab

rab

∂Sab
∂Qi

−1
2πln Sab

− 2 −2ln Sab
π

+ 4Sab
2

rab
2

∂rab
∂Qi

−2ln Sab
π − 2∂Sab

∂Qi
∑c ∈ AGac

A Scb + ∑d ∈ BGbd
B Sda − 2Tab

− 4Sab
∂Sab
∂Qi

∑x ∈ A
Zx
rbx

+ ∑y ∈ B
zy
ray

− 2∑c ∈ A
1
rcb

− 2∑d ∈ B
1
rad

+ 1
rab

− 2Sab ∑c ∈ A
∂Gac

A

∂Qi
Scb + Gac

A ∂Scb
∂Qi

+ ∑d ∈ BGbd
B ∂Sda

∂Qi
− 2∂Tab

∂Qi

+ 2Sab
2 ∑x ∈ A

Zx
rbx

2
∂rxb
∂Qi

+ ∑y ∈ B
Zy
ray2

∂ray
∂Qi

− 2∑c ∈ A
1
rcb

2
∂rcb
∂Qi

− 2∑d ∈ B
1
rad

2
∂rad
∂Qi

+ 1
rab

2
∂rab
∂Qi

.

(85)

here Sab and Tab are the one-electron overlap and kinetic integrals between the ath and bth 

localized molecular orbitals (LMOs), respectively, Gac
X is the Fock matrix element of 

molecule X, and Zx is the atomic number of the xth atom. The relative distance rαβ = |rα – 

rβ|. Here, the indices a, b, c, and d refer to LMOs located at their charge centroids of charge 

ra, whereas indices x and y do to atoms in molecules A (solute) and B (solvent), 

respectively. Because the exchange-repulsion is approximately pairwise-additive,206–210 one 

can use Eq. (85) to calculate the corresponding frequency shift of an IR probe molecule even 
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in complicated environments. Also, it is relatively easy to evaluate Δωj
Ex‐Rep from MD 

simulations because the calculation requires only one-electron integrals. Although there are 

many derivatives to be calculated in Eq. (85), they are just the first derivatives of one-

electron integrals with respect to interatomic distances, which can be computed analytically. 

In addition, the first derivatives of the LMO centroids and Fock matrix elements can be 

calculated numerically and treated as SolEFP parameters, much like the way to determine 

EFP2 parameters.

The vibrational frequency shift due to the induction interaction is given as143

ΔωjInd ≈ − 1
2aj ⋅ Φ − 1

2Aj:Φ ⊗ Φ, (86)

where the induced vibrational solvatochromic dipole and the permanent vibrational 

solvatochromic polarizability of the entire system are, respectively,

aj = − 1
2Mjωj

∑
i

gijj
Miωi2

∂ΦT

∂Qi Q0
⋅ D−1 + D−1 T

(87)

Aj = 1
2Mjωj

D−1 ⋅ ∑
i

gijj
Miωi2

∂D
∂Qi Q0

⋅ D−1 . (88)

The generalized electric field Φ and the inverse polarizability tensor D are

Φa = E ra (89)

Dab =
          αa−1(0)δab  if a, b belong to the same molecule 

−Tab
(2)   if a, b belong to different molecules 

, (90)

where αa(0) is the distributed anisotropic polarizability tensor evaluated at zero frequency. 

αa(0) can be calculated by using the coupled-perturbed Hartree-Fock theory and it is 

essentially the response of the LMOs against electric field perturbation. The derivatives of Φ 

and D with respect to the normal coordinates are calculated with 
∂αa(0)

∂Qi Q0
 pre-computed 

numerically and used as the SolEFP parameters.

The dispersion contribution to the vibrational frequency shift is given by154

Δωj
Disp  ≈ 1

4πMjωj
∑i

gijj
Miωi2

∑a ∈ A ∑b ∈ B ∑αβγδ
x, y, z∫

0

∞
dΞ

Tαβ
(2); abTγδ

(2); ab∂ααγ(a)(iΞ)
∂Qi Q0

+
∂ Tαβ

(2); abTγδ
(2); ab

∂Qi Q0
ααγ(a)(iΞ) αβδ

(b)(iΞ),
(91)
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where α(a)(iΞ) is the imaginary frequency-dependent anisotropic polarizability tensor 

associated with the ath LMO of solute molecule. The derivatives of the product of dipole-

dipole interaction tensors can be easily evaluated analytically and 
∂ααγ(a)(iΞ)

∂Qi Q0
 are the 

numerically calculated SolEFP parameters.

Since the EFP2 model describes inherently rigid molecular fragments, SolEFP was first 

applied to N-methylacetamide (NMA) and MeSCN dissolved in solvents of varying polarity 

as well as in water. Recently, SolEFP was further developed to make it of use for vibrational 

frequency shift calculations of IR probes in proteins. This extended version of SolEFP is 

denoted as Bio-SolEFP. In the Bio-SolEFP method,155,203 the vibrational frequency shift of 

an IR probe is given by

ΔωBio−SolEFP ≈ ΔωNear Zone CONH
Coul + ΔωThrough−bond effect + ΔωSolEFP, (92)

where ΔωNear Zone CONH
Coul   accounts for the Coulombic frequency shift due to the closest 

peptide groups for which the superimposition of EFP2 fragments is impossible due to close 

contact with the IR probe’s SolEFP fragment, ΔωThrough bond–effect is the constant offset due 

to the attachment of the IR probe to protein, and ΔωSolEFP is the remaining contribution 

modeled by SolEFP. It was shown that Bio-SolEFP applied to the molecular configurations 

sampled from classical MD trajectories of the SCN-labeled calmodulin in water can 

successfully reproduce the C≡N stretch IR spectra of SCN groups that have different solvent 

environments.203 In fact, the SolEFP/MM method is of comparable cost as OQM/MM 

method. However, still due to a number of approximations used in SolEFP/MM method, 

e.g., neglecting the electric anharmonicity terms in the non-electrostatic interaction-induced 

frequency shift and the charge-transfer and penetration effects, SolEFP was found to suffer 

from systematic errors that lead to a slight overestimation of the frequency blueshift. 

Furthermore, the evaluation of the second derivatives of the exchange-repulsion and 

induction interaction potentials with respect to the normal coordinates is computationally 

expensive. Nonetheless, in the case of the amide I and the nitrile stretch modes, from ab 
initio calculations of such electric anharmonicity-induced frequency shifts originating from 

non-Coulombic interaction for a few model solute-solvent clusters, we found that they 

cancel out with each other to a great extent. This is indirect evidence supporting the 

assumption that the mechanical anharmonicity-induced frequency shifts originating from the 

non-Coulombic intermolecular potentials are dominant. Still, it would be desirable to further 

develop the SolEFP theory by including those neglected terms more accurately in the near 

future. The SolEFP VSM and Bio-SolEFP are available in the Solvshift quantum chemistry 

program at https://globulion.github.io/slv. Multiple IR probes as well as solvent and protein 

fragments are parameterized at the HF/6–311++G** level of theory in a fragment library, 

which is interfaced via the MDAnalysis211,212 library with popularly used MD trajectory file 

formats such as those used by GROMACS,213 AMBER214 and NAMD215 molecular 

dynamics software. This makes the Solvshift code easy to use even for complex 

heterogeneous systems such as IR probes in bulk solvents and even proteins. The automatic 

generation of custom fragment parameters is also possible.
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4. Semiempirical Approaches: Vibrational Spectroscopic Maps

Several rigorous theories for vibrational solvatochromism and electrochromism based on 

physical approximations have been presented and discussed before, as reviewed in Sec. 3. 

However, those highly sophisticated models require extensive quantum chemistry 

calculations at high levels with a large basis set. It is not practical to use fully ab initio 
simulation methods, not only because the molecular systems of interest are complicated and 

heterogeneous solutions containing biomolecules, ions, and polymers, but also because they 

have complex molecular dynamics such as conformational transitions, protein-protein 

interactions, protein-ligand dynamics, and ultrafast solvation and chemical reaction 

dynamics. Note that the current ab initio MD simulation methods do not provide vibrational 

frequencies that can be directly compared with experimentally measured frequency shifts on 

the order of a few wavenumbers. Consequently, vibrational solvatochromism theory that 

utilizes pre-calculated parameters from high-level quantum chemistry calculations of solute 

molecule in the gas phase is exceptionally useful and has been shown to be capable of 

predicting vibrational frequencies using the configurations and structures of solute and 

solvent molecules from MD trajectories.

However, there is a complication that cannot be easily overcome, even with semiempirical 

vibrational frequency maps. A solute molecule samples an ensemble of structures in 

solutions that are different from the geometries optimized in the gas phase using quantum 

chemistry calculation methods. Thus, it is not straightforward to match ab initio calculated 

molecular structures to those from MD trajectories. This difficulty in superposing gas-phase 

structures onto those in solutions, which will be referred to as geometrical superposition 
error (GSE), is a complicated problem and sometimes can lead to frequency shifts that are 

far from the experimental results. The GSE becomes especially critical when a short-range 

repulsive interaction between solute and solvent molecules via H-bonding interactions plays 

the dominant role in vibrational solvatochromism, e.g., CN stretch frequency shift of nitrile-

derivatized compounds in protic solvents. Furthermore, the gas-phase calculations often 

cannot accurately reproduce the anharmonic potential energy surface of the solute molecule 

in solution and lead to inaccurate prediction of vibrational solvatochromic parameters. The 

anharmonicities of the multidimensional potential energy surfaces of an ensemble of solute 

molecules in solution are also strongly affected by the detailed intermolecular interactions 

between the solute and solvent molecules. Hereafter, this difficulty will be referred to as 

potential anharmonicity solvatochromism problem. To overcome these major difficulties in 

accurately calculating vibrational solvatochromism parameters, one of the simplest ways is 

to use multivariate least-square fitting analyses with a sufficiently large set of training 

database. In the present section, we shall discuss the general theoretical background and 

present real applications to a variety of IR probes used over the past two decades.

4.1. General consideration and motivation: Linear combination of basis functions based 
on physical approximations

Quantum mechanics makes it feasible to quantitatively describe chemical bonds and to 

understand molecular structures in terms of wavefunctions of constituent particles like 

electrons and nuclei. However, there are only a handful of examples of which Schrödinger 
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equations are mathematically solvable. Even the Schrödinger equation for the simplest 

molecule, H2, cannot be solved analytically. However, due to the dramatic advance in 

computational chemistry calculation and numerical analysis methods, it becomes possible to 

calculate the energies of small molecules accurately. Up until now, the most successful way 

to obtain molecular orbitals is to write them as linear combinations of atomic orbitals 

(LCAO-MO). For the sake of computational convenience and efficiency, we assume the 

atomic orbitals of constituent atoms in a given molecule are Gaussian functions:

ψjMO(r) = ∑
k = 1

N
ajkφk

AO(r) . (93)

Here ψjMO is the jth molecular orbital, φk
AO is the kth atomic orbital, N is the number of 

atomic orbitals, and ajk are the expansion coefficients. This set of mathematical functions 

used to construct both the atomic orbitals φk
AO  and the molecular orbitals is known as the 

basis set. It should be noted that the Gaussian functions in each basis set do not have to have 

long exponential tails like the H-atomic orbitals. However, if they are well-behaved quantum 

mechanically and useful for computational purposes, the lack of long radial tails of basis 

functions is not a serious problem. Bearing this aspect in mind, let us consider the 

vibrational frequency map functions developed and used over the past decade.

One of the early attempts is to expand the solvation-induced vibrational frequency shift in 

terms of the solvent electric potentials at distributed atomic sites on the target solute 

molecule.38,147 The solvent electric potentials at the solute sites are calculable by 

considering atomic partial charges of surrounding solvent molecules. When the solvent 

molecules have atomic configurations determined by Q, the instantaneous frequency shift of 

the solute molecule, Δωj(Q), of the jth vibrational mode can be written as a linear 

combination of solvent electric potential,

Δωj(Q) = ωj(Q) − ωj0 = ∑
k = 1

N
bjkϕk(Q), (94)

where ωj(Q) is the vibrational frequency of the jth normal mode in solution, ωj0 is the 

vibrational frequency of the same jth mode in the gas phase, N is the number of distributed 

sites on the molecule, ϕk(Q) is the solvent electric potential at the kth site of the solute 

molecule, and bjk are the expansion coefficients. Comparing Eq. (94) for vibrational 

frequency shifts with Eq. (93) for LCAO-MO, one can find the analogy between the two 

approaches. It should be mentioned that the wavefunction in Eq. (93) enters the expectation 

value of quantum mechanical observables A = < ψ A ψ > as in Eq. (94) quadratically. One 

of the critical differences between the two, aside from the observable itself and the 

functional forms of the basis functions, lies in the way of determining the corresponding 

expansion coefficients. The expansion coefficients ajk for an LCAO-MO are determined by 

applying the variation principle to the calculation of the ground state energy. On the other 

hand, the expansion coefficients bjk for a vibrational frequency shift Δωj(Q) are determined 

by carrying out a multivariate least-square fitting analysis for a training database obtained 
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from ab initio calculations of the vibrational frequency shifts of the jth mode for many 

clusters containing a solute and multiple solvent molecules. The number of clusters should 

be sufficiently larger than the number of expansion coefficients or that of distributed sites on 

the solute molecule.

The electric potential model in Eq. (94) was derived rigorously from the quantum 

mechanical perturbation theory with treating the associated solute-solvent interaction energy 

as a perturbation to the potential energy function of vibrational degrees of freedom of a 

given solute molecule.147 The solute-solvent intermolecular interactions are assumed to be 

dictated by the Coulomb interactions of atomic partial charges of the solvent molecules with 

the distributed charges of the solute. Although the formal expression for the expansion 

coefficients bjk was presented elsewhere147 in terms of transition charges, potential 

anharmonic coefficients of solute molecule in the gas phase, vibrational frequencies, reduced 

masses, and so on, they were treated as fitting parameters for multivariate least square 

analyses of a set of ab initio calculated solute-solvent clusters. Thus, even though the solvent 

electric potential model in Eq. (94) is based on rigorous physical approximations, the key 

parameters bjk were obtained in an empirical manner by fitting to the quantum chemistry 

calculation results for many clusters.

Another popular model for theoretically describing such vibrational solvatochromic 

frequency shifts assumes that the frequency shift can be expanded in terms of solvent 

electric fields at distributed sites on the target solute molecule,

Δωj(Q) = ∑
k = 1

N
μjk ⋅ Ek(Q) = ∑

m = x, y, z
∑

k = 1

N
μjk

m Ek
m(Q), (95)

where Ek(Q) is the solvent electric field, or negative gradient of solvent electric potential, at 

the kth site on the solute molecule, μjk is the vectorial expansion coefficients connecting 

Ek(Q) to Δωj(Q), and μjk
m  and Ek

m(Q) are the mth Cartesian components of μjk and Ek(Q) 

vectors, respectively. From these two models in Eqs. (94) and (95), the vibrational frequency 

shift is expanded as a linear combination of the basis functions, which are either solvent 

electric potentials or electric fields at solute’s distributed sites. The solvent electric field 

model in Eq. (95) assumes that the solute-solvent intermolecular interaction can be 

described by the sum of Coulomb interactions between distributed solute electric dipoles and 

solvent electric fields. Again, the expansion coefficients, μjk
m , are determined by performing 

a multivariate least-square fitting analysis for a set of ab initio calculated vibrational 

frequencies for a set of solute-solvent clusters with Eq. (95).

These two representative models assume that the solute-solvent interaction can be fully 

described by the Coulomb interactions between solute charges (dipoles) with solvent electric 

potential (field). The expansion coefficients, either bjk in Eq. (94) or μjk
m  in Eq. (95), are 

obtained from a training database from a series of quantum chemistry vibrational analyses of 

a large number of solute-solvent clusters. Once the set of parameters is determined, one can 

use the corresponding Eq. (94) or (95) to predict the frequency shift Δωj(Q) of the oscillator 

in any solutions or condensed phases by calculating the solvent electric potential or field 
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using instantaneous solvent configurations and the corresponding partial charges described 

by MD force fields.

Considering a more sophisticated intermolecular interaction model, one can expand the set 

of basis functions. For instance, short-range Pauli repulsive interactions between the solute 

and solvent molecules cause blueshifts of the nitrile stretch frequency when the nitrile forms 

a strong H-bond with water or other protic solvent molecules. This leads to the development 

of more general approaches based on physical approximations to the solute-solvent 

intermolecular interaction energy. Thus, one can make a generalization of vibrational 

frequency as

Δωj(Q) = ∑
k = 1

N
cjkχk(Q), (96)

where χk(Q) constitute the basis set of functions that can be based on physical 

approximations or that can adopt any arbitrary mathematical forms as long as they are well-

behaved functions without singularity or divergence. Here, cjk are the expansion coefficients. 

The most critical assumption for all the semiempirical vibrational frequency maps, which 

include vibrational frequency shift, vibrational transition dipole and polarizability, and 

vibrational coupling maps, is that the best set of parameters {cjk} are obtained by carrying 

out multivariate least-square fitting analysis for a training database from quantum chemistry 

calculation results for various clusters.

In this section, we shall compare theorerically developed VSMs for a variety of IR probe 

modes with experimental results or high-level ab initio calculations. Unfortunately, it is 

difficult to establish a simple set of criteria used to assess the validity of VSM in a 

quantitative manner, because the magnitudes of solvatochromic vibrational frequency shifts 

are in a wide range from just a few wavenumbers to hundreds of wavenumbers. However, 

there is an interesting paper reported by the Ge group,216,217 where they compared different 

VSMs for amide I vibration and used them to make interpretations of their 2DIR 

spectroscopic results (Sec. 4.3). It would be interesting to carry out benchmarking studies of 

various IR probes other than the most extensively studied amide I vibration in the future.

4.2. General parameterization method

Essentially all the VSMs proposed to date, both semiempirical and ab initio, can be recast in 

the following form,

Y = ∑
T

∑
x

∑
R = 0

∑
αβγ⋯

R

Sx; αβγ⋯
T , (R) Px; αβγ⋯

T , (R)

+ ∑
R′ = 0

∑
α′β′γ′⋯

R′

Sx; αβγ⋯, α′β′γ′⋯
T , R, R′ Px; αβγ⋯

T , (R) Px; αβγ⋯
T , R′ + ⋯

(97)
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where Y is the vibrational spectroscopic observable of interest, Sx; αβγ⋯
T, (R)  and Sx; αβγ⋯, α′β′γ′⋯

T, R, R′

are the associated vibrational solvatochromic parameters such as charges, multipoles and so 

on, and Px; αβγ⋯
T, (R)  is the conjugate field created by the surrounding solvent molecules. Here, 

Px; αβγ⋯
T, (R)  should be evaluated at the xth interaction site of the solute, that could be an atomic 

site, an LMO centroid, or any other point within the IR probe’s charge density distribution. 

The superscript “T” denotes the type of intermolecular interaction, e.g., Coulombic, 

induction, etc., of rank R. For example, the rank-zero field is a scalar, and the rank-one field 

is a vector. The Greek subscript indices in Eq. (97) represent the Cartesian coordinates. For 

example, Sx; αβγ⋯
T, (R)  when R=0 could represent a vibrational Stark tuning rate. The vibrational 

solvatochromic quadrupole is Sx; αβγ⋯
T, (R)  with R=2. In the second term in the curly bracket of 

Eq. (97), vibrational solvatochromic parameter Sx; αβγ⋯, α′β′γ′⋯
T, R, R′  could be vibrational 

solvatochromic polarizability when R=R’=1. In an extreme case, the conjugate field can 

adopt a very complex tensor form as in, for example, the SolEFP model, in which not only 

electrostatic but also wavefunction overlap and dispersion effects are mapped in a way that 

formally fits the functional form of Eq.(94). On the other hand, it is also the way the VSM is 

parameterized, and conjugate fields are defined, which allows the explicit function in the 

form of Eq.(94) to be designed in a relatively simpler form, allowing computationally more 

robust VSMs to be developed in terms of semiempirical mapping procedures.

In Sec. 4.1, we have already reviewed two popular semiempirical vibrational 

parameterization schemes. They are broadly referred to as the electrostatic fitting methods 

(ESF), which correlate benchmark ab initio or density functional theory (DFT)-calculated 

vibrational properties with electric potentials or electric fields on/around the IR probe in 

condensed phases.66,67,111,183,188,197,218–241 The expansion sites are called the “interaction 

centers or interaction sites”, and they are chosen in a way to effectively represent the local 

electric potential or field created by surrounding solvent molecules. The non-electrostatic 

interaction-induced effects on the vibrational spectroscopic observables can also be taken 

into account similarly. There are a few examples of vibrational frequency maps connecting 

H-bond distances240 or van der Waals forces241 with the vibrational frequency of the IR 

probe.

Most previous works focused on just one type of parameters, e.g. scalar vibrational 

solvatochromic charges111,183,188,197,218–220,222–224,232,234,236,238,242 and vectorial 

vibrational solvatochromic dipoles66,67. However, there are also maps utilizing multiple 

types of parameters, as well. Torii and coworkers237,239 considered both scalar charges and 

vectorial dipoles as vibrational solvatochromic parameters, whereas Jansen and Knoester231 

and Mukamel and coworkers227,228 considered vectorial dipoles and tensorial quadrupoles 

as vibrational solvatochromic parameters. In order to account for the non-electrostatic 

effects in the VSMs and intramolecular mode couplings, the van der Waals effects should be 

parameterized by combining MD simulations with experimentally measured protein spectra 

as reference data.240,241 Such an approach is specifically designed for very large systems 

like proteins in water. In the following subsections, various vibrational spectroscopic maps 

developed so far are reviewed.
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4.3. Amide I vibration: Frequency and coupling maps

In the protein backbone, repeating units of peptide bonds link amino acids together and their 

vibrations create a series of normal modes in the 1200 – 1800 cm−1 region that are 

characteristic of the protein structures. From higher to lower frequencies, these normal 

modes are called the amide I, II and III modes.233 The amide I mode is the most extensively 

studied vibration in protein spectroscopy, and we will use Sections 4.3 and 4.4 to summarize 

the theoretical methods to model its vibrational features and demonstrate how it can be 

combined with isotope labeling to reveal site-specific information. We will then discuss the 

amide II and III bands in Section 4.5.

The amide I band, which appears in the 1600 – 1800 cm−1 spectral region, arises mainly 

from the peptide bond C=O stretch with minor contributions from the amide C-N stretch and 

Cα-C-N deformation. It shows distinctive features for different secondary structures in 

polypeptide chains and thus has been widely used in linear and nonlinear vibrational 

spectroscopies to detect the structures and dynamics of polypeptides and proteins.
25,111,139,242–254 These spectroscopy experiments in the amide I region are particularly 

useful for systems that are not easily studied using standard techniques of protein structural 

analysis such as NMR and X-ray scattering, including membrane proteins, intrinsically 

disordered peptides, and systems undergoing triggered folding or unfolding. For example, 

2D IR spectroscopy has been applied to monitor the conformational dynamics in the folding 

and unfolding of proteins, revealing the gating mechanism and water dynamics of 

transmembrane proton channels, and uncovering the structures and aggregation pathways of 

amyloid proteins.75,83,106,107,255,256 The intrinsic ultrafast time scale of the amide I 

vibration (~20 fs) makes amide I spectroscopy much less susceptible to the motional 

narrowing difficulties encountered in NMR spectroscopy.

To quantitatively relate the amide I spectral features with the structures and dynamics of 

proteins, researchers often use a mixed quantum mechanical/classical mechanical approach 

that treats all the amide I vibrations in a protein quantum mechanically and the low-

frequency degrees of freedom (such as those along main-chain dihedral angles) classically.
124,127,257 If a protein contains N amide I modes, the single-quantum vibrational 

Hamiltonian is a N × N matrix, in which the diagonal terms are the site frequencies of each 

chromophore and the off-diagonal terms are the couplings between them. In principle, one 

can obtain the vibrational Hamiltonian from quantum chemical (such as DFT) calculations. 

However, it is impractical to perform high-level quantum chemical calculations on large 

proteins in the condensed phases,258 particularly if we want to follow the time course of 

structures along the dynamics of the proteins. Alternatively, researchers have designed a 

variety of frequency and coupling maps for the amide I vibrations so that one can efficiently 

compute the elements of the vibrational Hamiltonian based on the time series of structures 

obtained from MD simulations.259

Among other factors, electrostatic interactions play a major role in determining the shifts in 

vibrational frequencies and the coupling between peptide chromophores in the amide I 

vibrational chromophores. In particular, inhomogeneous and fluctuating electrostatic 

environment around the vibrational chromophores alters their site frequencies and broadens 

the absorption bands. TheVSMs developed so far for the amide I mode relate the site 
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frequencies to the electrostatic potentials and/or electric fields (and electric field gradients in 

some cases) on the atomic sites (and some other points, such as bond centers, if needed) in 

the peptide group.67,217,219–221,225,228,231,233,235,237,238,260–263 They often take the form of 

Eq. (94) or (95) and are based on N-methylacetamide (NMA) as a model compound to 

mimic the most typical peptide groups, i.e., the secondary amide groups, of the protein 

backbone. The parameters in the frequency maps are determined by referring to the results 

of quantum chemical calculations, or in a few cases, directly to the experimental spectral 

features.233,240,260,261,264 For example, Cho and coworkers developed the first amide I 

frequency map by considering a series of NMA-D2O complexes and carrying out ab initio 
quantum chemical calculations to obtain their amide I frequencies. They then used Eq. (94) 

and obtained the linear combination coefficients from multivariate least-squares fitting 

analysis to the quantum chemical results.220 Taking a similar approach, Skinner and 

coworkers examined deuterated NMA/water clusters and provided the first electric field-

based amide I frequency map.67 While most of the frequency maps developed so far employ 

the electrostatic potentials or the electric fields on the atomic sites to represent the 

electrostatic environment,260 it has also been shown237,238 that both the electrostatic 

potentials and the electric fields on those sites can be essential in describing the 

inhomogeneity of the electrostatic environment. To account for the electrostatic effects in 

various solvent environments, Jansen and Knoester embedded deuterated NMA in 75 charge 

environments and developed a frequency map that incorporates the electric field and its 

gradient on the C, O, N and D atoms of the chromophore and demonstrated its transferability 

in common organic solvents231 and need to include multipole and polarizability in solvents 

like chloroform.265 Skinner and coworkers have also adopted an empirical approach by 

optimizing the coefficients against experimental spectra of deuterated NMA in D2O, DMSO, 

and chloroform and designed a frequency map that is transferrable to different electrostatic 

environments.261 A similar approach has been adopted by the Tokmakoff group, who have 

developed an extensive set of experimental standards (including 28 model dipeptides and 5 

isotope-edited protein constructs) that can be used to test and refine vibrational frequency 

maps.45,260,264 These frequency maps have been extensively tested and applied to predict the 

linear and 2D IR spectra of polypeptides and proteins.217,259,266

In most cases, one can apply an amide I frequency map to all peptide bonds, regardless of its 

composition of amino acids. A notable exception is the peptide bond involving the N atom 

of a proline residue, i.e., the peptide bond of the form Xxx-Pro, where Xxx represents any 

amino acid. Typically, the amide I mode of this tertiary amide group is shifted strongly (~35 

cm−1) to the red in comparison to that of a secondary amide. Thus, it must be treated 

separately either by adding an overall shift to the standard map or through a separate 

parameterization.235,260,267 In the latter case, N,N-dimethylacetamide has been chosen as 

the model compound for the map parametrization. Due to the large redshift, peptides 

containing the Xxx-Pro amide bonds show an amide I absorption peak well separated from 

the main band in the IR spectru, which provides a unique and excellent probe for 

investigating local structural and dynamical changes in proline-rich proteins such as collagen 

and elastin. In addition to modeling the backbone amide I chromophores, vibrational 

frequency maps have also been developed for the side chains of asparagine and glutamine, 

which contain primary amide groups.261
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Although electrostatic interactions strongly shift the site frequencies of the amide I mode in 

the condensed phases, it has been shown that special treatment is needed to account for the 

nearest neighbor (NN) effects on the frequencies. Accordingly, DFT-based maps for NN-

induced frequency shifts230,268,269 have been developed. The site frequency of an amide I 

vibration is given by

ω = ωelst + ΔωN ϕi, i − 1,ψi, i − 1 + ΔωC ϕi, i + 1,ψi, i + 1 (98)

where ωelst is the frequency derived from an electrostatic frequency map, and ΔωN and ΔωC 

are the frequency shifts affected by the nearest neighbors of the vibrational chromophore on 

the N- and C-terminus sides of the chromophore, respectively. ΔωN and ΔωC depend on the 

ϕ and ψ dihedral angles in the protein backbone as used in the Ramachandran plot. The 

method of deriving those DFT-based maps will be discussed later, together with the NN 

vibrational coupling maps.

The electrostatic interactions also play an important role in determining the vibrational 

couplings between the amide I vibrations of peptide groups. The simplest model in 

describing these couplings is the transition dipole coupling (TDC) model.139,270–274 Here, 

each amide I chromophore is treated as a transition dipole moment and their couplings Fij 

are given by

Fij = A
ϵ

m i ⋅ m j − 3 m i ⋅ nij m j ⋅ nij
rij3

. (99)

In this equation, m i and m j are the transition dipoles of the ith and jth vibrational 

chromophores in the unit of D Å−1 amu−1/2. rij is the distance between the two vibrational 

chromophores and nij is the unit vector that connects them. The dielectric constant ϵ is 

usually taken to be 1. The conversion factor A is 0.1 if Fij is represented in units of mdyn Å
−1 amu−1. It is possible to convert it to the coupling in units of cm−1 by assuming the 

“central frequency” of 1650 cm−1 and multiplying further by 848619/1650 (i.e., using A = 

0.1×848619 / 1650).139,273 Parameters in the TDC model include the location, orientation, 

and magnitude of the transition dipoles, and are determined by fitting to experimental peak 

splitting or ab initio quantum chemical calculation results.270,271 To go beyond the dipole 

approximation, researchers have also developed models such as the transition charge 

coupling (TCC) method230,272 and the transition density derivative distribution method.275

Despite the success of the TDC model in predicting long-range interactions between the 

amide I chromophores, it is not sufficient to describe the couplings between adjacent or 

nearest neighbor peptide groups.271,272 To overcome this situation, NN coupling maps have 

been developed for the amide I mode based on quantum chemical calculations.
230,268,269,271,272,276 In deriving those maps, ab initio MO or DFT calculations were carried 

out for peptide dimers with the ϕ and ψ dihedral angles of the main chain being varied for 

all possible ranges of values at appropriate intervals. The calculated force constant matrix 

was then size-contracted to the vibrational subspace of the amide I mode by using, for 

example, the Hessian Matrix Reconstruction (HMR) method277 to obtain the site frequencies 

(for the maps of NN-induced frequency shifts) and the coupling constants for each particular 
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set of ϕ and ψ. The maps were made by collecting those site frequencies and coupling 

constants, represented by the diagonal and off-diagonal terms of the size-contracted matrix, 

as functions of ϕ and ψ. In using those maps, one can estimate the site frequencies and 

coupling constants for any set of ϕ and ψ by interpolation. In contrast, the TDC model is 

sufficiently accurate when modeling the couplings between the amide I modes of the peptide 

groups that are not nearest neighbors.

Vibrational frequency maps that further include non-electrostatic perturbations have been 

presented as well for the amide I local mode frequencies.240,241,278 For example, in the 

vibrational frequency map developed by Malolepsza et al.,241 the corresponding vibrational 

frequency shift is computed using two independent sets of distributed vectorial parameters: 

the first describes the usual vibrational response of the amide I mode to the solvent electric 

field (Ei) and the second is associated with van der Waals force Fi
vdW  exerted to each atom 

in a given peptide, i.e.,

ωAmide I = ωNMA
Gas phase + ∑

i
ci ⋅ Ei + di ⋅ Fi

vdW , (100)

where i runs over atoms in the peptide CONH group. It was shown that the map, initially 

optimized for NMA in three different solvents, is accurate enough to model the amide I IR 

spectra of a few different proteins that include ubiquitin, ribonuclease, myoglobin, and 

concanavalin. In other works,240,278 the vibrational solvatochromism maps for amide I 

vibrations of proteins were developed by considering their backbone structures and H-

bonding environment only. More specifically, the vibrational frequency shift of the amide I 

mode of a given peptide in a protein is assumed to be240,278

ωAmide I = ωNMA
Gas phase  + Δω(ϕ,ψ) + ΔωH−bond(solvent) + ΔωH−bond (Interpeptide) . (101)

The backbone structure of the peptide group is determined by the two Ramachandran angles 

so that the frequency shift depends on its backbone structure, which is described by the term 

Δω(ϕ,ψ) in Eq. (101) (see also Eq. (98)). The vibrational frequency shift due to its H-

bonding interaction with surrounding solvent molecules is described by the term 

ΔωH−bond (solvent) which is mainly determined by the extent of water exposure, i.e., solvent 

accessible surface area, of the CONH unit. The effect of interpeptide H-bonds on the 

vibrational frequency shift, ΔωH−bond (Interpeptide), is assumed to be proportional to the 

Kabsch-Sander bonding energy,279 which is determined by the H-bond length and angle 

between the amide CO group (H-bond acceptor) and the amide NH group (H-bond donor) in 

the same protein. To determine these parameters, they used forty-four experimentally 

measured IR absorption spectra of protein systems in water.240

All these frequency maps are typically validated against experimental data for NMA in 

different solvents.226,228,235,241,260,261,264,280 Validation of the coupling maps proves more 

challenging, because it is difficult to thoroughly sample the flexible structures of small 

peptides in simulations and it is challenging to extract useful information from the broad and 

congested IR absorption bands of large proteins with well-defined structures. 2D IR spectra 

are more sensitive to couplings, although they are time-consuming to calculate for full 
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proteins.281 Despite these computational challenges, Jansen and coworkers have calculated 

the 2D IR spectra of a selection of proteins and compared the theoretical spectra using 

different mappings266,282 with the experimental ones.283 Among the methods tested, they 

have concluded154 that the electrostatic frequency map of Skinner261 combined with the 

OPLS/AA force field,284 the TDC map of Torii and Tasumi271 and the NN maps of 

Jansen230 have the best performance. Spectral simulations of liquid NMA285 and its 

mixtures with water286 provided a further benchmark suggesting that the long-range TCC 

model possibly overestimates the coupling constants.

One thing that is counter-intuitive in the electrostatic frequency map of Skinner261 is that the 

electrostatic situation of O atom of the peptide group, which acts as an H-bond acceptor and 

vibrates with large amplitude in the amide I mode, is not involved in calculating the 

frequency shift of the amide I mode. It was shown that this is because of the mutual 

cancellation between the effects of electrostatic potential and the electric field on the 

frequency shift, and is related to a general property of H-bond accepting stretching modes.
237,238

Other localized coordinate approaches have also been recently developed for use in ab initio 
anharmonic vibrational frequency calculations, where the anharmonicity is calculated 

explicitly.287–296 In a similar way, site-specific frequencies, NN coupling terms, and non-

nearest neighbor coupling terms can be determined directly from harmonic vibrational 

calculations on molecules of (in principle) any size, using the technique put forward by 

Hanson-Heine et al.297 In this technique a subset of the normal coordinate eigenvectors from 

a harmonic frequency calculation are rotated by applying a unitary transformation that 

maximizes one of the objective functions proposed by Jacob and Reiher,298 where the 

transformation either maximizes the sum of the squares of the atomic contributions to the 

normal modes,

ξat = ∑
μ

∑
i

M
∑

α = x, y, z
Qiα,μ

2
2
, (102)

where μ and i are normal modes and nuclei, respectively, and M is the total number of 

nuclei, or the transformation maximizes the distance between the centers of the modes,

ξdist = ∑
μ

∑
i

M
∑

α = x, y, z
Qiα,μ

2Ri

2
, (103)

where Ri is the position vector of each nucleus in the molecular coordinate system. If an 

appropriately localized subset of normal coordinates is chosen, such as the amide I manifold, 

then site-specific frequencies and coupling terms can be derived from the diagonal and off-

diagonal elements of the mass-weighted Hessian matrix in the newly transformed 

coordinates.

This approach has been successfully applied to vibrational exciton calculations of 2D IR 

spectra for the amide I band of a range of dipeptides and the hexapeptide Z-Aib-L-Leu-

(Aib)2-Gly-Aib-OtBu. However, the approach is not specific to the amide I mode and can, in 
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principle, be applied to any system for which the localized modes have an appropriate form. 

Semiempirical maps of site-specific frequencies and NN couplings across different ϕ and ψ 
angles can be obtained by considering small model systems. The newly created local 

coordinates are also not localized on to a subset of atoms chosen a priori, leading to amide I 

modes that contained significant motion of the nitrogen atom for the species originally 

tested, which is consistent with the true nature of the amide I mode. However, care should be 

taken when selecting the subset of coordinates to be transformed, so that the automatically 

generated coordinates remain correct.

To test the validity of the frequency and vibrational coupling map of amide I mode, one 

should consider peptides with relatively rigid structures to avoid the need for statistical 

averaging of multiple backbone conformations in MD simulations. One particularly good 

system for such a test, as demonstrated by the Ge group, is a peptide with Cα-alkylated 

amino acid residues, such as Aib (Cα,α-dimethylglycine) and (αMe)Val (Cα-methyl valine). 

Because of the steric hindrance caused by the alkyl side chains, these unnatural residues 

restrict the available dihedral angles in the Ramachandran plot and hence can dictate a 

peptide to fold into a well-defined conformation. Ge and coworkers measured polarization-

dependent 2D IR rephasing and non-rephasing spectra of a capped octapeptide Z-[L-

(αMe)Val]8-OtBu (Z, benzyloxycarbonyl; OtBu: tert-butoxy) in deuterated chloroform 

(CDCl3), and used the amide I spectral signatures to judge spectra calculated based on MD 

trajectories and six different combinations of electrostatic frequency maps and NN coupling 

maps.216 The main differences in the frequency maps are the parameterized sites in a peptide 

unit, whether the amide I frequency fluctuation is estimated from electric potentials or 

electric fields and field-gradients on the sites, whether the partial charges are taken from an 

MD force field or from the frequency map parametrization, whether nearest-neighbor 

frequency shift (NNFS) map is used, and the gas-phase frequency origin (Figure 4a). The 

chromophore definition in each model is chosen to ensure charge neutrality within the 

chromophore.

On the basis of the number of peaks, relative peak positions and intensities in the computed 

linear and 2D IR spectra, especially the cross-peak patterns obtained from the double-

crossed polarizations, it was determined that the potential-based model (CP2: Cho-Potential 

2) developed by Cho and coworkers262 and the field-based model (MF) in the computation 

package SPECTRON created by Mukamel and coworkers228,273 performed the best and 

similarly reproduced the measured spectra (Figure 5) when using an MD trajectory with the 

peptide dihedral angles restrained near the crystal structure values. Structural ensembles 

sampled from unrestrained MD simulations are too broad. Comparing the different models, 

the solvent contributions to the total frequency shifts are very similar in the magnitude and 

the variations across the peptide backbone, whereas the peptide contributions exhibit more 

differences (Figure 4b). The widths of calculated spectra are dominated by the relative 

spread of the frequency shifts. All models require a redshift of simulated spectra by 10–40 

cm−1. This is most likely because the frequency maps were computed for N-

methylacetamide solvated with water molecules whereas the experimental spectra were 

acquired for the octapeptide in CDCl3. A model that takes into account strong dispersion 

forces may be more suitable for a better agreement between experiment and calculation.265 

This study demonstrates that 2D IR can provide a large set of spectral constraints that are 
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useful for further refining classical force fields and testing theoretical models. In particular, 

the double-crossed polarization nonrephasing spectrum exhibits the highest sensitivity to 

structural ensembles and models.

4.4. Amide I vibration: Isotope-labeled proteins

While the amide I band provides critical information on the structural arrangements and 

conformational dynamics of proteins in the condensed phase, the relatively short vibrational 

lifetime of the amide I mode (around 1 ps in aqueous systems), together with a relatively 

narrow frequency range (typically 1600 – 1700 cm−1) and a large number of amide bonds in 

typical polypeptides and proteins, often leads to considerable congestion in the measured 

spectra. This issue obscures the information content of label-free amide I spectra and makes 

it difficult to disentangle the vibrational patterns of each chromophore.

Combining vibrational spectroscopy in the amide I region and the isotope labeling technique 

provides an effective way to reveal site-specific information in complex protein systems. For 

example, replacing 12C with 13C or 16O with 18O in a C=O group reduces its stretch 

frequency by about 40 cm−1,299,300 thus shifting its vibrational absorption out of the main 

amide I band. The frequency changes due to the presence of a C or O isotope can be 

estimated by treating the C=O stretch as a harmonic oscillator whose angular frequency is 

ωCO = k/μ. Here k and μ are the force constant and reduced mass of the harmonic 

oscillator, μ =
mCmO

mC + mO
 where mC and mO are the masses of the C and O atoms, respectively. 

As isotope labeling introduces a minor perturbation to the molecular vibration, one can 

assume that the force constant of the C=O group remains the same. Replacing 12C with 13C 

thus changes the frequency of the chromophore by

ω13CO
ωCO

=
mC m13C + mO
m13C mC + mO

= 0.978. (104)

After its first development in 1991,299 the 13C labeling technique has enabled researchers to 

probe the secondary structures of polypeptides and amyloid fibrils with residue-specific 

resolution using linear and 2D IR spectroscopy.43,255,299–303 In addition, Chen and 

coworkers have demonstrated that the 13C-isotope labels can be combined with the 

vibrational sum-frequency generation (SFG) spectroscopy in the amide I region to detect the 

structures and orientations of surface-bound peptides at the single residue level.304 Despite 

these advances, the 13C-isotope editing method has two main drawbacks. First, the 

isotopically labeled vibrational modes are often not well resolved in the vibrational spectra 

and appear as shoulders on the broad amide I band. Second, the natural abundance of 13C is 

1.1%, and thus proteins containing 90 or more amino acids would possibly exhibit IR signals 

from non-labeled 13C=O groups and complicate the spectra.277,304,305

To overcome these issues, researchers have designed the 13C=18O isotope label, which 

redshifts the absorption frequency of a C=O group by about 65 cm−1 and spectroscopically 

isolates the vibrational mode from the rest of the protein. For example, Arkin and coworkers 

have utilized isotope-edited IR spectroscopy to measure the conformations and orientations 
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of membrane proteins at a variety of residue positions.300,305,306 By incorporating the 
13C=18O label on 11 amino acids, one at a time, along the transmembrane helical bundle of 

the CD3ζ peptide, Zanni and coworkers have measured the homogeneous and 

inhomogeneous line widths of the 2D IR spectra and revealed the structural distributions and 

dynamics of the protein.86 Furthermore, they have conducted a series of 2D IR experiments 

with isotope labeling to elucidate the pathway and inhibition of the amyloid formation of the 

human amyloid polypeptide (hIAPP), which is closely related to type 2 diabetes.307–310 As 

demonstrated in Figure 6, Buchanan et al. have placed a series of 13C=18O labels in the β-

sheet and loop region of hIAPP and measured their 2D IR spectra in both the lag phase and 

equilibrium phase of the aggregation.307 The 13C=18O signal of V17 in Figures 6C and 6D 

shows that the residue changes from a disordered region to a β-sheet structure upon fibril 

formation. In contrast, Figures 6D and 6F suggest that residue F23 undergoes the opposite 

conformational change. By detecting the 2D IR spectra of all the isotope labels, as 

highlighted in Figures 6A and 6B, they could monitor the structural evolution of hIAPP in 

the aggregation process with residue-specific resolution and identify the structural features 

of the oligomeric intermediate in the lag phase.307

By combining isotope-edited vibrational spectroscopy and theoretical spectroscopy 

modeling, researchers have successfully probed the vibrational Hamiltonian in the amide I 

region and revealed the conformations and dynamics of peptides and proteins with residue-

specific resolution. Combining the theoretical vibrational spectroscopic maps and the 2D IR 

spectroscopy experiments with the 18O or 13C=18O isotope labels, researchers have 

determined the site frequencies of individual amino acids, which constitute the diagonal 

elements of the vibrational Hamiltonian matrix. They have further used the sensitivity of 

these site frequencies to the interactions between amino acids and their nearby biological 

and solvent molecules to elucidate the site-specific structural fluctuations of peptides in a 

heterogeneous environment, the location and orientation of an antimicrobial peptide in lipid 

bilayers, and the conformational transformations of a β-hairpin peptide in the melting 

process.44,100,233,259,311,312

In addition, one can utilize multiple isotope-labeled IR probes in the 2D IR measurements to 

characterize the interactions between the amide chromophores. For example, Hochstrasser 

and coworkers incorporated 13C and 13C=18O labels on alanine residues that are separated 

by 1, 2 or 3 amino acids and determined the magnitude and sign of the coupling constants in 

an α-helical peptide.91,301 Zanni and coworkers performed 2D IR measurements on a 

macrocycle that adopts a parallel β-sheet conformation and labeled several pairs of residues 

with 13C=18O, as demonstrated in Figure 7.313 They then calculated the 2D IR spectra using 

a vibrational frequency map261 and a variety of coupling schemes, including the through-

bond nearest-neighbor couplings method230 and the through-space TDC and TCC models.
230,271,272,314 As shown in Figure 7B, the theoretical approaches can predict the 2D IR line 

widths that are in quantitative agreement with experiments.313 More recently, Tokmakoff 

and coworkers combined IR spectroscopy and 13C and 13C=18O isotope labeling to 

systematically evaluate the performance of the vibrational frequency maps and the 

vibrational coupling models in the amide I region, providing a benchmark for the theoretical 

developments in the field.45 In addition to probing the couplings between amide I modes, Ge 

and coworkers utilized a combination of 13C=18O and 15N labels to reveal the interactions 
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between the amide I and II modes.77 With quantum chemistry calculations and the TCC 

model, they determined the coupling constants and their dependence on the three-

dimensional peptide structure. All of these examples demonstrate that a close collaboration 

between theoretical and experimental spectroscopy methods, in conjunction with the isotope 

labeling technique, provides a powerful way to reveal the vibrational Hamiltonian and detect 

the structure and dynamics of peptides and proteins.

It is still challenging to use the amide I maps to predict the amide I spectra that are in 

quantitative agreement with experiments.45,261,266,282 A major issue is the accuracy of the 

models used, such as the quantum chemistry methods chosen for the map developments and 

the sampling of conformational distribution using MD simulations. Therefore, it is desirable 

to have reliable experimental standards so that researchers can develop or evaluate a 

vibrational frequency map directly and systematically. While isotope labeling isolates a C=O 

from the other amide I vibrations and offers a unique opportunity to examine the frequency 

map predictions, preparing isotope-edited protein standards often falls into a dilemma 

between synthetic difficulty and reliability of the underlying protein conformation.45 For 

example, isotope-labeled short peptides can be obtained using a standard peptide synthesis 

approach, but these peptides are usually conformationally disordered. It has been shown that 

even the well-studied tripeptide Ala‒Ala‒Ala exhbits conformational heterogeneity, and the 

current protein force fields cannot correctly predict the conformational distribution.74,315 On 

the other hand, larger proteins usually have well-folded conformations, but synthesis with 

site-specific isotope-labeling is almost prohibitive.

To develop experimental standards, the Tokmakoff group used isotope-enriched protein 

expression to produce residue-specific isotope-edited NuG2b protein, which has strong 

structural stability to mitigate the issue of conformational disorder for short peptides.45 

From the direct evaluation of vibrational frequency maps against experiments, they found 

that the empirical one-site field map parameterized against the dipeptide set failed to 

qualitatively describe some of the isotope-labeled spectra, although the map had a good 

performance for the dipeptide set. They also showed that representative sampling of the N‒
H electrostatics were required to obtain qualitative agreement since hydrogen bonding 

interactions around the N‒H group can affect the amide I frequency.220 In addition, the 

predicted peak frequencies of the labeled C=O chromophore depend strongly on the force 

field employed in the spectroscopic simulations,260,267 which creates issues of the 

transferability of the frequency maps across different force fields and their ability to predict 

the amide I spectra quantitatively. The Tokmakoff group later developed an empirically 

optimized four-site potential map against the IR spectra of the isotope-edited NuG2b 

proteins, which related the amide I frequency to the electrostatic potential evaluated at the C, 

O, N, and D atoms.264 The map quantitatively described the isotope-labeled spectral features 

(Figure 8) and achieved ~2 cm−1 frequency error against the dipeptide spectra. From these 

examples, new experimental data are imperative to evaluate and refine the existing frequency 

maps so that they can be applied to crucial biological problems such as determining 

conformational ensemble and interconversion dynamics of intrinsically disordered peptides 

and proteins.74,266,267,282
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4.5. Amide II and III vibrations

The amide II and III modes are the out-of-phase and in-phase combinations of N-H in-plane 

bend and C-N stretch of the peptide bonds, respectively. In addition to the amide I band, the 

peak positions and lineshapes of these modes are highly sensitive to the secondary structure 

of polypeptides and proteins. Given the high computational cost for performing ab initio 
vibrational analyses of proteins in the condensed phase, researchers have developed the 

vibrational coupled oscillator model and the fragmentation approach so that one only needs 

to consider the vibrational properties of a single unit, e.g., amide I, II, and III local mode 

frequencies, and the vibrational couplings between adjacent amide local modes. One of such 

methods is HMR, which requires quantum chemistry calculation of a chosen spectroscopic 

unit and fragmentation analysis of a polypeptide.

In the HMR method, one first divides a polypeptide consisting of N amino acids into N 
fragments. For example, it is natural to consider a dipeptide as a two-fragment system with 

peptides 1 and 2, as shown in Figure 9. Then, the full Hessian matrix of the dipeptide is 

rearranged such that the sub-matrix 1, F (1), corresponds to the Hessian matrix associated 

with the atoms of peptide 1 and similarly the sub-matrix, F (2), to those associated with the 

atoms constituting peptide 2. For these two sub-Hessian matrices, one can find eigenvector 

matrices u(1) and u(2) that diagonalize them, respectively. From the eigenvectors of the 

vibrational modes localized in peptides 1 and 2, one can identify the amide I, II, and III local 

modes and obtain their frequencies. In addition, the off-diagonal matrix elements correspond 

to the vibrational coupling force constants. For instance, considering the amide I, II, and III 

vibrations of a given dipeptide, one can obtain the reconstructed Hessian matrix by using the 

following similarity transformation method:

(105)

Here, the diagonal elements F11 – F33 (F44 – F66) are the force constants of the amide I, II, 

and III local modes of peptide 1 (2). Once the reconstructed Hessian matrix in the basis set 

of local modes is determined, its diagonalization provides both the delocalized normal mode 

frequencies and corresponding eigenvectors. After obtaining the transition dipole moment or 

polarizability of a given peptide unit from high-level ab initio calculations, one can write the 

transition dipole moments or polarizabilities of the normal modes as linear combinations of 

those local modes, where the weighting coefficients are the associated eigenvector elements.

For example, Cho and coworkers used the HMR method to calculate the IR and vibrational 

circular dichroism (VCD) spectra of a model dipeptide and compared them to the spectra 

obtained from DFT calculations.316 For the right-handed helix (RHH: ϕ = −57° and ψ = 

−47°) and polyproline II (PII: ϕ = −78° and ψ = 149°) conformations of the dipeptide, the IR 

and VCD spectra agreed quantitatively between the two methods, as shown in Figure 9. The 
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VCD spectra of the amide modes are critically dependent on the backbone conformation, 

and thus the spectral features of the amide I, II, and III modes are considerably different for 

the RHH and PII configurations (Figure 9). Specifically, the amide II mode of the helical 

structure RHH displays a negative peak in the VCD spectrum, while the extended structure 

PII exhibits a positive peak pattern. These are consistent with the experimental results of the 

polypeptide with helical or extended β-sheet secondary structures. The good agreement 

between the HMR method and DFT calculations demonstrates that the fragment 

approximation method can be used to numerically simulate the vibrational spectra of large 

polymer systems consisting of repeating monomer units such as proteins, nucleic acids, and 

sugars.

While most simulations of amide I modes are performed assuming these modes are 

independent of other vibrations, 2D IR spectra of amide groups in solutions exhibit cross 

peaks between the amide I and II modes even at short waiting times.85,317 This observation 

indicates that these modes are coupled to each other. In this representation, these basis states 

interact through harmonic coupling terms and all of the Hamiltonian elements fluctuate in 

aqueous solutions. Frequency maps that describe the fluctuations of the amide I and amide II 

energies and the amide I – amide II harmonic couplings were developed.318 The 

dependencies of these quantities as well as the coupling between neighboring peptide units 

on dihedral angles were also parameterized by using the HMR method.319 Simulations that 

employ these maps can be used to investigate vibrational relaxation and the origin of the 

short lifetime of the amide I vibration.318

The amide II mode has been used to study the structural stability of biological 

macromolecules, hydrogen-deuterium exchange kinetics, and molecular conformation by 

linear IR and vibrational circular dichroism spectroscopy. In the past decade, 2D IR 

experiments have been performed on the amide II modes of NMA,78,320 small 

peptides78,321–323 and proteins85,324,325, and thereby theoretical efforts have been made to 

compute the diagonal peaks of the amide II modes and their cross-peaks with the amide I 

modes.319,326

Several groups have mapped out the NN couplings of not only amide I/amide I but also 

amide I/amide II and amide II/amide II based on quantum mechanical calculation for N-

acetyl-glycine N’-methylamide (AcGlyNHMe)78,319,327 Hayashi and Mukamel obtained 

couplings of the amide modes between neighboring peptide units using the anharmonic 

vibrational Hamiltonian from the DFT calculation at the BPW91/6–31G(d,p) level.327 They 

reported the NN amide II/II and II/I coupling maps, but not the amide I/II coupling map. It is 

expected that the amide I/II and amide II/I coupling maps are different because of the 

asymmetric arrangement of the amide I and amide II modes in the two peptide units. Ge and 

coworkers carried out DFT calculations at the B3LYP/6–31+G(d) level for a complete 

mapping of the amide I/I, I/II, II/I and II/II coupling strengths, and the reported amide I/II 

and II/I maps showed distinct dihedral angle dependence of coupling strength (Figure 10).78 

Choi and Cho developed a computational procedure of generalized HMR and estimated the 

NN amide couplings, including amide II modes, for six pairs of dihedral angles for 

representative protein secondary structures.316 Knoester and coworkers performed a HMR 

calculation based on writing the eigenmodes of a dipeptide, which they obtained from DFT 
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calculations with the ADF TZ2P basis set and the RPBE exchange-correlation functional, as 

a linear superposition of the eigenmodes in two NMA-d7 molecules.319 Whilel the amide 

I/II, II/I, II/II coupling maps created from different protocols have qualitatively similar 

patterns, their ϕ-ψ dependences have quantitative differences and more work in this field is 

required to produce a universal coupling scheme.

The NN couplings between proline and other amino acids are likely to be different from 

those modeled by AcGlyNHMe, because the unique five-membered ring of the proline 

residue imposes spatial constraints on the peptide structure. Sul et al. performed DFT 

calculations and normal-mode analyses on the trans conformer of a model dipeptide, N-

acetyl-L-prolinamide (AcProNH2), in vacuo at the B3LYP/6–31+G(d,p) level, and 

calculated the NN amide I/I and I/II coupling maps by extending the HMR method, carbonyl 

population analysis,328 to include the amide II mode.329

In addition to the NN couplings, the bilinear amide I/II coupling in the same peptide unit is 

also important for calculating the amide I and II spectra of oligo- and longer peptides. This 

coupling strength is about 27–39 cm−1 as obtained experimentally from the 2D IR spectra of 

NMA,320 NMA-d7,78,317 and AcProNH2.330 As its magnitude is much larger than the other 

inter-unit amide couplings, it is useful to know how this amide I/II intrapeptide-unit 

coupling depends on the dihedral angles of a polypeptide and the surrounding environment. 

From DFT calculations at the B3LYP/6–31+G(d) level, Ge and coworkers found the 

coupling constant to be ±33 cm−1 for AcGlyNHMe.78 They further found the couplings to 

be ±23.8 cm−1 for the trans-C7 conformer and ±30.6 cm−1 for the cis conformer of 

AcProNH2 in chloroform based on DFT calculations at the B3LYP/6–311++G(d,p) level and 

a self-consistent reaction field polarizable continuum model.329 In addition to calculating the 

coupling constants for two specific conformations,329 they also mapped out the coupling 

constant as well as the angle between the amide I and II transition dipoles for the trans 
AcProNH2 at 105 different dihedral angles in vacuo at the B3LYP/6–31+G(d,p) level. While 

it is often assumed that this angle is independent of the peptide conformations, their study 

demonstrated the variations of this angle and provided an additional constraint to narrow 

down the allowed conformational space for the structural determinations of polypeptides. 

Besides these studies on dipeptides, Knoester and coworkers also parameterized the 

electrostatic effects on the intra-site coupling between the amide I and II modes of NMA-d7 

and their transition dipole moments.319

To establish a relationship between the amide II local mode frequency and the electrostatic 

properties around the peptide unit, several groups carried out theoretical studies on NMA 

and parameterized frequency maps for the amide II mode based on electric potential217,229 

or electric field and gradient.228,318,319 To evaluate the amide I and II maps, Maekawa and 

Ge carried out MD simulations of a 310-helical hexapeptide Z-Aib-L-Leu-(Aib)2-Gly-OtBu 

and compared the calculated spectra with the experimental linear and 2D IR spectra.217 As 

shown in Figures 11 and 12, different models predict vastly different amide II spectral 

signatures, while the amide I band profiles show less variations. Interestingly even though 

the amide II mode is more delocalized than the amide I mode, the simulation results show 

that it does not necessarily require a multi-site model that is more spatially spread to 

correlate its frequency with the electrostatic properties: A simple model involving four atom 
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sites on a peptide unit performs quite well. Also, DFT calculations with a larger basis set do 

not necessarily improve the agreement between the simulated and experimental peaks of the 

amide II modes. Moreover, it has been shown that a simple semiempirical model works 

equally well as the best performing four-site potential model. This semi-empirical model 

considers the intramolecular C=O⋯H–N H-bonding as the only contribution from the 

peptide to the amide I and II frequency shifts. The frequency shifts were parameterized 

based on the H-bond energies calculated at the C=O and N–H sites.78 Similar comparative 

studies are required to test further the validity of the amide II frequency and coupling maps.

The application of VSMs of amide modes is not limited to polypeptides and proteins 

composed of α-amino acids. Recently, Wang and coworkers theoretically determined the 

coefficients to calculate the amide I frequency of N-ethylpropionamide (NEPA), a model 

compound of β-amino acid, based on electrostatic potentials on the N, H, C and O atoms of 

the peptide unit,331 and the calculated linear spectra of NEPA in three different solvents 

were in reasonable agreement with the experimental results. They also computed the 

coupling strengths of the amide I and II modes for five helical β-peptide conformers,332,333 

and showed that the coupling strengths for shorter inter-amide distances could not be 

described well by the TDC model. It thus will be useful to obtain NN coupling maps as a 

function of dihedral angles for the β-dipeptides, and including an additional pair of ϕ and ψ 
around the β-carbon in the parameterization.

Researchers have also reported other empirical relationships between the amide I and II 

local mode frequencies and H-bond energy76,78,278:

ωp0, I(II) = ω0
I(II) − δωsolvent

I(II) − δωCO
I(II) − δωNH

I(II)

δωCO
I = − 0.42 cm−1 mol/kJ × EKS

δωNH
I = − 0.96 cm−1 mol/kJ × EKS

δωCO
II = 0.7 cm−1 mol/kJ × EKS

δωNH
II = 2.9 cm−1 mol/kJ × EKS, (106)

where δωCO(NH)
I  and δωCO(NH)

II  are the frequency shifts of the amide I and II modes due to 

the presence of H-bond at the C=O (N–H) group, respectively. The frequency shifts were 

found to be in good correlation with the electrostatic energy of the intramolecularly 

hydrogen-bonded C=O⋯H–N groups, denoted as EKS.279 By matching the model frequency 

shift to the results obtained from quantum mechanical calculations of NMA-water clusters,
334 the correlation coefficients in the above equations were obtained.78,278 In addition to the 
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intramolecular H-bonding effects, if the C=O or N–H group is exposed to solvent, it is 

necessary to consider an additional decrease (increase) of the amide I (II) mode frequency 

due to the effect of solvation (δωsolvent). The latter was empirically included as a constant 

shift of δωsolvent 
I = 10 − 20 cm−1 and δωsolvent 

II = − 5 cm−1 by the Ge group. Such 

semiempirical models have been successfully applied to calculate the 2D IR spectra in the 

amide I region for 310-and α-helical peptides,278 their chain length dependence,76 as well as 

the amide II spectra and their cross-peaks with the amide I modes.78,217

4.6. Nitrile stretch

The nitrile stretching mode at around 2260 cm−1 has the advantage of not overlapping the 

frequency regions of the water bending and stretching modes and is known as an important 

compact IR probe that can be inserted into peptides and proteins to sensitively measure the 

local electrostatic environment of the peptide and protein active sites. Specifically, as the 

nitrile group forms an H-bond with the surrounding water, the stretch mode frequency of the 

molecule undergoes a significant blue shift of ~10 cm−1, and the spectral bandwidth 

increases. Due to the sensitivity of the nitrile stretch mode as a reporter sensing the local 

electric field, this IR probe has been critically used to explore the solvation dynamics as well 

as the protein active-site structures. 2D IR vibrational spectroscopic measurements of the 

CN stretch mode of cyanophenylalanine in the villin headpiece (HP35) protein revealed that 

the solvent-exposed nitrile group exhibited a blue shifting behavior compared to other CN 

groups in the hydrophobic environments. Furthermore, Chung et al.84 showed through 2D IR 

vibrational spectroscopic experiments on the HP35 protein that the spectral diffusion of 

unfolded peptides is much faster than that of folded peptides and is very similar to that of 

PheCN, meaning that the solvent molecules make significant contributions to frequency 

fluctuation and dephasing process the dynamics probed by the CN stretch. Vibrational Stark 

Effect Spectroscopy has been extensively applied to nitrile-incorporated chemical systems 

and measures the local electric field around the IR probe using a vibrational Stark tuning 

rate (see Eq. (64)) of a nitrile of about 0.4 to 1.1 cm−1/(MV/cm). However, the linear Stark 

theory considering only the electric field parallel to the CN bond fails to predict the 

vibrational frequency shift of the nitrile in a strong H-bonding system such as aqueous 

solutions, whereas using six electric field vectors located at two atoms of the CN bond leads 

to a reasonable calculation of the frequency shift in the CH3CN-water solution. Boxer’s 

group, who recently performed IR and NMR spectroscopic measurements, showed that H-

bonding interactions with IR probes should be considered differently compared to 

nonspecific electrostatic interactions.182 The Thielges group has introduced PheCN at 

multiple sites in several proteins for linear and 2D IR spectroscopy, but report limited 

success in applying a linear Stark model.46,87,88 In addition, Gai and coworkers showed that 

the vibrational frequency of the nitrile stretch mode of 5-cyanotryptophan could be 

determined by the linear relationship of the Kamlet-Taft solvent parameters, including 

solvent polarity and H-bonding accepting or donating capability, while the individual 

parameters do not correlate with the nitrile stretching mode frequency. Bredenbeck and 

coworkers335 have shown that the solvatochromic properties of cyanotryptophan depend on 

the position of the nitrile on the ring, with 4-cyanotryptophan being more sensitive to solvent 

polarity then 5-cyanotryptophane. Due to their short CN stretch vibrational lifetime of 1.5 ps 
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or less, however, cyanotryptophans are mainly attractive because they can serve as a 

combined label for linear IR spectroscopy and fluorescence spectroscopy and not so much 

for 2D IR spectroscopy. To take into account the effect of an H-bond between OH group and 

nitrile N atom to the vibrational solvatochromism in an ad hoc manner, Biava et al. modified 

the vibrational Stark effect theory considering two different CN groups, i.e., non-H-bonded 

and H-bonded nitriles.336 They are then treated differently so that the net vibrational 

frequency shift of the CN stretch mode is expressed as a function of the fraction of the H-

bonded species, XHB , i.e.,

Δω = 1 − XHB Δμnon + XHBkHB Ef, s − XHB 1 − XHB Δμnon − kHB ECN−H
+ XHB ω0, HB − ω0, non , (107)

where ω0,non is the unperturbed vibrational frequency, Δμnon the vibrational Stark tuning 

rate, XHB is the mole fraction of the H-bonded nitrile, and Ef,s is the average solvent electric 

field on the CN group, kHB is the vibrational Stark tuning rate for H-bonded species, ω0,HB 

is the zero-field vibrational frequency of H-bonded species, and ECN–H is the effective 

average solvent electric field for H-bonded species. Since this phenomenological model 

involves calculations of the ensemble-averaged solvent electric field from molecular 

dynamics simulations, they can only be used to estimate the average vibrational frequency 

shift, Δω, not fluctuating instantaneous vibrational frequency, δω(t) (see Eq.(10) in Section 

2.2) that is necessary to simulate linear and nonlinear vibrational spectra of molecular 

systems in condensed phases.

The above results and failures in developing a rigorous and systematic theory for vibrational 

solvatochromism of CN stretching vibration in solutions suggest that the vibrational 

solvatochromic frequency shifts of the nitrile stretching mode result from various 

contributions from quadrupole and higher-order multipole terms and non-Coulomb 

interactions in addition to the dipolar term. By employing the Bio-SolEFP method for the 

vibrational frequency shift of the IR probe, Błasiak et al. demonstrated that the nitrile 

stretching frequency shift due to H-bonding interaction with surrounding water molecules is 

determined not only by the contribution of Coulomb interactions but also by the dispersion 

interactions and the exchange-repulsion contributions.40,155 Despite the success of the Bio-

SolEFP method and the modified linear Stark theory to calculate the vibrational frequency 

of the nitrile stretching mode in aqueous solution, a semiempirical approach using 

vibrational frequency maps is still useful in consideration of reasonable computational cost 

and high accuracy in simulating the linear and nonlinear vibrational spectra of nitrile-

inserted chemical systems.

To estimate the solvation-induced vibrational frequency shift of various IR probes such as 

nitrile and thiocyanate quantitatively, and azido moieties, the multivariate linear relationship 

between the IR frequency shift and electrostatic potentials around the IR probe has been 

established. That is, the solvatochromic vibrational mode frequency shift of the IR probe is 

assumed to be described by electrochromic relationships involving electric field or 

electrostatic potential evaluated at various points within the IR probe. For instance, the 

simplest map of this kind is the dipolar map that can be recast in the following form,183,337
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Δω = ∑
i

C ⋅ EC + N ⋅ EN , (108)

where EX denotes the electric field at the X atom of CN, and C and N are the vectorial 

parameters. Another frequency map is the so-called antenna model for the vibrational 

solvatochromism, where the frequency shift in wavenumber is described as a sum of 

products of vibrational solvatochromic charge and solvent electric potential at the interaction 

site of the solute molecule, i.e.,

δv = ∑
a = 1

n
laϕa

water . (109)

Here, ϕa
water and la are the Coulomb electrostatic potential created from water molecules at 

the ath site of the IR probe group and the vibrational solvatochromic charge at the site, 

respectively. The C≡N group has two different H-bonding interactions with neighboring 

water molecules, one is the H-bonding interaction between the lone pair orbital of the 

nitrogen atom and a hydrogen atom of a water molecule (σ-H-bonding), and the other is the 

H-bonding interaction between the CN π-orbitals and a hydrogen atom of a water molecule 

(π-H-bonding). In a previous study to describe the vibrational frequency shift of the nitrile 

stretch mode, a solvatochromic dipole vector model was employed, but the use of only the 

dipole interaction term is inappropriate for describing these complicated two interactions 

including the σ-H-bonding causing the blue-shifting behavior of the CN stretch mode and 

the π-H-bonding inducing the red-shift of the frequency.

A crucial step in evaluating the solvatochromic frequency shift arising from these two 

competing interactions is to introduce a set of distributed interaction sites around the IR 

probe and determine the solvatochromic charges using quantum chemical calculations. In 

the case of MeCN in Figure 13, a total of 20 sites are considered describing the lone pair of 

the N atom and the CN π bonding orbitals where the number of independent coefficients is 5 

because of the charge neutrality condition, that is, ∑a = 1
n la = 0.

The solvatochromic charges la were determined by a multivariate least-squares fitting 

procedure by performing DFT calculations on numerous CH3CN-water complexes and the 

vibrational frequency shifts obtained from Eq. (109) were found to be in good agreement 

with the results of DFT calculations in Figure 13(a). By performing MD simulations for an 

aqueous MeCN solution, the time-varying frequency shift of the CN stretch mode was 

evaluated from the MD trajectory using Eq. (109). The average CN frequency shift is 9.0 cm
−1, indicating a blue-shift, which is consistent with the experimental result of 7.9 cm−1 

compared to the gas phase frequency and mainly resulted from the σ-H-bonding interaction 

between CN and water. The numerically simulated IR spectrum using the Fourier transform 

procedure was found to be consistent with the experimentally measured band shape (Figure 

13(b)). Thus, the hybrid method using the frequency map and MD simulations is confirmed 

to be useful for obtaining information on the structures and dynamics near the IR probe in 

proteins.
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Another approach to incorporating the two competing interactions is to take both the 

electrostatic potentials and the electric fields on the atomic sites in the electrostatic 

frequency map.239,338 It has been shown that the frequency blue-shift of the nitrile CN 

stretch due to σ-H-bonding arises from the spatially inhomogeneous nature of the 

electrostatic environment generated by the H-bond donating group (such as the OH group in 

water).338 The vector component, representing the vibrational response to the electric field 

on the nitrile N atom, is responsible for the blue-shift due to the σ-H-bonding (with a large 

electric field on the N atom along the CN bond direction), which is counteracted by the 

scalar component, representing the vibrational response to the electrostatic potential, which 

is effective in both the σ- and π-H-bonding and lowers the frequency (Note that the electric 

field on the N atom along the CN bond direction is smaller in π-H-bonding). The difference 

between the cases of the uniform electric field (employed in the vibrational Stark effect 

experiment) and the H-bonding environment is the uniform/non-uniform nature of the local 

electric field, which causes a change in the relative weights of the vibrational response 

parameters on the nitrile N and C atoms in calculating the frequency shifts.

4.7. Thiocyanato stretch

The vibrational properties of thiocyanato stretch mode are quite similar to that of the nitrile 

mode in that the SCN frequency shift and band shape depend on the extent of exposure to 

surrounding water molecules. Quantum chemistry calculations on various CH3SCN-water 

complexes were performed to determine the solvatochromic charge parameters la of MeSCN 

in Eq. (109). A total of 21 sites were considered for MeSCN (Figure 14), where the number 

of independent coefficients to be determined is just six. The vibrational frequency shifts 

calculated with Eq. (109) with pre-determined solvatochromic charges, la, are found to be in 

excellent agreement with the DFT calculation results (Figure 14(a)). The average frequency 

shift of thiocyanato stretch mode calculated with Eq. (109) and MD trajectory is 1.9 cm−1 

for MeSCN, and it is close to the experimental result of 5.5 cm−1. The main contribution 

results from the linear H-bond between the N atom of SCN and the H atom of water. The 

numerically simulated IR spectrum was shown to be in good agreement with the 

experimentally measured spectrum (see Figure 14(b)).

Maienschein-Cline and Londergan investigated the IR absorption spectra of methyl 

thiocyanate in various solvent environments and showed that SCN stretch mode could be 

used as an excellent reporter for specific H-bonding and local dynamics around the IR probe 

by observing the temperature dependence of the peak position and shape of the SCN stretch 

mode.339 A later solvatochromic study showed that the peak position depends on not only 

the H-bonding but also solvent polarity.48,340 While H-bonding causes a blue-shift, 

increasing polarity leads to a red-shift. Consequently, the two effects can compensate each 

other. For example, the SCN band in the nonpolar and aprotic perchloroethylene has almost 

the same wavenumber as in the polar and protic water. Methyl thiocyanate lifetimes of up to 

150 ps have been observed, rendering the SCN stretch a very interesting label for probing 

protein dynamics by 2D IR despite its low transition dipole moment. Furthermore, 

cyanylation of cysteine in the target protein enables the site-specific insertion of the label 

without synthesizing the entire protein. Various processes in proteins have been studied by 

observing the change of the vibrational frequency in the SCN stretch mode, such as inhibitor 
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binding to an enzyme in the case of ketosteroid isomerase,341 or conformational changes 

during the photocycle of the photoreceptor PYP.342 Londergan and his coworkers employed 

cyanylated cysteine incorporated to a peptide of calmodulin (CaM)-binding domain to 

examine the binding affinity of CaM to the target protein of skeletal muscle myosin light 

chain kinase and showed the use of SCN probe allows monitoring of site-specific changes in 

the CaM-peptide complex without any perturbation.47 Recently, Bredenbeck and his 

coworkers performed time-resolved 2D IR spectroscopic measurements of the SCN stretch 

mode of cyanylated cysteine in the bovine hemoglobin protein and demonstrated that the 

isotope-labeled S13C15N incorporated into protein could be critically used as a reporter for 

probing local structural dynamics around the IR probe.48 More recently, it was shown that 

the vibrational lifetime of the SCN label, incorporated into the photoreceptor protein PYP, is 

a very reliable probe for bulk solvent exposure. As the lifetime notably differs between H2O 

and D2O buffer for a solvent-exposed label, comparison of the lifetimes in H2O and D2O 

measurements allows determination of the solvent accessibility of the SCN label in proteins.
343 Schmidt-Engler et al. showed that the long vibrational lifetime of the -SCN label in 

proteins allows for tracking spectral diffusion up to 120 ps in 2D IR spectra and applied the 

label to look at ion- and ligand-binding in calmodulin.89

In addition to various experimental measurements on SCN stretch mode, there have been 

theoretical attempts to establish a relationship between electric field nearby IR probe and the 

vibrational frequency shift based on the linear vibrational Stark theory. To overcome the 

inability of the vibrational Stark effect to predict the SCN stretch mode frequency in an H-

bonding system, Bagchi and his coworkers showed the correlation of the local electrostatic 

field around the IR probe with the SCN frequency in various solvents, taking into account 

specific H-bonding interactions and nonspecific electrostatic interactions differently.344 

Furthermore, using QM/MM MD simulation with reparametrized PM3 potential, Layfield 

and Hammes-Schiffer successfully described the vibrational line shape of the SCN group 

inserted to protein active site.345 However, this semiempirical approach has difficulties in 

transferring force field parameters to various chemical systems, Błasiak et al. recently 

developed an effective fragment potential approach taking into account the contribution of 

dispersion and exchange repulsion to SCN stretch mode frequency calculation, as well as 

electrostatic contribution. The combination of QM/MM MD and the SolEFP approach was 

shown to successfully reproduce the vibrational spectrum of the SCN group incorporated 

into the target peptide of the CaM-peptide complex while QM/MM calculation without the 

SolEFP method fails in predicting the experimental result.203 Although the semi-

experimental approach using a vibration frequency map is based on electrostatic interaction 

between the IR probe and the adjacent environment without considering dispersion and 

exchange repulsion, multivariate least-squares fitting analysis of Eq. (94) on the DFT results 

works well when simulating the vibration spectrum of the SCN stretch mode in various 

chemical systems.

The solvatochromic charge model with distributed interaction sites have also been applied to 

SCN− anion346 and 2-nitro-5-thiocyanate benzoic acid (NTBA) in water49 by Tominaga and 

co-workers. The SCN frequency shifts are described by using 28 and 35 interaction sites for 

SCN− and NTBA, respectively. The solvatochromic charge model can reproduce 

experimental blue shifts of the SCN frequencies of SCN− and NTBA in water. It was found 
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that the calculated FFCFs of SCN− and NTBA in water are fitted by a double exponential 

function and that the slow component with the time scale of ~1 ps arises from the H-bond 

network rearrangements around the solute molecules. By examining the spatially-resolved 

SCN frequency fluctuation, Okuda et al., showed that the SCN frequency fluctuation of SCN
− is mainly determined by water molecules in the first hydration shell, i.e., within ~3.5 Å 

from the SCN− molecule, whereas that of NTBA is affected by water molecules in more 

extended region, i.e., within ~7 Å from the NTBA molecule.

4.8. Selenothiocyanato stretch

CN stretch mode in SeCN group is a valuable IR probe because it has a significantly longer 

vibrational lifetime as compared to the CN stretch modes in SCN or CN groups.347 Yet, it is 

similarly sensitive to the environment as all other nitrile-containing groups. The 

electrochromic map developed by Yamada, Thompson, and Fayer for SeCN− anion was used 

to study the dynamics of the H-bonding network in water.348 In their map, they addressed 

not only the vibrational frequency corresponding to the fundamental transition but also the 

first vibrational excited state absorption frequency, transition dipole moment derivative of 

the fundamental transition as well as the anharmonicity constants. In their map, the 

magnitude of the solvent electric field along the SeCN− molecular axis evaluated on the 

carbon atom, EC, is assumed to be the sole perturbation inducing changes in the vibrational 

properties, i.e.,

x = Ax + BxEC (110)

where x is one of the vibrational spectroscopic quantities, and Ax and Bx are the fit 

parameters. Considering various SeCN−-(D2O)n clusters sampled from MD trajectories and 

carrying out DFT calculations at B3LYP/aug-cc-pVDZ level, they constructed a set of data 

for obtaining the optimized parameters. To better describe the long-range intermolecular 

interaction effect on the vibrational solvatochromism of SeCN− while preserving 

computational efficiency, the first nine nearest water molecules relative to the anion’s center 

of mass are treated quantum mechanically at the DFT level, whereas the other water 

molecules beyond the cutoff distance of 10 Å from the center of mass of SeCN− are 

represented by the corresponding atomic point charges. The linear relationships between the 

electric field and spectroscopic properties are used to calculate the 1D and 2D IR spectra for 

the sake of comparisons with their experimental results. Furthermore, their model was found 

to be useful for explaining the anisotropy decay of the IR PP signal and the time-dependent 

decay of the CLS of SeCN− in D2O. They argue that SeCN− is an excellent IR probe to 

study the H-bond reorganization dynamics even though it is not a neutral molecule, and its 

size is large as compared to the OD stretch of HOD that has been used routinely in various 

studies of water H-bonding network structure and dynamics.

4.9. Azido stretch

The azido-incorporated amino acids have been applied to study different conformational 

states of the rhodopsin and to investigate the structural change in the protein folding-

unfolding process through monitoring the peak position and lineshape of azido stretch mode. 

Genetically incorporating p-azido-phenylalanine into CaM protein, Creon et al. showed that 
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azido stretch mode is a sensitive IR probe for investigating the electrostatic environment 

around the azido group in the CaM-CaM binding domain complex.349 Performing 2D IR 

spectroscopic measurements on azido stretch mode with the incorporation of azido group 

into the specific residue of protein, Fayer and his coworkers demonstrated that the N3 IR 

probe is of critical use for probing protein dynamics in MbCO active site by analyzing FFCF 

extracted from 2D IR measurements.350 Interpretation of the dynamic line shape of aromatic 

azides, such as p-azido-phenylalanine can be complicated by Fermi resonance.351–353 

However, the azido stretch mode has an increased sensitivity advantage over other IR probes 

such as the −CN and −SCN groups due to its large transition dipole moment, which makes it 

the probe of choice for vibrational energy transfer experiments in proteins.354 To describe 

the vibrational absorption spectrum of the azido stretch mode, the semiempirical approach 

was successfully used in terms of the electrostatic potential at distributed sites, while the 

vibrational Stark theory does not work correctly due to the significant contribution of 

quadrupole term to the solvatochromic frequency shift. The distributed interaction site 

model for azido stretch mode is shown in Figure 15, where 29 sites serve as an antenna 

sensing the local electrostatic potential around the IR probe.232 The azido stretch mode 

frequency is predicted with Eq. (94), where the bjk coefficients are determined by using 

multivariate least square fitting method and quantum mechanical calculations for various 

methyl azide-water complexes.

The semiempirical approach of describing the frequency shift of the azido stretch mode was 

used to examine the electrostatic environment of the azidohomoalanine-incorporated NTL9 

protein that is the N-terminal domain of the ribosome protein. Taskent-Sezgin et al.355 

measured the IR spectra of two mutants of NTL9, Met1Aha, and NTL9-Ile4Aha. The 

showed that the azido IR probes in the two mutants are exposed to different local 

electrostatic environments, that is, hydrophobic pocket (Figure 16(a)) and solvent water 

(Figure 16(b)). Quantitative analyses of the IR spectra for these two mutants were made by 

performing QM/MM MD simulations of aqueous NTL9 mutant solutions and estimating the 

fluctuating frequency shift of the azido stretch mode with Eq. (94).236 For the azido 

frequency shift of Met1Aha, the contribution from the peptide backbone is 12.5 cm−1, and 

this strong blue shift results from the electrostatic interaction of carbonyl oxygen atom of 

Met1 with middle N-atom of azido group (see the inset of Figure 16(c)). Surrounding water 

molecules cause a red-shift of −6.9 cm−1, indicating that the presence of hydrophobic pocket 

in Met1Aha prevents water molecules from making linear H-bonds with the azido group. 

Since the azido group of Ile4Aha in Figure 16(b) is fully exposed to the solvent, water 

molecules can form a linear H-bonding interaction with the terminal N-atom of N3 and 

causes a large blue shift of 8.4 cm−1 whereas the contribution of neighboring peptides is 

relatively small, exhibiting a blue-shift of 1.3 cm−1. Although the total frequency shift 

difference of about 4 cm−1 in the N3 mode between Met1Aha and Ile4Aha is smaller than 

that of the experimentally measured value of 11 cm−1, the blue-shifting pattern is reproduced 

by considering two contributions from water and neighboring peptide backbone atoms. The 

calculated spectral lineshapes of the azido stretch mode for both mutants were found to be 

consistent with the experimental results (Figures 16(c) and 16(d)). In short, the combination 

of QM/MM MD with vibrational frequency maps is successful in reproducing the IR 
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spectrum of azido-homoalanine and in extracting the critical information on the native 

protein structure and the solvent effect on the IR probe.

More recently, Zanobini et al.50 employed the frequency map developed by Choi et al. to 

estimate vibrational frequency shifts caused by changes in the electrostatic environment of 

the azidohomoalanine (Aha) incorporated in the vicinity of the binding groove of the PDZ2 

domain in the study of protein-ligand interactions of the K38Aha mutant of apo-PDZ2.

4.10. Carbonmonoxy stretch

When CO is bound to a heme group in proteins, the CO stretch transition dipole moment is 

enhanced; the vibrational Stark tuning rate of the CO stretch mode for CO bound to a heme 

group was estimated to be 2.4/f cm−1/(MV/cm−1) with the local field correction factor f. In 

contrast, the free CO in an organic solvent solution has a smaller value of ~0.7 / f cm
−1/(MV/cm1).356 Thus, the CO stretch mode of proteins containing heme groups such as 

myoglobin and hemoglobin can be used as an excellent IR probe to study the electrostatic 

environment in the protein active sites. When CO binds to the heme of myoglobin, the CO 

stretch mode shows two distinct peaks in the vibrational absorption spectrum, which were 

assigned to the vibrational sub-state of A1 at ~1944 cm−1 and to A3 at ~1932 cm−1. 

Recently, the Fayer group performed linear and 2D IR spectroscopic measurements of the 

wild-type and double mutant, T67R/S92D, myoglobins, where such site-specific mutations 

significantly enhance the catalytic activity of peroxidase compared to wild-type myoglobin. 

They found that the chemical exchange rates between the conformational states of A1 and 

A3 are substantially different from each other. Upon visible light illumination, CO is cleaved 

from the heme iron and populates the so-called docking state in the vicinity of the heme 

within a few picoseconds, producing the so-called B-states in the IR spectrum.357 Using 

triggered 2D-IR exchange spectroscopy, Bredenbeck et al.93 established the relationships 

between the bound states A1 and A3 and the different B states at the docking site, which 

have been the target of detailed theoretical investigations as well.

Along with numerous experimental works of vibrational spectroscopic measurements to 

explore the active site structures and dynamics of CO-bound heme proteins, theoretical 

attempts have been made to simulate the CO stretch spectra of MbCO and to directly 

compare them with the experimental data, both, for the heme-bound CO in the A-states and 

the CO at the docking site (B-states). To describe the vibrational spectrum of the CO stretch 

mode in the CO bound heme associated with the B1 and B2 states corresponding to the two 

orientations of CO at the docking site, that is, CO pointing either with its O or C atom 

towards its former binding site of the Fe atom, respectively, Anselmi et al. carried out MD 

simulations of CO-bound Mb and numerically simulated the CO stretch IR spectrum of the 

CO ligand within the distal heme pocket using the perturbed matrix method to describe the 

vibrationally excited states of a given molecule. In direct comparison with the experimental 

vibrational spectra of the CO stretch mode of the complex of heme and CO, the simulated 

CO stretch IR spectrum exhibits two distinct peaks that are assigned to the vibrational 

spectroscopic states of B1 and B2,358 confirming the assignment proposed by Lim et al.357 

Recently, to describe the vibrational frequency shift of the CO stretch mode caused by 

swapping the CO orientation in the docking site, Wang et al. successfully described the CO 
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stretch IR spectrum associated with the B1 and B2 states with a match between the 

theoretical result of 13.1 cm−1 and the experimentally measured value of 11.5 cm−1.359 On 

the other hand, to estimate the vibrational frequency shift of the CO stretch mode in the A-

states, where CO is bound to the iron atom, in consideration of the H-bonding interaction 

between the oxygen atom of CO and the hydrogen atom of the neighboring His 64 residue, 

the semiempirical approach of Eq. (94) was used with the treatment of electrostatic potential 

generated from water solvents and neighboring peptides.360 The distributed solvatochromic 

charge model was used to estimate the CO stretch frequency shift of MbCO, reflecting the 

change in the electrostatic potential on the CO ligand. Note that the IR probe is not an 

isolated CO but is the CO-heme complex, where the CO ligand forms a strong d-π* back 

bonding interaction with the iron atom. Since the heme pocket contains not only water but 

also various residues such as arginine and histidine, DFT calculations were performed on 

various heme-CO complexes to determine the solvatochromic charge parameters la in Eq. 

(94). As can be seen in Figure 17, the VSM model for predicting the CO stretch frequency 

shift is suitable for reproducing the DFT calculation results. Using the MD simulation and 

the multivariate equation with Eq. (94), the numerically simulated IR spectra of the two 

mutants are shown to be consistent with those of the experiments (Figure 18). The relative 

decrease in the A3 peak intensity in the double mutant could be attributed to the rotational 

restriction of the imidazole ring and an increase in the H-bonding interaction of the CO 

ligand with the Nε-H of imidazole.

By calculating the nonlinear response functions directly, Choi et al. obtain numerically 

simulated 2D IR spectra of the double mutant T67R/S92D, which appear to be significantly 

different from that of the wild-type MbCO.

In addition to CO, nitric oxide (NO) and the cyanide anion (CN−) also work as ligands to the 

heme and are sensitive to the electrostatic environment around them.179,361 Electrostatic 

frequency maps that encompass both the dipolar solvation cases and the hydrogen-bonding 

cases (with rather uniform and significantly non-uniform electric field environment, 

respectively) have been developed for the heme (FeII)…CO, heme (FeII)…CN−, and heme 

(FeIII)…CN− complexes, which have been shown to demonstrate rather linear dependence of 

the stretching frequency to the electric field.238,362

4.11. Ester carbonyl stretch

Ester carbonyls are intrinsic probes of biological membranes and are also common features 

in industrial biofuels and surfactants. In lipid membranes, ester carbonyls are positioned 

precisely at the ~1 nm interface between hydrophobic and hydrophilic regions, making them 

ideal reporters of interfacial hydration, heterogeneity, and water penetration into the lipid 

bilayer.363,364 The spectral properties of ester carbonyls are similar to the amide I vibrations 

in amino acids; however, vibrational maps of these modes have only been developed 

recently.

Ester carbonyls are especially useful reporters of hydrogen-bonding in protic solvents such 

as aqueous solutions. The ester C=O frequency exhibits an approximate red-shift of 15 cm−1 

per hydrogen bond, similar to amides.365 Gai and coworkers measured the center 

frequencies of methyl acetate and methyl propionate in different solvents and found a simple 
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Stark shift with a tuning rate of 1.3 cm−1/(MV/cm).51 Building on this work, Baiz and 

coworkers developed an electric-field map that semi-quantitatively reproduces the 

absorption lineshapes of ethyl acetate in eight different solvents spanning a wide polarity 

range.366 This electrostatic map consists of six electric field parameters computed at the 

positions of the three atoms that compose the ester group, O-C=O.

The parameters were directly optimized against the experiment by minimizing the 

differences between calculated and measured absorption spectra in eight common solvents. 

Combining the Baiz frequency map and MD simulations, Yu and Shi have simulated the IR 

absorption spectra of [6,6]-phenyl-C61-butyric acid methyl ester, an organic semiconducting 

material widely used in photovoltaic devices, in a set of organic solvents and revealed how 

its solvatochromic shifts arise from specific interactions between the ester carbonyl group 

and the solvent molecules.367 More recently, Wang and coworkers have applied this 

combined approach to study the structure, dynamics, and IR spectra of omega-3 fatty acids 

that are widely used in dietary supplements. These calculations elucidate the packing and 

dynamical fluctuations of these polyunsaturated fatty acids in the liquid phase and uncover 

how the conformations and intermolecular interactions of these molecules result in distinct 

IR spectral features of their ethyl esters and triglycerides.368

Despite the success of the Baiz frequency map, one outstanding challenge is that its 

parameterization against the experiment relies on the MD simulations sampling the correct 

H-bond ensemble populations; as such, force fields are usually modified to produce accurate 

H-bond populations prior to parameterizing the maps. Alternatively, when peaks are well-

separated, individual H-bond populations can be treated independently in the simulation and 

experiment. Figure 19 shows the performance of the map in which the average frequencies 

of individual H-bond populations in protic solvents are plotted.

To overcome this problem, Zhuang and coworkers have parameterized an ab initio map for 

methyl acetate.369 This map contains 20 parameters, which include electrostatic potential, 

electric fields and gradients at the C, and terminal and bridging O sites. Together these 

models have become useful in mapping the frequency-frequency correlation functions of 

carbonyls in interfacial environments, producing frequency fluctuation correlation functions 

that are a near-quantitative agreement with experiments.370

Using 2D IR spectroscopy, Chutonov and coworkers recently observed H-bond-dependent 

Fermi resonances induced by intermolecular interactions.371 These effects are most 

prevalent in small molecules, such as methyl acetate, but are lifted in larger molecules. Thus, 

future parameterizations must account for potential Fermi resonances to more accurately 

predict the H-bond populations of ester carbonyls in protic solvents.

4.12. Carbonate carbonyl stretch

Carbonyl stretch mode in amide, ester, and ketone compounds has a very large transition 

dipole moment, and its frequency appears to be highly sensitive to local H-bonding 

interaction with H-bond donating solvent molecules in solutions or neighboring peptide 

residues in proteins. Therefore, modeling the C=O stretch frequency maps has been an 

important research subject in the field. Recently, the C=O stretch mode of carbonate 
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attracted a great deal of attention because a variety of carbonate molecules have been used in 

the electrolytes of lithium-ion batteries (LIB) that are commercially available and used 

extensively in portable electronic devices, electric cars, and mobile vehicles. However, still, 

the relationship between microscopic solvent dynamics and macroscopic ion conductivity in 

carbonate electrolytes with a high concentration of lithium-ion has not been elucidated yet.

Improving the performance of LIB requires understanding the lithium-ion mobility 

mechanism in mixed carbonate solutions.372 Linear and cyclic carbonates are usually used 

as a mixture for the electrolyte in LIB, and they are assumed to have different roles. More 

specifically, cyclic carbonates such as propylene carbonate (PC) and ethylene carbonate 

(EC) have larger dipole moments and more polar than linear carbonates. Therefore, those 

cyclic carbonates have been used as the principal solvent dissolving and solvating lithium 

ions, and they tend to hinder any formation of ion pairs between lithium cation and counter 

anions. In contrast, the linear carbonates like diethyl carbonate (DEC) and dimethyl 

carbonate (DMC) act as a medium facilitating the transport of ion-solvent complexes, e.g., 

lithium-ion solvated by mainly cyclic carbonates. This hypothesis about the different roles of 

the cyclic and linear carbonates has been considered to be reasonable because of the 

differences in their polarities and viscosities. However, recent linear and 2D IR experiments 

of the carbonyl stretch mode of carbonates in LiPF6/carbonate solutions revealed interesting 

structure and dynamics of lithium ion-solvent complexation in linear and cyclic carbonate 

solvents.101,373–377 To extract quantitative information about the solvation structure and 

chemical exchange dynamics from the experimental results, it is necessary to numerically 

simulate the steady-state and time-resolved IR spectra using the vibrational frequency map 

of the carbonate CO stretching mode and carrying out numerical calculation of the 

vibrational Schrödinger equation.110 Liang et al.375 employed the electric field vectors 

located at the carbonate group to estimate the time-varying frequency and transition dipole 

moment, which were then used to simulate the carbonyl stretch IR spectra and the time-

resolved 2D IR spectra of various lithium salt/carbonate solutions. They showed that the 

increasing cross-peak in the 2D IR spectra mainly originates from the chemical exchange 

process between free carbonate and lithium-ion bound carbonate molecules in the LiPF6/

carbonate solutions. Also, by examining the waiting-time dependent 2D IR spectra, the 

solvation dynamics associated with the formation and dissociation process of the lithium-

ion-carbonate378 complexes were found to be faster in cyclic carbonate solvent compared to 

the linear carbonate solvent.375 This is an excellent example showing that the marriage of 

vibrational frequency maps of critical IR probe modes and the state-of-the-art 2D IR 

spectroscopic techniques is capable of providing unique piece of information about the 

detailed ultrafast solvent dynamics as well as the specific roles of different carbonate 

molecules in LIB electrolytes containing a mixture of both cyclic and linear carbonate 

solvents.

4.13. Water OH and OD stretch modes: Frequency map, non-Condon effect, and 
anharmonicity

Spectroscopic maps have been considered essential tools for understanding the IR 

absorption and 2D IR spectroscopy of liquid water. The first IR photon echo experiments on 

the OH stretch vibration of HOD in D2O were reported by Stenger et al.379–381 and 
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Yeremenko et al.382 Tokmakoff and coworkers reported the measurement of the spectral 

diffusion dynamics of the OH stretch of dilute HOD in D2O.104 Soon thereafter, Fayer and 

coworkers reported the same for dilute HOD in H2O.383,384 The experimental and 

theoretical advantage of studying HOD in D2O is to isolate the OH stretch vibrational 

frequency of the HOD solute from the myriad of OD stretches in surrounding D2O solvent. 

Studies of HOD in H2O isolate the OH stretch of HOD. In their study of HOD in D2O, 

Fecko et al. assumed that the shift of the OH stretch vibrational frequency of HOD from its 

value in the gas-phase could be modeled as a linear Stark effect, where the electric field 

along the OH bond of HOD was computed from a classical MD simulation, and the Stark 

tuning rate was calculated with first-order perturbation theory.104 Similar perturbative 

approaches were utilized previously by Hynes and coworkers385 and by Lawrence and 

Skinner.386 However, the formula employed by Fecko et al. to compute the OH stretch 

vibrational frequencies of HOD was, in essence, a spectroscopic map that assumed a causal 

relationship between the value of the electric field from the solvent and the vibrational 

frequency. Calculations of the normalized frequency correlation function of the OH stretch 

of HOD in D2O were in good agreement with experiment with a long-time decay (600 fs) 

that was about a factor of two faster than in the experiment. Later, the discrepancy between 

the calculated long-time frequency fluctuation dynamics with the experiment was found to 

be typical of nonpolarizable water models.387,388

In 2004, Corcelli, Lawrence, and Skinner developed the first empirical DFT-based 

spectroscopic map for the OH and OD vibrations of dilute HOD in water.66 Their approach 

was to harvest 100 statistically independent clusters from an MD simulation containing 

HOD with 4 – 9 water molecules. The OH or OD stretch vibrational frequency of interest 

was calculated by first computing the one-dimensional potential energy curve moving only 

the H or D atom along its OH or OD bond. The potential energy curve was then fit to a 

Morse oscillator whose fully-anharmonic vibrational frequencies are known analytically. 

The 100 vibrational frequencies were fit to a linear function of the electric field due to the 

solvent projected along the OH or OD bond. The spectroscopic map developed by Skinner 

and coworkers did not assume a causal relationship between the electric field and vibrational 

frequency. Instead, the map exploited the electric field as a descriptor of the solvent 

environment that correlates with the vibrational frequency of the OH or OD stretch of 

interest.

In later studies by Skinner and coworkers, the approach for developing spectroscopic maps 

for the OH and OD vibrations of HOD was refined. Vibrational frequencies were computed 

from the one-dimensional potential energy curves with the more efficient and accurate 

Colbert-Miller discrete variable representation (DVR)389 method. Collecting more snapshots 

from the MD simulations for DFT analysis showed that the vibrational frequencies were 

better correlated to a quadratic function of the electric field.390 Alternate strategies for 

constructing OH and OD frequency maps were developed by other groups. For example, 

Mukamel and coworkers developed a map using electronic structure calculations of HOD in 

uniform and spatially varying electric fields.130,227,391 The resulting map required the 

electric field and its gradients from an MD simulation at the atomic sites of the HOD 

molecule. OH and OD frequency maps have been applied to water in a variety of contexts, 

for example, aqueous electrolyte solutions,392 as a solute in ionic liquids,393 air-water 
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interfaces,394–400 gas-phase water clusters,401,402 near lipid bilayers,403–407 in reverse 

micelles,408,409 and ice.378,410–412 The transferability of the maps is noteworthy. Figure 20 

shows that the same spectroscopic map can be used to describe the OH vibrational frequency 

and anharmonicity for HOD isolated in the gas-phase, embedded in a water hexamer at 80 

K, in liquid water, in ice Ih at 100 K, and at the vacuum/water interface.413 In 2019, Skinner 

and coworkers utilized a machine learning approach, whereby a neural network is trained on 

DFT-computed vibrational frequencies, to study the vibrational spectroscopy of HOD in 

water.414

In 2005, Skinner and coworkers reported on the importance of non-Condon effects in 

describing the vibrational spectroscopy of HOD in water.68,415 Non-Condon effects refer to 

the dependence of the transition dipole moment of vibration on its solvation environment. 

These studies found that the transition dipole moment of the OH or OD vibration of HOD in 

water can vary by a factor of five across its IR absorption band.415 High frequency OH 

vibrations were found to have small transition dipole moments, whereas lower frequency 

vibrations have large transition dipole moments. Remarkably, the magnitude of the transition 

dipole moment is linearly related to the electric field along the OH bond.390,415 Because the 

IR absorption depends on the transition dipole moment squared, the non-Condon effects 

have profound implications for the calculation of the IR absorption line shape. In contrast, 

the transition polarizability, which is relevant for Raman spectroscopy, does not display 

significant non-Condon effects. Corcelli and Skinner showed that the differences in non-

Condon effects are directly related to the differences in the IR and Raman spectra of HOD in 

water.415 Schmidt, et al. showed that the non-Condon effects play a significant role in the 

calculation and interpretation of 2D IR spectra, which depend on the fourth power of the 

transition dipole moment.68

The spectroscopic maps for the OH and OD vibrations of HOD in water are a starting point 

for understanding the vibrational spectroscopy of liquid water. The complication of moving 

from HOD to pure water is that the nearly resonant OH vibrations can couple.416–418 Auer 

and Skinner developed maps for both the intra- and intermolecular coupling of OH 

vibrations in water. These maps facilitated the theoretical study of the vibrational 

spectroscopy of water.419 They also formed a basis to study the SFG spectroscopy of the 

vacuum/water interface of liquid water.395–398,400 Several groups have developed causal 

spectroscopic maps for OH vibrational frequencies, transition moments, and couplings in 

liquid water. Utilizing the work of Hush and Reimers on describing the vibrational Stark 

effect,172 in 2006, Torii investigated the vibrational spectroscopy of water, including the role 

of coupling but without incorporating non-Condon effects, although the paper did 

acknowledge that such effects might be relevant.420 In 2013, Choi and Cho utilized an HMR 

approach to describe the frequencies, transition dipole moments, and coupling constants of 

OH vibrations in water in terms of the local environment and electrostatics.421

Isotopically diluted OH or OD stretch modes are vastly used as perfect sensors of the local 

environment to study the dynamics of the H-bond network in aqueous systems including 

liquid water, ice, and heterogeneous systems such as hydrated lipid multi-bilayers.413 Due to 

the fact that the OH (OD) stretch mode is highly anharmonic, the vibrational frequency 

maps need to parameterize the changes of anharmonicity due to the molecular surroundings. 
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The first group of vibrational maps, developed by Skinner group, are effectively 

electrochromic and choose only a single collective variable – electric field evaluated at the 

location of the water hydrogen atom along the direction of the OH (OD) bond.
378,400,404,410,411,419,422 For each configuration of water molecules, the electric field is 

computed from the point charges utilized in the molecular dynamics forcefield. The 

quadratic form of the fitting functional is usually chosen according to

x = Ax + BxEO/D + CxEO/D
2 (111)

where x can be the absorption frequency ωnm, dipole moment derivative with respect to the 

OH (OD) normal coordinate μ′, position matrix elements xmn ≡ m Q − QOH/OD, eq n or 

momentum matrix elements pmn ≡ m P − POH/OD, eq n. It was reported that the higher-order 

polynomial functionals do not improve the performance of the vibrational maps for OH/OD 

stretch mode. In most of the applications, only the fundamental and first excited state 

absorption transitions are considered. To fit the parameters Ax, Bx, and Cx, one can follow 

the standard procedure based on collecting anharmonic analysis results from small 

molecular clusters at the DFT level and performing the least-squares multivariate analysis. 

Another approach was used based on adjusting to the correct distribution of DFT 

frequencies, p(ω), given the distribution of electric fields p(E) in the liquid-state simulation, 

i.e.,410

∫
ω(E)

∞

p ω′ dω′ = ∫
−∞

E

p E′ dE′ (112)

referred sometimes as the ‘cumulative vibrational mapping. For this, standard water 

forcefields such as SPC/E390,419 and TIP4P378,410 were used to run MD simulations and 

generate the ensemble of configurations and distributions of the electric field. Intramolecular 

coupling matrix elements were also parameterized according to the functional form,378,411

ωjk
intra = a + b EOH /OD, j − EOH /OD, k x01, jx01, k + cp01, jp01, k (113)

where the j and k indices refer to the coupled vibrational chromophores, and a, b and c are 

adjustable parameters.

Another class of vibrational solvatochromism maps was developed by Tokmakoff and 

coworkers423 that is applicable for OH/OD stretches with much larger anharmonicity such as 

excess proton in hydronium cations. They initially maintained the electrochromic form of 

the map for the dipole moment derivatives (with the quadratic functional of the electric field) 

but used the solvation coordinate as a conjugate perturbation to describe the vibrational 

transition frequencies, i.e.,

ωmn = A ΔEDFT
4 + B ΔEDFT

3 + C ΔEDFT
2 + D ΔEDFT + E, (114)
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where ΔE is defined as the difference in potential energy at appropriately selected two 

reference points along the OH bond. They also found that correlating the dipole derivatives 

with the transition frequencies

μmn = aωnm3 + bωnm2 + cωmn + d (115)

results in better agreement with the benchmark DFT data, as compared to the electrochromic 

maps. In order to translate the DFT solvation energy onto the molecular mechanics level, the 

auxiliary mapping was established as

ΔEDFT = a′ΔEEVB + b′, (116)

where ΔEEVB is the solvation energy from the multi-state empirical valence bond (MS-EVB) 

simulation,105 computed as the difference between the EVB potential energy of solvated 

hydronium ion with OH bond length set to be 1.0 Å (equilibrium bond length in bulk water) 

and that with OH bond length set to be 1.4 Å (position of the second minimum of the 

double-well potential of D2O⋯H⋯OD2 complex). The benchmark data for parameterizing 

the maps were obtained from the database of the MS-EVB water clusters analyzed by using 

the B3LYP/6–311++G** method and concomitant anharmonic analysis yielding the 

reference transition frequencies and dipole moment derivatives up until the 4th vibrational 

excited state. The simulated excess proton spectral response of OH stretch in bulk D2O 

qualitatively captures the experimental features for isotopically dilute excess protons. The 

model was also used to decompose IR spectra into contributions from different aqueous 

proton configurations.

4.14. Strongly correlated OH stretch modes: Local mode or collective mode

Understanding the vibrational dynamics in bulk424,425 and confined water426–428 is a 

challenging task. The OH-stretch vibrations within a water molecule are strongly coupled, 

leading to symmetric and asymmetric stretch modes in the gas phase. The hydrogen bond 

distance in water is so short that the coupling between OH-stretch vibrations on different 

water molecules can be expected to be comparable to the intra-molecular coupling in size. A 

good way of disentangling these effects is the study of isolated water molecules in 

hydrophilic solvents as acetonitrile.120,429 Two-dimensional infrared experiments of this 

system reveal strong but imperfect coupling of the intermolecular OH-stretches, which make 

the low-frequency eigenstate a mixture between symmetric state and a state of the strongest 

H-bonded OH-stretch vibration.120 The eigenstates, thus, rapidly scramble within the 

individual water molecule. As intermolecular couplings are included, the vibrational 

dynamics further speed-up one broad spectral feature is formed, which contains states with 

continuously changing identity across the line.69,430 Water confined in reverse micelles 

exhibit contributions from bulk-like water and surface water where the latter behaves more 

like the isolated water in acetonitrile.408,409

As water is frozen forming ice, the OH-stretch peaks get sharper, and distinct peaks arise 

due to different vibrational symmetries imposed by the oxygen ordering in the Ih phase of 

ice.431 This behavior is well described with the mappings developed for bulk water.
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378,390,412,419 The distinct peaks appearing in the hydrogen order ice II phase are also well 

described,128 while more complex high-density ices still pose a challenge.

The behavior of water near heterogeneous liquid interfaces is complex and different from 

water in bulk and at less-complex air-water interfaces. To capture the sole effects of local 

structures and dynamics on the water spectra for such complex interfaces, Skinner and 

coworkers focused on investigating local mode vibrations of water using computational 

spectroscopy.400,406,407 They considered a series of lipid- and surfactant-water interfaces 

with different local interfacial curvatures and chemical structures. For example, their 

computed vibrational sum-frequency generation (VSFG) spectra of water at flat cationic or 

anionic lipid or surfactant interfaces showed the existence of water molecules that have OH 

chromophores pointing away from the interface (indicated by negative peaks) or pointing 

towards the interface (indicated by positive peaks) while forming hydrogen bonds with the 

lipid or surfactant headgroups. Interestingly, the coexistence of these two types of interfacial 

water molecules is observed near interfaces between water and mixtures of cationic and 

anionic lipids, as revealed by the presence of both negative and positive VSFG peaks. In the 

case of zwitterionic lipid interfaces, OH orientation is toward the interface on the average, 

resulting in positive VSFG peaks.

The two-dimensional variants of VSFG, namely 2DSFG, enable characterization of the 

dynamics of interfacial water at the flat interfaces. 2DSFG could distinguish the dynamics of 

interfacial water as a function of the lipid charge and headgroup-water chemistry. It was 

shown that the orientational relaxation of interfacial water is much slower compared to the 

bulk water due to conformational constraints imposed by strong headgroup-water H-bonding 

and electrostatics. Computation of H-bonding and rotational correlation functions revealed 

that the separation of interfacial water from the bulk water in terms of water dynamics is 

possible, which occurs about 7 Å away from the interface. Note that Tahara and coworkers 

performed a series of VSFG and 2DSFG experiments on different lipid/surfactant-water 

interfaces; their findings were in good agreement with this computational work.99,432–435

In addition to studying flat interfaces, investigating the structure and dynamics of water near 

concave and convex surfaces is necessary to complete the picture about the effects of 

membrane surface geometry on the behavior of interfacial water molecules. Skinner and 

coworkers investigated H-bonding dynamics of interfacial water within a normal (Type I) 

lyotropic gyroid phase formed by a gemini dicarboxylate surfactant self-assembly using a 

combination of 2D IR spectroscopy and MD simulations.436 This phase has convex 

surfactant headgroup-water interfaces. It was found that the dynamics of water near the 

convex surfaces is slower than bulk water dynamics. However, the dynamics of water near 

convex surfaces are faster than those of water confined in a reverse spherical micelle of 

sulfonate surfactants that form the concave surfactant headgroup-water interface, given that 

the water pool in the reverse micelle and the water pore in the gyroid phase have roughly the 

same diameters. This difference in confined water dynamics likely arises from the 

significantly reduced curvature-induced frustration at the convex interfaces of the normal 

gyroid, as compared to the concave interfaces of a reverse spherical micelle.436
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4.15. C-D stretch: Non-perturbative IR probe

Like the nitrile and azido vibrations, carbon-deuterium vibrations have been explored for the 

characterization of specific sites in proteins. The substitution of hydrogen for deuterium 

shifts the vibrational frequencies to the transparent frequency window of the protein IR 

spectrum, enabling single absorptions to be discerned apart from the spectral congestion 

arising from the multitude of native protein vibrations. The advantage of C-D bonds is that 

they do not introduce unnatural moieties into the protein and thus are virtually non-

perturbative. In addition to reporting on their surrounding environment, C-D vibrations 

enable probing the structure of the protein itself. While less utilized than the nitrile or azido 

probes, a few research groups have been applying C-D bonds for the study of proteins and 

peptides. C-D probes have provided insight into protein folding, molecular recognition, and 

catalysis.437–443 However, their widespread adoption likely has been hindered by their weak 

absorptions due to the small transition dipole strengths. High (mM) protein concentrations 

are typically required, and discerning the absorption bands requires careful matching of 

reference and sample transmission spectra to achieve flat background absorbance. 

Nonetheless, some delicate protein regions, such as surrounding redox centers, are likely to 

be perturbed by the introduction of the other non-native transparent window probes. For 

such regions, C-D bonds may be the only probes that can be introduced while preserving 

native function.

As their applications, efforts at the theoretical description of C-D probes are less developed 

compared to nitriles and azido groups. However, DFT calculations of vibrational frequencies 

have been reported for many C-D labeled amino acids, including glycine, alanine, proline, 

methionine, lysine, and histidine.441,444–448 For backbone Cα-D bonds and the γ-methylene 

CD2 of proline, the calculated frequencies show dependence on amino acid conformation 

and therefore have been proposed as a way to measure local protein or peptide structure. 

Many experimental studies have taken advantage of the sensitivity to learn about protein or 

peptide conformational ensembles.441,443,448–451 An extensive QM/MM study reported by 

Corcelli and coworkers has aimed to account for the absorption lineshape of Cα-D backbone 

deuterated d1-alanine in aqueous solution; the power spectrum of the fluctuating electric 

dipole moment was determined from PM3 calculations of snapshots along a classical MD 

simulation.452

In addition to investigating backbone structure, C-D probes have been introduced at side 

chains of amino acids to take advantage of their sensitivity to their local protein 

environment. In many cases, C-D probes have been employed simply as qualitative reporters 

that a specific residue of a protein contributes to a functional process, such as folding or 

recognition.450,453,454 The influence of the local reaction field on C-D vibrations has been 

more quantitatively considered for methyl-d3-methionine by DFT calculations of the amino 

acid in the presence of a varying external field.439 However, in addition to the local field, H-

bonding by water molecules to the adjacent sulfur was found to impact the C-D frequency 

substantially. When installed as a ligand to the copper center of plastocyanin, the C-D 

vibrations of methyl-d3-methionine were found by DFT calculations to be primarily 

sensitive to interaction of the sulfur orbitals and charged metal. Specific water H-bonding 

likewise affects the vibrational frequencies of Cα-D bonds of alanine peptides.455 Thus, a 
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theoretical description of C-D bonds, like the other transparent window probes, must 

account for multiple contributions, including local potential and specific local interactions 

with the environment. Future extension of the Bio-SolEFP approach for C-D probes should 

assist in more rigorously understanding their spectroscopy to fully exploit them for 

investigating the complex environments of proteins in the future.

4.16. S=O stretch

The sulfinyl (S=O) group is common in a wide range of compounds such as dimethyl 

sulfoxide (DMSO), one of the most routinely used solvents in many areas of chemistry. In 

biology, DMSO is commonly used as a cryopreservation agent. The S=O group interacts 

strongly with water and prevents toxic ice-crystal growth in cells and tissues.456 The large 

dipole moment and the polarizability of the S=O group are responsible for DMSO’s 

amphiphilic behavior, which produces abnormal bulk properties in aqueous mixtures.457

The S=O stretch is characterized by a strong solvatochromic shift, from 1071 cm−1 in non-

polar solvents to approximately 1016 cm−1 in water.458 Hydrogen-bonding environments 

can be directly quantified from the IR absorption lineshapes. In water, a single H-bond 

induces a red-shift of the S=O stretch frequency by approximately 20 cm−1. The S=O stretch 

oscillator strength is dependent on its substituents; for the case of DMSO in water, the 

transition dipole moment is 0.14 D, approximately half that of the C=O stretch.458,459 

Together, the strong solvatochromism and relatively large oscillator strength make the S=O 

stretch an attractive IR probe for nonlinear spectroscopy. However, ultrafast measurements 

on the S=O stretch remain scarce due to the experimental challenges of operating in the 

fingerprint region.460

Torii and Noge used density functional theory (DFT) calculations to quantify the 

dependence of the S=O stretch frequency on some structural parameters, i.e., the S=O bond 

length, the O⋯H hydrogen-bond distance, and the S=O⋯H angle.239 Strong dependence of 

the S=O stretch frequency on the S=O⋯H angle was obtained with larger red-shifts being 

correlated with larger bent angles along rather isotopically around the S=O bond axis. These 

frequency shifts were parameterized using a combination of electric fields at the S and O 

atoms projected along the S=O bond axis, together with the electrostatic potentials at the S, 

O, and C atoms. Building on the work by Torii, recently, Baiz and coworkers have 

parameterized a fully empirical S=O stretch frequency map using the IR absorption spectra 

of DMSO in water as a reference. The parameterization is able to semi-quantitatively 

reproduce the S=O lineshape over a wide range of concentrations of the DMSO/water 

mixtures and has also been benchmarked against experimental 2D IR spectra (Figure 21).461

4.17. Phosphate modes

Phosphate groups are ubiquitous in biological molecules, including DNA, RNA, ADP, ATP, 

etc. Phosphate group vibrations involving the PO2
− moiety consist of a symmetric stretch 

vibration at about 1100 cm−1 and an antisymmetric stretch around 1250 cm−1. Phosphate 

vibrations have been extensively applied as a probe to understand enzymatic hydrolysis of 

ATP and GTP using time-resolved IR spectroscopy.462–464 Phosphate vibrations have also 

revealed insights about DNA hydration.465 The antisymmetric PO2
− stretch exhibits a red 
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frequency shift with an increased relative humidity of DNA from about 0% to 92%, which is 

intimately related to the local hydration environment around PO2
−.466,467 The symmetric 

stretch, however, exhibits only a slight blue shift with increasing hydration.467 Because of 

the sensitivity to local hydration environment, 2D IR spectroscopy has been used to study 

the spectral diffusion dynamics of phosphate vibrations, showing a fast component (~0.3 ps) 

of local structural fluctuations around the phosphate group, and a slow component (>10 ps) 

accounting for the persistence of water-phosphate hydrogen bond.468

Levinson et al. utilized vibrational Stark spectroscopy on phospholipids to investigate the 

electric field dependence of the phosphate stretch vibrations.467 Their experiments 

demonstrated that the frequency shifts of the symmetric stretch and the asymmetric stretch 

could be described as a linear Stark effect, with the Stark tuning rates of 0.54 ± 0.02 and 

1.35 ± 0.02 cm−1/(MV/cm), respectively.467 DFT calculations on dimethyl phosphate as a 

model system shows that the Stark tuning rates result from the component of the electric 

field along the C2 axis of the PO2
− group, while the electric field dependence along O‒O 

axis is quadratic and results in only modest frequency shifts. The DFT-based calculation thus 

established a spectroscopic map for phosphate group vibrations.

Corcelli and co-workers applied this spectroscopic map of the asymmetric phosphate stretch 

to the DNA hydration environment, showing that the frequency shift is not a monotonic red-

shift with increasing water solvation and distance from the phosphate group.469 The closest 

four water molecules around the phosphate group induce a red frequency shift of −34.6 cm−1 

to the asymmetric phosphate stretch due to direct H-bond to the oxygen atoms of the PO2
− 

group. In contrast, the fifth and sixth water molecules induce a blue-shift of 9.0 cm−1, which 

comes from interacting with the oxygen atoms covalently linked to the PO2
−. Frequency 

time correlation functions showed a qualitative agreement with the experimental 2D IR 

result.468 This phosphate spectroscopic map shows an almost quantitative agreement to the 

experimental frequency shift as a function of relative humidity, assuming that there is a 

residual water molecule per phosphate group at 0 % relative humidity, which is also 

suggested experimentally.465,470

In recent papers by Elsaesser and coworkers,381,471,472 the interaction of phosphate groups 

with alkali and alkaline earth ions in water has been studied by using the linear and 

femtosecond 2D IR spectroscopy. The 2D IR spectra of the prototypical system dimethyl 

phosphate in water with an excess concentration of Mg2+ display two distinct and uncoupled 

vibrational bands due to phosphate groups with and without an Mg2+ ion in close contact, 

and the band of the contact ion pairs exhibits a frequency blue-shift. Fingerhut et al. 

calculated the fluctuating electric force exerted on the (PO2)− moiety by the ab initio based 

effective fragment potential approach to establish a linear relation for the solvent field-

induced solvatochromic shift.472

4.18. Nucleic acid base modes

The vibrational modes of DNA bases that absorb in the frequency range of 1400–1800 cm−1 

are strongly IR-active and highly sensitive to DNA structures such as the base pairing and 

helical geometries in the A, B, and Z forms. These vibrational marker bands are mainly 

composed of the in-plane carbonyl stretch mode and the NH2 or N-H bending modes of the 
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bases, and have been used to extract critical information on the H-bonding interactions 

between base pairs, as well as the melting processes and structural transitions of DNA. For 

example, Polyanichko et al. investigated the effect of the transition metal ion Mn2+ on the 

DNA structure by analyzing the IR absorption and vibrational CD spectra of the marker 

bands and showed that the observed B- to C-form conformational transition arisen due to the 

interaction of Mn2+ with the bases of DNA.473 Furthermore, Krummel et al. carried out 2D 

IR spectroscopic measurement to investigate the carbonyl stretch modes of the guanine and 

cytosine bases in dG5dC5 and d(GC)8 double helices in D2O. Combining 2D IR 

measurements and numerical simulations, they showed that the base pairs that are held 

together by H-bonds are strongly coupled.474

In conjunction with the experimental spectroscopy measurements, theoretical spectral 

simulations based upon normal mode analysis have provided crucial insights into DNA 

structural properties and the vibrational properties of delocalized excitons in the bases. Note 

that it is impractical to perform ab initio vibrational analysis of the nucleic acids because 

they have large system sizes and complicated interactions with the solvent water molecules. 

As a natural extension of the HMR method, which has been successfully applied to 

polypeptides,277,475 the extended HMR method was developed to analyze the vibrational 

mode characteristics of base pairs and to simulate the vibrational spectra of various DNA 

oligomers.476–479 It was found that the vibrational coupling constants are strongly dependent 

on H-bonding interactions between nucleobases. The IR spectra of a few different DNA 

model systems in D2O were simulated and compared with the experimentally measured 

spectra. These calculations reveal that the hydration effects, which lead to solvatochromic 

frequency shifts of the basis modes, are important for quantitative descriptions of the IR 

absorption spectra of DNA molecules.476,477

The 2D IR spectra of dGn:dCn and dAn:dTn double helices were simulated by using the 

basis mode frequencies and vibrational coupling constants. The vibrational anharmonicities 

of the basis modes were estimated with DFT calculation method, and the conformational 

inhomogeneity and solvation dynamics were examined by analyzing classical MD 

trajectories.478,479 The simulation results for the 2D IR spectra of double-helical DNAs 

showed a weak correlation between the IR spectra and the number of base pairs, which is 

consistent with the previous experimental observations. From quantum chemistry 

calculations of A-, B-, and Z-form DNAs, the vibrational coupling constants were shown to 

be strongly dependent on the DNA conformation. In particular, the coupling constants 

between base modes in the Z-DNA are fairly small, causing localization of vibrational 

modes. In contrast, those in A-DNA are large, leading to delocalized vibrational modes.

Among the base vibrational modes, the carbonyl stretch modes are particularly sensitive to 

the H-bonding patterns and base stacking configurations in nucleic acids.94–97,474,480–483 

For example, pioneering 2D IR experiments focusing on the C=O vibrations have revealed 

the inter- and intrastrand couplings in model A- and B-form DNA and elucidated the 

dissociation pathway of DNA duplexes.94,96,97,474

To facilitate the interpretation of the vibrational spectroscopy experiments, Jiang and Wang 

have recently developed two vibrational frequency maps to describe the C=O stretch mode 
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in nucleobases and a C=C frequency map to account for the interactions between the C=O 

and C=C vibrations in pyrimidine bases.484 These frequency maps are developed using 

nucleoside 5’-monophosphates (NMPs) as model systems and take the form of

ωmap = ω0 + ∑
im

cimEim (117)

In the C=O frequency map, i indexes C, O, and N atoms, and m represents the x, y and z 

directions as defined in Figure 22a. For the C=C frequency map, i indexes the C5 and C6 

atoms in pyrimidine bases and the coordinate system is shown in Figure 22b. Eim is the 

electric field on atom i in direction m, which is exerted by all the solvent molecules and 

counterions around the solute molecules. The intercept ω0 and the coefficients cim are 

determined by minimizing the differences in vibrational frequencies as predicted from the 

maps and DFT calculations on 1200 NMP-water clusters.484

The C=O and C=C frequency maps provide an efficient way to calculate the vibrational 

frequencies of nucleobases directly from MD simulations. Jiang and Wang have shown that 

one can combine the frequency maps with a mixed quantum/classical treatment of the line 

shape theory and capture the IR spectra of NMP in aqueous solutions.484 They have further 

demonstrated that the frequency maps are applicable to nucleobase derivatives and are 

transferrable in different solvents. For example, Figure 23a shows that the calculations 

correctly predict a two-peak feature in the IR spectrum of deoxycytidine 5’-monophosphate 

in D2O, which comes from the coupled vibrations of the C=O and C=C group in the 

cytosine base. In contrast, the predicted IR spectrum of inosine 5’-monophosphate, a 

nucleobase derivative, contains a single peak at 1663 cm−1. As shown in Figure 23b, the 

theoretical and experimental485 IR line shapes agree well with each other, and their peak 

positions differ by only 7 cm−1.484 The C=O and C=C frequency maps can thus be readily 

applied to model the linear and 2D IR spectra of nucleic acids in the carbonyl stretch region 

and elucidate the molecular origin of the experimental spectra.

4.19. Other vibrational frequency maps

The alcohol OH-stretch mode was treated quite successfully486,487, assuming that the 

frequency and dipole fluctuations are similar to those found in water and that the water 

map390 is a good approximation apart from an overall frequency shift. A mapping was 

developed for the OD-stretch of methanol in carbon tetrachloride488,489 using the electric 

field on deuterium, DFT frequencies, and a polarizable MD approach.

4.19.1. Alcohols—Semiempirical maps for the OH and OD stretching vibrations in 

alcohols were developed primarily in the electrochromic formulation with the electric field 

as a conjugate vibrational perturbation. In the map proposed by Mosele and Thompson,490 

the relevant spectroscopic quantities are expressed in terms of the electric field exerted on 

the OH (or OD) group hydrogen atom by the surrounding neat liquid. Due to the substantial 

anharmonicity of the OH (OD) stretch vibration, anharmonic constants as well as the 

vibrationally excited state absorption frequency were parameterized with the functional form 

identical to the one in Eq. (109). Benchmark data were obtained by using the discrete 

variable representation (DVR) method for one-dimensional vibrational potential energy 
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curves along OH (OD) stretch normal coordinate, obtained at the B3LYP/6–311++G** level 

of DFT approximation. It was found, by examining methanol, ethanol, n-propanol, and n-

butanol, that the derived map is transferable and quite independent of the alkyl groups. IR 

Absorption spectra and reorientation time calculated for the isotopically diluted deuterated 

alcohols agreed well with experiment (FTIR and NMR data, respectively), in contrast to the 

2D-IR photo echo spectra, in which the time scales of the spectral diffusion were 

overestimated.

4.19.2. Water bending mode—In addition to the water OH or OD stretch modes, the 

other water vibrational mode whose frequency is also sensitive to local H-bonding 

environment is the HOH bending vibration.491–504 Vibrational spectroscopy of the water 

bending mode has also been performed to establish the relationship between the lineshape of 

water bend and the H-bonding network structure of water in solution.492–501 Ni and Skinner, 

using a hybrid quantum/classical MD simulation method, calculated the theoretical IR and 

sum-frequency generation spectra of the HOH bend in liquid water as well as at the water 

liquid/vapor interface. They carried out classical MD simulation and took into consideration 

the three-body interactions to describe the air-water interface. Ni and Skinner developed the 

maps for water bend transition frequency, dipole, polarizability, and intermolecular coupling. 

The good agreement between their calculated IR and SFG spectra and the experimental 

measurements indicate the validity of their vibrational spectroscopic maps.

4.19.3. Mapping of strongly coupled vibrations—As has been discussed in detail 

above, vibrational frequency mapping approaches work best for localized modes that have 

relatively weak coupling to both the environments and to other local modes. In addition to 

water (both H2O and D2O), there are useful vibrational transitions where the spectroscopic 

modes are delocalized over many atoms, such as phosphate (—OPO2O—) and carboxylate 

(—COO−) organic species, as well as numerous organometallic complexes containing 

transition metal carbonyls, cyanides, and nitrosyls. Mapping approaches for these systems 

are much less advanced and need developments. A key step in that direction has been the 

detailed decomposition of the delocalized anharmonic modes into local modes, which are 

more physically amenable to electrostatic mapping procedures. Baiz et al.,505 computed 

anharmonic vibrational modes of two transition metal complexes, 

rhodium(acetylacetonato)dicarbonyl (RDC) and dimanganese decacarbonyl (DMDC). These 

anharmonic modes were recast in a basis of local modes described as Morse oscillators, with 

only bilinear coupling among these local modes. The advantage of this method is that the 

vibrational anharmonicity for the coupled states is obtained automatically. Explicitly 

including the effects of H-bonding by treating clusters containing methanol, it was possible 

to deduce that the H-bonding effects are additive, though their impact is delocalized within 

the coupled modes. These kinds of considerations will be important not only for solvation 

probes but also for using MD simulations to help interpret reactive motions that induce 

spectral diffusion,506,507 as well as to establish links between environmental factors and 

intramolecular vibrational energy redistribution,507,508 and coherence transfer dynamics.
509–511 The extension of frequency mapping to strongly coupled vibrations will enable a 

more broad adoption of these methods to widely used chemical probes such as methyl 

groups and aromatic rings.

Baiz et al. Page 77

Chem Rev. Author manuscript; available in PMC 2021 August 12.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



5. Repository, Perspective, and a few Concluding Remarks

5.1. Vibrational frequency map repository

Because of the rapidly growing number of vibrational frequency maps reported in the 

literature, it is desirable and useful to collect all those maps and make them available to 

everyone interested in utilizing them for their researches. Therefore, we have created a 

repository internet site, http://frequencymap.org/, for voluntary deposition of vibrational 

frequency map files by the developers themselves and for downloading of those files by the 

users. In addition to free deposition and downloading of vibrational frequency map files, this 

site can be considered as an internet forum for discussing and updating recent developments 

and news in this research field. Any map file that is to be uploaded should contain 

information on the vibrational mode, such as CO stretch or HOH bending, in addition to the 

parameters constituting the map. Users have free access to those deposited files.

5.2. Format of the deposited map file

Various research groups developing vibrational frequency maps tend to use their style of 

data files. To make the repository site useful among the researchers in this field, however, it 

is necessary to have a common standard format for all the deposited files. In addition to 

vibrational frequencies, some maps have also been developed for other vibrational 

properties, such as vibrational transition dipoles and polarizabilities, or coupling between 

two neighboring local vibrations. Therefore, each map file should essentially contain the 

following three elements: (i) the identity of the molecule, the vibrational mode, and its 

property, e.g., frequency shift, for which the map is developed, (ii) the structural information 

on the molecule concerned and the interaction sites (the number of those sites and their 

locations) at which perturbations should be calculated, and (iii) the parameter values for 

mapping those perturbations to the properties. Each map file is a plain text file with the 

extension ‘.vbm’ denoting a ‘vibration map’. It consists of sections whose titles start with 

the ‘%’ character. The details of the format defined for each of the three elements of the vbm 

file are explained in Supporting Information.

5.3. New approaches based on genetic algorithm, neural network, and machine learning

In recent publications in the field of chemistry, we observe an increasing number of reports 

employing machine learning approaches in calculating energy and other physicochemical 

properties of molecular systems. The total number of possible small organic molecules that 

populate ‘chemical space’ has been estimated to exceed 1060.512 To find or design molecules 

or materials having desired quantum mechanical properties, machine learning approaches 

have been actively employed to avoid computationally demanding methods of electronic 

structure calculations. Recently, Faber et al513 assessed performances of various machine 

learning methods such as Bayesian ridge regression, elastic net regularization,514 kernel 

ridge regression,515 graph convolution,516 and gated graph neural networks517 in modeling 

electronic ground-state properties of organic molecules such as free energies and enthalpies 

of atomization, HOMO/LUMO gap, dipole moment, static polarizability, zero-point 

vibrational energy, heat capacity, and highest fundamental vibrational frequency. Their work 

shows numerical evidence that, even though there is no single machine learning model that 
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works superbly for all the considered cases, the best machine learning model for each 

considered property reaches the accuracy of density functional theory at the B3LYP level.

Another active area in which machine learning methodology has been receiving considerable 

attention is the computational study using MD simulation methods. Classical MD uses MM 

force fields to calculate the energies and forces for a large number of atomic configurations, 

but the results of the MD simulations depend greatly on the accuracy of the molecular 

potentials and their parameters. Employing electronic structure calculations in ab initio MD 

simulation can remove the force field dependence of the simulation results, but considerably 

reduce the size and time of the simulation. Machine learning models of potential energy 

surface of molecular or solid-state systems can achieve the accuracy of the electronic 

structure method with the efficiency of the classical force fields MD. The conventional force 

fields in MD simulations have limitations in treating reactive events of breaking and forming 

of chemical bonds due to the fixed functional forms employed in the MM force fields. Even 

for the cases of simulating nonreactive dynamics, the classical force fields having the 

potential energy functions constructed under various physical approximations have 

difficulties in treating the polarization and charge transfer effects. Machine learning methods 

make it possible to construct potential energy surfaces that are not restricted by any 

functional form based on physical approximations and can describe polarization, charge 

transfer, and reactive processes with accuracy approaching that of electronic structure 

calculations.

Highly reliable potential energy surfaces are also an essential prerequisite for obtaining 

accurate values of vibrational frequency shifts. Methods using vibrational frequency map to 

calculate the frequency shifts assume a specific functional form to relate the geometrical 

configurations of the solute-solvent system to the vibrational frequency shifts. The 

parameters in functions of fixed form are obtained by fitting to electronic structure 

calculations or experimental spectra. Although the information of the multidimensional 

potential energy surfaces can be incorporated in the process of constructing the frequency 

maps by the fitting procedure, these maps are limited by the assumptions on the dominating 

factors among various types of interatomic interactions. Machine learning approaches can 

provide the possibility of constructing mappings from geometry to vibrational frequency 

shifts incorporating the information of the potential energy surfaces without the limit of 

preassigned functional dependencies.

In this regard, it is pertinent, as the first step toward machine learning schemes for 

vibrational frequency shifts, to try to develop a model of vibrational frequency shifts, which 

is not constrained by any preliminary set of assumptions about the physical nature of the 

factors inducing the frequency shifts. Recently, Kwac and Cho showed that a differential 

evolution algorithm approach, which is one of the genetic algorithms for global 

optimization, is useful for describing vibrational solvatochromism.518 In their model, the 

solvation-induced vibrational frequency shifts are expressed as a polynomial function 

expanded by the inverse power of interatomic distances.
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Δω = ∑
n = 1

M
∑
A

∑
B

anA, B ∑
i = 1

W 1
rABi

n
, (118)

where A and B denote the interaction sites of the solute and solvent molecules, respectively. 

M is the order of the polynomial, W is the number of solvent molecules for each 

configuration of the solute-solvent clusters. We obtain the coefficients anA, B using the 

frequency shifts calculated by quantum chemistry methods for a set of clusters of a solute 

molecule surrounded by solvent molecules, where the set of clusters can be considered as a 

training data set. The crucial step in this model is to represent the frequency shift Δω by a 

sum of the contribution Δωn which is due to the 1/rn interaction term only so that

Δω = ∑
n = 1

N
Δωn . (119)

Δωn = cnΔω (n = 1, …,M), (120)

where 0 ≤ cn ≤ 1 and ∑n = 1
M cn = 1. Then for a given set of values {c1, … , cM} , we solve the 

following M equations for Δωn by singular value decomposition

Δωn = ∑
A

∑
B

anA, B ∑
i = 1

W 1
rABi

n
(n = 1, …,M) . (121)

We use thus obtained coefficients anA, B to calculate the root mean square error (RMSE) 

defined as

dRMSE = 1
S ∑

k = 1

S
Δωpredict(k) − ΔωQM(k) 2, (122)

where S is the number of configurations. Δωpredict(k) is the frequency shift calculated by Eq. 

(118) for the kth configuration. ΔωQM(k) is the frequency shift calculated by quantum 

chemistry calculation methods. The whole process from the selection of {c1, … , cM} to the 

calculation of dRMSE in Eq. (122) can be regarded as a function H whose input is {c1, … , 

cM} and the output is dRMSE such that

dRMSE = H c1, …, cM (123)

This procedure is schematically shown in Figure 24.

We employ a differential evolution algorithm (DEA)519,520 to optimize the function H with 

respect to {c1, … , cM}, thereby we obtain the coefficients anA, B that minimize the value of 

dRMSE. Differential evolution algorithm is one of the genetic algorithms that have been 

developed to solve optimization problems by employing an evolutionary mechanism in 

biology. In the differential evolution approach, one generation evolves into the next 
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generation by mutation, crossover, and survival of the fittest. This evolutionary mechanism 

tries to find the optimum partitioning of the contributing terms in the model to reproduce as 

closely as possible the vibrational frequency shifts of the configurations in the training set 

that plays a role much like an environment inducing evolutionary development in biology. 

This differential evolution algorithm has been applied to the vibrational frequency shifts of 

the amide I and II modes of NMA in water and the CN stretch mode of MeCN in water 

using a 14-order polynomial (M = 14) and considering about five hundred configurations of 

the solute-solvent system as a training set. The results of optimization with the differential 

evolution algorithm are such that only a few selected orders of terms dominate the 

contribution to the frequency shifts, and the remaining terms are virtually zero. The 

dominating orders of the terms in the polynomial are different depending on the vibration 

mode of interest. The dominating orders of the terms are also susceptible to the size of the 

configurations used in the training set, as shown in Figure 25 where ‘1W’, ‘2–5W’, ‘6–

35W’, and ‘50W’ denote the configurations having one water, 2–5 water molecules, 6–35 

water molecules and 50 water molecules, respectively. The fifth panel in Figure 25 shows 

the relative contributions {cn} when all the four types of configurations are used in the 

training set. Since the genetic algorithm employed in this work is not based on any physical 

assumption, we could not interpret each nominating terms as originating from a specific type 

of physical interaction. However, regardless of the sensitive change according to the type of 

the training set, a general trend is observed that only two to four selected orders are the 

dominating ones, and these dominating orders are distributed so that usually one order 

occurs in each of low range, middle range, and high range orders in all cases of vibration 

mode considered in this work.

The observation that only a few orders of the terms in the polynomial model dominate the 

contribution to the frequency shift while the other terms with different orders are nearly zero 

can be understood from the viewpoint of the complexity of the model. Having a larger 

number of parameters in a model is equivalent to having a more complex model. The 

complexity resulting from the differential evolution algorithm corresponds to the four 

dominating orders terms in the polynomial in the case of the amide I mode of NMA in 

water, which is very similar in complexity to the result obtained by a rigorous first-principles 

theory.154 In the previous studies on the vibrational frequency shifts based on various 

physical assumptions, the complexity of the model was prefixed by assuming that specific 

types of interactions such as electrostatic, dispersion, or repulsion are the origins of the 

vibrational frequency shift. In the paper by Kwac and Cho who applied the DEA to the 

development of vibrational solvatochromism theory, both the complexity of the model and 

the parameters therein are optimized simultaneously, and this is one of the most significant 

differences from the previous studies that are strictly based on various prefixed physical 

approximations. We anticipate that this work can be a first step toward further developing 

different genetic algorithms and machine learning schemes for applying to vibrational 

spectroscopic studies.

In a recent paper by Kananenka et al.,414 an attempt to go beyond the spectroscopic maps in 

modeling spectroscopic properties of a vibrational mode was made by adapting machine 

learning methodologies called the Gaussian process regression521 and Δ -machine learning.
522 In their approach, a property P[{Q}] of a vibrational mode, such as the vibrational 
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frequency or transition dipole, dependent of the local chemical environment Q, is provided 

by

P Q = Pb Q + M Q , (124)

where Pb[{Q}] is the baseline estimate of P[{Q}] provided the already established 

vibrational frequency maps, and ℳ[ Q ] is a correction modeled using an ML method. 

Specifically, in their work, OH-stretch frequencies and transition dipoles of water were 

considered by describing the local chemical environment Q using the atom-centered 

symmetry functions.523,524 They prepared a data set consisting of 40000 configurations of 

water molecules and corresponding OH stretch frequencies and transition dipoles obtained 

by DFT calculations on the grids of varied OH bond lengths. The production of this large-

sized data set was possible because they reduced the number of necessary grid points for 

DFT calculation by interpolating the potential energy surface using the method of Gaussian 

process regression. The correction term ℳ[ Q ] in Eq. (124) is estimated by training the 

feed-forward artificial neural network (ANN) with one hidden layer containing 100 nodes. 

The results are summarized in Figure 26. The resulting root mean square errors in transition 

frequency of the OH-stretch local mode is improved from 63.4 cm−1 of the spectroscopic 

maps to about 35 cm−1 by employing the Δ -machine learning approach. The RMSE of 

0.0730 a.u. of the dipole derivative of the OH-stretch mode by the spectroscopic maps is 

reduced to as low as 0.0283 a.u. by the Δ -machine learning approach. We anticipate that the 

genetic algorithm and machine learning approaches will be useful for developing novel 

computational methods to calculate various vibrational spectroscopic properties.

In a recently published paper by Kwac and Cho,525 the authors tried to directly apply 

machine learning approaches in describing vibrational solvatochromism without employing 

any established vibrational frequency maps. In that work, the authors employed the feed-

forward and the convolutional neural networks to describe the frequency shifts of the amide 

I mode vibration of NMA in water and assessed the performance of neural network models 

by comparing the results with those of the differential evolution algorithm approach using 

the same data sets. The data sets contain snapshots of molecular dynamics simulation 

trajectories where a single NMA molecule is surrounded by more than a thousand of water 

molecules. The corresponding frequency of the amide I mode of NMA for each 

configuration is calculated by a QM/MM method treating a selected number of nearest water 

molecules to the NMA molecule with QM method and the remaining water molecules by 

classical force fields.

In applying ML methods to describe vibrational solvatochromism, it is important to employ 

a suitable set of descriptors that properly represent the configuration of the solute and 

solvent molecules and simultaneously satisfy translation, rotation, and permutation 

symmetry. In that work, the authors tried two different representations of configurations of 

NMA in water: one is the atom centered symmetry functions (ACSF),523,524 which have 

been successfully employed in previous ML molecular dynamics simulations, and the other 

is the terms of a polynomial function of the inverse of interatomic distances already used in 

the DEA approach.
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The ACSFs consist of two-body radial and three-body angular symmetry functions whose 

distance dependence is described by a Gaussian function. In that work, two sets of ACSFs, 

denoted as ACSF-I and ACSF-II, which have different parametrization so that the position 

and width of the Gaussian functions, the behavior of decay to zero, the angular resolution 

and the position of the extrema are different between the two sets. When feed-forward neural 

networks having one or two hidden layers are employed to describe the amide I mode 

vibrational frequency shifts of NMA in water using the carbonyl C atom of NMA and the O 

atom of water as the interaction sites, any noticeable difference in the performance is not 

observed between the ACSF-I and ACSF-II symmetry functions. In both cases, the obtained 

test RMSE value is about 18 cm−1. In contrast, a significant improvement is observed by 

considering more of the interaction sites on the NMA and water molecules. If we consider 6 

sites (two methyl carbon and the C, O, N, H atom of the amide bond) on NMA with the 

oxygen and hydrogen sites of water, the test RMSE values are 11.8 and 11.1 cm−1 for 

ACSF-I and ACSF-II, respectively.

Next, the authors in that paper considered the terms of the polynomial function as 

descriptors to be input to the feed-forward neural network. By considering the six sites on 

NMA, two sites, O and H atoms, on water, and up to 14-order terms of the polynomial 

functions, each of which has a form of

fA, Bi
n = ∑

i = 1

Nwater 1
rA, Bi

n
(125)

where A represents one of the six sites of NMA and Bi does O or H atom of ith water 

molecule, rA, Bi is the distance between A and Bi, and n is an integer between 1 and 14, the 

authors obtained the optimized parameters of the feed forward neural network to give the 

test RMSE of 8.91 cm−1, which is an improved result compared to the atom centered 

symmetry functions, ACSF-I and ACSF-II, employed in that work. In addition to the feed 

forward neural network, the authors in that paper also tried the convolutional neural network 

(CNN),526 which has been successfully applied to image processing. They prepared the 

input of the CNN as a form of matrix or third-rank tensor with the third dimension to be 

unity using the terms of the polynomial function, as shown in Figure 27(a). Figure 27(b) 

shows the process of the training of the neural networks using a plot of the training and the 

validation RMSE as a function of the elapse of epochs where one epoch corresponds to one 

cycle of processing all the data in the training set to update the parameters of the network. 

The optimized parameters at the epoch of the minimum validation RMSE give the test 

RMSE of 8.56 cm−1, which is an improved result compared to the differential evolution 

algorithm result. Thus it is shown that the neural network models for vibrational 

solvatochromism can work better than the DEA method for the case of the amide I mode of 

NMA in water.

5.4. Perspective

In solutions, the spectator molecule in question is often solvated by a relatively small 

number of polar solvent molecules that create varying electrostatic potential.188,221,233 The 

perturbing fields can also be applied in many directions.227–231,235 It is also possible to 
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account for molecular anharmonicity when the model gas-phase Hamiltonian with a 

polynomial expansion of anharmonic potential is used and perturbed by external electric 

fields.231 Subsequent multivariate least-square analyses of these model systems are then 

performed to obtain the vibrational solvatochromic parameters (or maps) for a given IR 

probe molecule, from which the benchmark results could be reproduced. There are a few 

reports showing that the vibrational map parameters associated with the electrostatic 

potential or electric field can achieve a high degree of transferability between solvent or even 

solute molecules, without the need of additional re-parameterization.111,226,231,236 However, 

it is not clear to what extent the universality is preserved, especially when the change of 

environment is drastic. For example, put a probe in a completely non-polar solvent such as 

CCl4 that has no net molecular dipole moment. Since CCl4 molecules are rather unlikely to 

exert strong electrostatic fields around the IR probe one might expect very small frequency 

shifts. But the examples of MeCN and MeSCN probes dissolved in this solvent show very 

pronounced frequency redshifts that are roughly – 10 cm−1 relative to that in the gas phase, 

which is, in magnitude, comparable to frequency shifts in water. This is just one example 

showing the limitation of current approaches based on physical approximations. Although 

electrostatic maps have proven to be a powerful and efficient way to simulate IR spectra of 

various IR probes in solutions and highly heterogeneous environments like proteins or 

nucleic acids, still it is necessary to refine theoretical models that are capable of describing 

vibrational spectroscopic properties and dynamics of complex molecules accurately.

Artificial intelligence (AI) and machine learning (ML) approaches527,528 can be employed in 

developing more accurate models of vibrational solvatochromism with similar advantages as 

the differential evolution algorithm since those ML methods are free from any preliminary 

physical assumptions. Another advantage of the ML approach is the flexibility in that we 

model the molecular interactions in a non-analytical form so that the functional form of the 

model is also optimized. One challenging question is how to control or optimize the 

complexity of models as in the differential evolution algorithm to avoid the pitfall of 

overfitting in ML approach to model vibrational solvatochromism. Another challenge is 

about how to reduce the size of the training data set since the necessary number of sample 

configurations in ML approaches can be significantly larger than that in the previous studies 

of frequency maps obtained using physical approximations. One of the other possibilities 

employing ML is not directly modeling the vibrational frequency shifts, but modeling the 

closely related quantities such as molecular dipole or polarizability using ML approach and 

calculate the vibrational spectrum from these quantities.529 Finally, there is an issue about 

how and what kind of physical insights we can extract from such ML models of vibrational 

solvatochromism, even though the procedures of the ML approach are driven solely by data 

in training sets without any physical assumptions.

5.5. Summary and a few concluding remarks

In the present article, we have reviewed both the theoretical and experimental works on 

vibrational solvatochromism, vibrational spectroscopy, and their relations with 

intermolecular interactions. Over the past two decades, technological developments in 

coherent nonlinear vibrational spectroscopy such as multidimensional electronic, IR, THz, 

IR-Raman, IR-vis, vis-IR, and THz-Raman measurement methods have enabled to extract 

Baiz et al. Page 84

Chem Rev. Author manuscript; available in PMC 2021 August 12.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



solvation-induced frequency shifts and time-correlation of fluctuating frequencies of IR 

probes that are site-specifically incorporated into a variety of chemical, biological, and 

material systems. Due to the increased number of IR probes and time-resolved vibrational 

spectroscopic data sets, interpretive methods with atom-level chemical accuracy have been 

needed and developed. Some of them are based on physical approximations, but more recent 

works show that using a genetic algorithm, vibrational solvatochromism can be described 

without relying on physical approximations.

One of the most successful approaches to quantitatively describing vibrational 

solvatochromic effects on molecular spectra is to use a vibrational frequency map for a 

specific IR probe of interest, which is a semiempirical model using a set of ab initio 
calculations results or spectroscopic data. Recently, a website (http://frequencymap.org) has 

been created as a repository site for vibrational frequency maps that have been successfully 

used to quantitatively describe vibrational frequency shifts and fluctuations of various 

peptide modes, small IR probe oscillators incorporated into proteins and functional 

materials, and so on. Although the theoretical development of various vibrational frequency 

map approaches is mainly motivated by experimental needs, rapid developments of 

vibrational frequency maps of localized modes of molecules in condensed phases, 

vibrational coupling maps for interacting vibrational modes, and vibrational transition 

dipole/polarizability maps for determining the corresponding IR/Raman transition 

amplitudes developed over the past decades have been found to be amazing. There is no 

doubt that judicious use of vibrational frequency map approaches with state-of-the-art 

coherent multidimensional vibrational spectroscopy will be one of the most useful methods 

for studying structure and dynamics of chemical, biological, and functional molecular 

systems in the future.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Glossary of Acronyms

6.

1D one-dimensional

2D two-dimensional

2D IR two-dimensional infrared

2D SFG two-dimensional sum-frequency generation

AcGlyNHMe N-acetyl-glycine N’-methylamide

AcProNH2 N-acetyl-L-prolinamide

AI artificial intelligence

ANN artificial neural network

AO-MO atomic orbital-molecular orbital

BP Buckingham potential

CaM calmodulin

CAMM cumulative atomic multipole moment

CDCl3 deuterated chloroform

CLS center line slope

CMD classical molecular dynamics

COSMO conductor-like screening model

CP1 Cho-Potential model 1

CP2 Cho-Potential model 2

DCBS dimer-centered basis set
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DEA differential evolution algorithm

DEC diethyl carbonate

DFT density functional theory

DMC dimethyl carbonate

DMDC dimanganese decacarbonyl

DMSO dimethyl sulfoxide

DNA deoxyribonucleic acid

EA excited state absorption

EC ethylene carbonate

EFP effective fragment potential

ESF electrostatic fitting

FFCF frequency-frequency correlation function

FWHM full width at half maximum

GB ground state bleaching

GFP green fluorescent protein

GSE geometrical superposition error

H-bond hydrogen-bond

HF Hartree-Fock

hIAPP human amyloid polypeptide

HMR Hessian matrix reconstruction

HP35 villin headpiece protein

IR-Raman infrared-Raman

IR-vis infrared-visible

IR infrared

KBM Kirkwood-Bauer-Magat

KF1 Knoester-Field model 1

KF2 Knoester-Field model 2

KT Kamlet-Taft

LCAO-MO linear combinations of atomic orbitals
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LIB lithium ion battery

LJ Lennard-Jones

LMO localized molecular orbital

MCBS monomer-centered basis set

MD molecular dynamics

MeCN acetonitrile

MeSCN methyl thiocyanate

ML machine learning

MM molecular mechanics

MS-EVB multi-state empirical valence bond

NEP non-linear exciton propagation

NEPA N-ethylpropionamide

NISE numerical integration of the Schrödinger equation

NLS nodal line slope

NMA N-methylacetamide

NMA-d7 deuterated N-methylacetamide

NMP nucleoside 5’-monophosphate

NMR nuclear magnetic resonance

NN nearest neighbor

NNFS nearest neighbor frequency shift

NTBA 2-nitro-5-thiocyanate benzoic acid

OQM/MM optimized quantum mechanics/molecular mechanics

PC propylene carbonate

PCM polarizable continuum model

PE photon echo

PEPS photon echo peak shift

PheCN cyanophenylalanine

PII polyproline II

PM3 Parametric Method 3
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PP pump-probe

QM quantum mechanics

RDC rhodium(acetylacetonato)dicarbonyl

RHH right-handed helix

RMSE root mean squared error

RNA ribonucleic acid

SAPT symmetry adapted perturbation theory

SE stimulated emission

SFG sum-frequency-generation

SolEDS hybrid variational-perturbational interaction energy decomposition 

scheme

SolEFP vibrational solvatochromism theory based on the effective fragment 

potential theory

TCC transition charge coupling

TDC transition dipole coupling

TFA trifluoroacetic acid

TFE trifluoroethanol

THz-Raman terahertz-Raman

THz terahertz

Tw waiting time

VCD vibrational circular dichroism

vdW van der Waals

vis-IR visible-infrared

VSE vibrational Stark effect

VSFG vibrational sum-frequency generation

VSM vibrational solvatochromic maps

WCA weak-coupling approximation
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Figure 1. 
Vibrational frequency mapping with solvent electric potential and field. The vibrational 

frequency ω of a normal mode of an IR probe is mapped onto a set of points, called 

distributed sites, that interact with the electrostatic potential ϕ and electric field E exerted by 

the molecular environment. Note that the map parameters Δqx, which are vibrational 

solvatochromic charges, are scalar quantities whereas Δμx, which are vibrational 

solvatochromic dipoles, are Cartesian vectors. The vibrational reference frequency, ω0, 

which could also be a part of the map, corresponds to that of the IR probe in the absence of 

solvent electrostatic potential and electric field.
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Figure 2. 
Schematic diagram of the 2D IR spectra of two oscillators. The x and y axes represent the 

excitation (pump) and emission (probe) frequencies, respectively. Here, it should be 

mentioned that sometimes 2D spectra are plotted with the two axes swapped. Two diagonal 

peaks with positive (red) amplitudes originate from the ground-state bleach and stimulated 

emission, whereas those with negative (blue) amplitudes are from the excited-state 

absorption. The center line slope (CLS) and nodal line slope (NLS) are related to the 

frequency-frequency correlation function and the inhomogeneity of the transition 

frequencies.73 If the two oscillators are coupled with each other via wave function overlap, 

one can find cross-peaks at zero waiting time. If the two oscillators exchange energy or 

undergo chemical exchange, the cross-peaks in the off-diagonal region of the 2D IR 

spectrum appear as the waiting time, Tw, increases.
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Figure 3. 
Left: Nitrile stretching mode frequencies of acetonitrile (MeCN, closed squares) and methyl 

thiocyanate (MeSCN, open circles) plotted with respect to the hydrogen-bond angle, θ, 

between the nitrile’s N atom and the hydrogen atom of the H-bonded water molecule. 

Reproduced from Figure 2 of Ref.183 Copyright 2008 AIP Puplishing. Right: 

Experimentally measured mean nitrile vibrational frequency plotted with respect to the 

average value of θ from MD simulations of nine variants of GFP containing p-

cyanophenylalanine (given in the figure key). Reproduced from Figure 8(B) of Ref.184 

Copyright 2018 The American Chemical Society.
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Figure 4. 
(a) Summary of the models used for spectral calculations. Parametrized sites are shown in 

red. The red shading in the MF model schematically indicates the transition charge region 

for sampling. Cho-Potential model 1 (CP1) utilized parametrized partial charges whereas 

other models utilize partial charges defined in MD simulations. Knoester-Field model 1 

(KF1) utilized NNFS maps. (b) The amide-I local mode frequency shifts calculated with the 

six models for the restrained trajectory. Blue circles: solvent contributions δωi, S ; red 

circles: peptide backbone and side-chain contributions δωi, P ; black circles: total shifts 

δωi . The vertical bars indicate the range enclosed by ± one standard deviation (σi). Green 

symbols with solid and dash lines in KF1 are the NNFS and electrostatic contributions in 

δωi, P, respectively. Reproduced from Table 1 and Figure 8 of Ref.216 Copyright 2009 The 

American Chemical Society.
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Figure 5. 
The linear and 2D IR spectra calculated with the CP1, CP2, KP, KF1, KF2, and MF models 

for the restrained trajectory. The number in the upper right corner of the FT IR spectrum 

panel indicates the frequency shift (in cm−1) applied to the calculated spectra. Red and black 

lines in the linear spectra correspond to the simulated and experimental data, respectively. 

Reproduced from Figure 7 of Ref.216. Copyright 2009 The American Chemical Society.
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Figure 6. 
Structure and 2D IR spectra of isotope-labeled hIAPP from reference307. The sequence (A) 

and structural model (B) of hIAPP with the 13C=18O isotope labels highlighted. 2D IR 

spectra and the diagonal intensity slices of the lag-phase and equilibrium phase V17 (C sand 

D) and F23 (E and F) labeled proteins. The boxes and arrows indicate the 13C=18O labeled 

modes. Reproduced from Figure 1 of Ref.307 Copyright 2013 the National Academy of 

Sciences of the United States of America.
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Figure 7. 
(A) Sequence of the macrocycle with the isotope labeled positions highlighted. (B) 

Comparison of experimental and theoretical 2D IR line widths. The theoretical spectra are 

calculated using various coupling schemes. Reproduced from Figure 1A and Figure 6 of 

Ref.313 Copyright 2012 American Chemical Society.
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Figure 8. 
(Taken from Figure 8 of Ref259) Comparison of the frequencies, line widths, and intensities 

of experimental spectra with simulated spectra starting from MD simulations of the crystal 

structure of the protein G mutant NuG2b.45 Copyright 2016 Annual Reviews.
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Figure 9. 
Molecular structures of alanine dipeptide in the upper panel. IR and VCD spectra of amide I, 

II, and III modes are displayed for its RHH and PII conformations in the bottom panel. The 

blue solid and red dashed lines correspond to the simulated spectra obtained from DFT 

calculation and the fragment approximation, respectively. Reproduced from Figures 1, 3, and 

4 of Ref.316. Copyright 2009 Elsevier.
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Figure 10. 
Nearest-neighbor amide I/I, I/II, II/I, and II/II coupling maps calculated for AcGlyNHMe at 

the B3LYP/6–31+G(d) level with fixed dihedral angles. All four maps are plotted in a single 

color scale and the unit of couplings is cm−1. Reproduced from Figure 8 of Ref.78. 

Copyright 2009 The American Chemical Society.
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Figure 11. 
Experimental (black) and simulated (red) linear IR spectra of a 310-helical hexapeptide Z-

Aib-L-Leu-(Aib)2-Gly-OtBu in CDCl3 in the amide I and II regions.217 B1, B2, and B3 are 

six-site potential models,229 K is a four-site field/gradient model,318 G is a four-site potential 

model,217 and Em is a semiempirical model.78 The local amide I frequency was shifted from 

the gas phase value by the value reported in each panel. Reproduced from Figure 8 of Ref.
217. Copyright 2010 The American Chemical Society.
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Figure 12. 
Experimental and simulated absolute 2D IR rephasing (top) and nonrephasing (bottom) 

spectra of a 310-helical hexapeptide Z-Aib-L-Leu-(Aib)2-Gly-OtBu in the amide II 

frequency region. Each spectrum is normalized by the peak intensity of the diagonal amide 

II band.217 Reproduced from Figure 10 of Ref.217. Copyright 2010 The American Chemical 

Society.
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Figure 13. 
Solvatochromic charge model with distributed interaction sites for MeCN in the upper panel. 

The calculated nitrile stretching mode frequency shift using Eq. (109) is directly compared 

to the DFT calculation results in (a). The numerically simulated IR spectrum of the CN 

stretch mode (solid red line) is plotted with the experimentally measured result (blue dashed 

line) in (b). The figure of the interaction sites and (a) is reproduced from Figure 5(a) Ref.183 

and (b) is reproduced from Figure 10(a) of Ref.218. Copyright 2008 AIP Puplishing.

Baiz et al. Page 134

Chem Rev. Author manuscript; available in PMC 2021 August 12.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 14. 
Solvatochromic charge model with distributed interaction sites for MeSCN in the upper 

panel. The y-axis in (a) corresponds to the thiocyanato stretch mode frequency obtained with 

Eq. (109) and the x-axis to the DFT calculated results. The numerically simulated IR 

spectrum of the SCN stretch mode (red solid line) is plotted with the experimentally 

measured result (blue dashed line) in (b). The figure of the interaction sites and (a) is 

reproduced from Figure 5(b) of Ref.183 and (b) is reproduced from Figure 10(b) of Ref.218. 

Copyright 2008 AIP Puplishing.
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Figure 15. 
Solvatochromic charge model with distributed interaction sites for MeN3 in the upper panel. 

The y-axis in the bottom panel represents the azido stretch mode frequency obtained with 

Eq. (109) and the x-axis to the DFT calculated results. Reproduced from Figures 4(b) and 5 

of Ref.232. Copyright 2008 AIP Puplishing.
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Figure 16. 
(a) Azido group in the hydrophobic pocket of Met1Aha NTL9 mutant (b) fully hydrated 

azido group of Ile4Aha NTL9 mutant. The numerically calculated IR spectra of the azido 

stretch mode (solid red line) of Met1Aha in (c) and Ile4Aha in (d) are displayed with the 

experimental results (blue dashed line). Reproduced from Figures 1 and 4 of Ref.236. 

Copyright 2011 The American Chemical Society.
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Figure 17. 
The heme-CO complex, a distributed solvatochromic charge model of the top panel, is 

shown along with model compounds such as neutral histidine, positively charged histidine 

protonated at the atom of Nε or Nδ, positively charged arginine and water molecules. In the 

bottom panel, the frequency shift of the CO stretch mode theoretically obtained from the Eq. 

(109) is compared with the DFT calculation result. Reproduced from Figures 1 and 2 of Ref.
360. Copyright 2013 The American Chemical Society.
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Figure 18. 
(a) Protein structures obtained from MD simulation of native MbCO in (a) and the double 

mutant MbCO in (b). The double mutant has two substituted residues of Arg67 (R67) and 

Asp92 (D92) instead of Thr67 (T67) and Ser92 (S92) in the wild type. The numerically 

calculated IR spectra of the CO stretch mode (solid red line) of native MbCO in (c) and the 

double mutant in (d) are displayed with the experimental results (blue dashed line). 

Reproduced from Figures 4 and 9 of Ref.360. Copyright 2013 The American Chemical 

Society.
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Figure 19. 
Comparison between computed and experimental CO center frequencies and line widths in 

all solvents. Solvents used to parametrize the map are indicated in blue, and solvents used to 

evaluate the map performance are shown in red. The solvents are labeled Ether = diethyl 

ether, THF = tetrahydrofuran, MeCN = acetonitrile, HexOH = hexanol, EtOH = ethanol, 

MeOH = methanol, BuOH = butanol, IPA = isopropanol, and DEG = diethylene glycol. 

Reproduced from Figure 7 of Ref.366. Copyright 2016 The American Chemical Society.
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Figure 20. 
Reproduced with permission from Figure 2 of Ref.413. (a) DFT calculations of the OH 

stretch vibrational frequency, ω10, of HOD in various environments, including (black) a gas-

phase monomer, (red) a water hexamer at 80 K, (blue) liquid water, (green) ice Ih at 100 K, 

and (orange) the water/vacuum interface. The dashed line is a spectroscopic map in terms of 

the electric field, E, along the OH bond evaluated at the site of the H atom. (b) Calculated 

anharmonicity, Δ, of the OH vibration. Copyright 2013 The American Chemical Society.
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Figure 21. 
Experimental and computed IR absorption spectra of the S=O stretching mode at different 

concentrations in binary DMSO/water mixtures. Computed spectra were obtained using the 

map of Oh and Baiz. Vertical bars represent the average experimental frequencies of the four 

DMSO species present in solution: singly hydrogen-bonded (1HB), doubly-hydrogen 

bonded (2HB), Aggregate (Agg), and non-hydrogen bonded (Free) from low to high 

frequency respectively. Adapted from Figure 1 of Ref.461 Copyright 2019 AIP Puplishing.
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Figure 22. 
Coordinate systems of the (a) C=O and (b) C=C vibrational frequency maps. The atoms used 

to define the axes are shown in red.484 Reproduced from Figure 4 of Ref.484. Copyright 

2019 The American Chemical Society.
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Figure 23. 
Theoretical and experimental6,11 IR spectra of (a) deoxycytidine 5’-monophosphate and (b) 

inosine 5’-monophosphate in D2O. The chemical structures of the molecules are shown in 

the insets with their chromophores highlighted in red.484 Reproduced from Figure 7 and 

Figure 9 of Ref.484. Copyright 2019 The American Chemical Society.
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Figure 24. 
Schematic diagram of the procedure from the relative contributions cn to the RMSE value, 

dRMSE.

Baiz et al. Page 145

Chem Rev. Author manuscript; available in PMC 2021 August 12.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 25. 
(a-d) Magnitude of relative contributions ci when we use as a training set (a) 1W, (b) 2–5W, 

(c) 6–35W, and (d) 50W set. (e) Relative contributions ci for the training set of the study in 

Ref.518 Reproduced from Figure 10 of Ref.518. Copyright 2019 AIP Puplishing.
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Figure 26. 
RMSE in transition frequency and dipole derivative of the OH-stretch (blue line) local mode 

depending on which atoms’ local chemical environment is used as an input to ANN (marked 

in red). The leftmost set of bars corresponds to RMSEs of the spectroscopic maps developed 

in Ref413, all others correspond to the Δ -ML approach of ref. (Adapted from Figure 2 of 

Ref.414) Copyright 2019 The American Chemical Society.
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Figure 27. 
The plot of the training and the validation RMSE values as a function of elapsed epochs in 

the training of the feed forward neural network model with the unscaled terms of the 

polynomial function. Adapted from Figures 7 and 8(a) of Ref.525 Copyright 2020 AIP 

Puplishing.
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