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Plant pathogenic fungi often developed specialized infection struc-
tures to breach the outer surface of a host plant. These structures,
called appressoria, lead the invasion of the plant by the fungal
hyphae. Studies in different phytopathogenic fungi showed that
appressorium formation seems to be subordinated to the cell cycle.
This subordination ensures the loading in the invading hypha of
the correct genetic information to proceed with plant infection.
However, how the cell cycle transmits its condition to the genetic
program controlling appressorium formation and promoting the
plant’s invasion is unknown. Our results have uncovered how
this process occurs for the appressorium of Ustilago maydis,
the agent responsible for corn smut disease. Here, we described
that the complex Clb2-cyclin-dependent kinase (Cdk)1, one of the
master regulators of G2/M cell cycle progression in U. maydis,
interacts and controls the subcellular localization of Biz1, a tran-
scriptional factor required for the activation of the appressorium
formation. Besides, Biz1 can arrest the cell cycle by down-
regulation of the gene encoding a second b-cyclin Clb1 also re-
quired for the G2/M transition. These results revealed a negative
feedback loop between appressorium formation and cell cycle pro-
gression in U. maydis, which serves as a “toggle switch” to control
the fungal decision between infecting the plant or proliferating out
of the plant.
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Most antimicrobial treatments in plants aim at prevention
rather than cure because once the infective agent, upon

recognition of the host plant, penetrated the vegetal tissue, the
possibilities to eradicate infection drastically decrease due to the
low accessibility of the therapeutic agents within the plant (1).
The period of greatest vulnerability to stop the infection is the
window of time elapsing between the plant surface recognition
by the pathogen and its penetration. In the case of microor-
ganisms that infect the aerial parts, the plant’s cuticle represents
a primary natural barrier in the defense against pathogens (2).
However, many phytopathogenic fungi overcome this obstacle by
producing specific infection structures termed appressoria (3).
The morphology of appressoria is highly variable: These ele-
ments can be formed either by single-celled structures or by
several cells forming structures known as infection cushions (4).
In some cases, appressorium is a simple slight swelling of the
germ tube apex that emerges from spores on the leaf surface; but
it is a well-defined structure resembling a dome in other cases.
Besides, the manner how appressorium guides plant penetration
is also heterogeneous. For some fungi, the appressorium allows
the localized secretion of enzymes that weaken the plant cuticle
and cell wall, while in other cases, the fungus penetrates upon
the physical rupture of the plant surface by using the turgor
pressure produced inside the appressorium (5).
Appressoria could provide critical sites for therapeutic inter-

vention. Learning about the molecular mechanisms required for
the formation of these infectious structures is crucial in under-
standing how plant pathogens enter their host, and, therefore,

it represents a predictable target for the design of antifungal
substances. However, an important caveat for the search of
common antifungals, is that all this diversity in form and
function in appressoria most likely reflects distinct genetic
programs in different fungi and, consequently, distinct cellular
targets (6). Opportunely, all appressoria share, as a feature
during their formation, the occurrence of more or less drastic
morphological changes (7). The form that a fungus adopts,
including the infectious structures, is dictated by its cell wall,
which forms a kind of armor that must be produced while the
fungus is growing and dividing. Because of this connection among
morphogenesis, cell growth, and division (8), it is expected that
appressorium formation should require, among other processes,
the readjustment of the cell cycle to allow the formation of these
structures.
Studies performed in, at least, three different model systems

for fungal plant virulence (Magnaporthe oryzae, Colletotrichum
orbiculare, and U. maydis) have provided evidence to support the
notion that cell cycle regulation and appressorium morphogenesis
are intricately linked (9–15). These connections seem to proceed
in two directions: The genetic program resulting in appressorium
formation controls the cell cycle, but at the same time, the cell
cycle progression influences the formation and functionality of
the appressorium.

Significance

Many phytopathogenic fungi need specialized structures,
called appressoria, to penetrate the plant before infection
starts. For these structures, the fungus must carefully control
when and where its cells divide, and it has been reported in
different fungal phytopathogens that appressorium forma-
tion is subordinated to the cell cycle control. However, the
molecular details about how this control operates were un-
known. We described in the corn smut fungus U. maydis that
Biz1, a regulator for the formation of appressorium, is phos-
phorylated by the kinase responsible for cell cycle progres-
sion. Biz1 is part of a negative feedback loop responsible for
the final decision to invade or not the plant tissue. Targeting
this process will lead to the development of antipenetrant
fungicides.
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How the induction of the virulence program impinges the cell
cycle to allow the appressorium formation has already been
addressed in these model systems. In M. oryzae (rice blast fun-
gus) and C. orbiculare (cucumber anthracnose fungus), the ap-
pressorium uses a mechanical process driven by turgidity to
breach the cuticle of the plant. The functionality of this kind of
appressorium links to a genetic program that includes morpho-
logical changes producing a clearly defined structure with a thick,
multilayered, and highly melanized cell wall as well as metabolic
reprogramming that increases internal turgor pressure via glyc-
erol accumulation (7). Elegant work demonstrated that, in these
fungi, the G1 phase has to be enlarged to provide time to syn-
thesize a septum at the neck of the developing appressorium that
might be used for the accumulation of the massive amount of
glycerol (11). In the corn smut fungus U. maydis, the appressoria
are not dependent on turgor pressure to penetrate the plant
tissue (16). In this case, the appressorium results in a localized
area of secretion where plant cell wall-degrading enzymes, which
help penetrate the cuticle (17), and specific effector proteins
required for the precise signaling occurring during infection (18)
are concentrated. Consequently, the appressorium morphology
seems to be less complicated, relatively small swellings of the
hyphal tip that point to the plant surface (19). In this case, the
virulence program halted the mitosis entry (promoting the arrest
at the G2 phase), avoiding in this way that the secretion ma-
chinery competes with the mitotic apparatus for cytoskeletal
components (20).
Several pieces of evidence also indicated that the cell cycle

controls the developmental program resulting in appressorium
formation. In M. oryzae, transition through the S phase is man-
datory for appressorium formation, and two distinct S phase
checkpoints monitor the completion of DNA replication to allow
the progression of appressorium differentiation (13). Besides,
completion of the M phase in conidia is essential for developing
functional appressoria that form the penetration peg (14, 15). On
the contrary, in U. maydis, the progression through mitosis seems
to halt the formation of the appressorium, which can only be pro-
duced during the G2 period (10). To summarize, the requirement
for a specific cell cycle phase during appressorium formation has
been noted in several fungi that produce very different kinds of
appressoria. However, the intricacies for such control and the ele-
ments from the virulence program that are the actual targets of cell
cycle regulators remain unclear.
Because of its simplicity, the appressorium from U. maydis

seems to be well suited to address the elements linking cell cycle
and appressorium formation (16). The appressorium differentiates
from the infective filament, which consists of a single dikaryotic
cell (resulting from the mating of two compatible yeastlike cells on
the plant surface) that expands by apical growth (21). During this
process, the cell composing the infective filament was arrested in
its cell cycle at the G2 phase (22). How the cell cycle is regulated
in U. maydis is well comprehended (23). The G2/M transition
depends on two distinct CDK complexes Clb1-Cdk1 and Clb2-
Cdk1 (24). Although the activity of both complexes is essential
for G2/M transition, the central control is exerted by inhibitory
phosphorylation of the kinase subunit Cdk1 when it is complexed
to Clb2 (Clb1-Cdk1 is not sensitive to this inhibitory phosphory-
lation). This phosphorylation depends on the relative activity of
the Wee1 kinase (which inhibits Cdk1) and the Cdc25 phospha-
tase (which activates Cdk1) (25, 26).
Not surprisingly, the mechanism required for the prolonged

G2 cell cycle arrest in the infective filament involves the down-
regulation of CDK activity via inhibitory phosphorylation of
Cdk1 (27). This cell cycle arrest is sustained during the growth of
the infective filament by the presence of the transcriptional
regulator called the b factor, composed of two subunits (bW and
bE, provided by each mating partner) (28). The transcriptional
program led by the b factor activates the DNA damage response

(20, 29) independently of the presence of DNA damage (30),
resulting in the activation of the kinase Chk1, which, in turn,
phosphorylates Cdc25 promoting its retention in the cytoplasm
where is not functional (31). Simultaneously, the b factor re-
presses the transcription of hsl1, which encodes a kinase that
down-regulates Wee1 kinase. The combination of both processes
increased the Cdk1 inhibitory phosphorylation and, consequently,
the cell cycle arrest (9). Disabling the connection between the
b-dependent program and the cell cycle arrest by the intro-
duction of two independent mutations in these cell cycle reg-
ulators (chk1Δ- and hsl1tef1-producing constitutive expression
of hsl1) resulted in the maintenance of a high CDK activity
(and thereby an active cell cycle) and strikingly in the absence
of appressorium formation (10). However, how this high CDK
activity was interfering with the appressorium formation was
unknown.
Previous results from our laboratory (SI Appendix, Fig. S1 and

ref. 9) suggested that the inhibition of appressorium formation
by an active cell cycle in U. maydis most likely occurred down-
stream the signaling pathway leading appressorium differentia-
tion. This pathway involves two membrane proteins Sho1 and
Msb2 (32) sensing plant-derived stimuli and transmitting the
signal by a well-characterized mitogen-activated protein kinase
cascade (33). A plethora of transcription factors seems to be
genetically located downstream of this signaling cascade (34).
Two of these transcription factors Biz1 and Hdp2 induced by the
b-dependent program are required for appressorium formation
(34, 35). Interestingly, a connection with cell cycle regulation was
already described in one of these transcription factors: Biz1 binds
and represses the promoter of the gene encoding the Clb1 cyclin,
and its ectopic expression resulted in G2 cell cycle arrest. How-
ever, the actual role of this cell cycle connection was unclear be-
cause Biz1 was not required for the b-dependent G2 cell cycle
arrest (35).
Here, we describe that Clb2-Cdk1, one of the master regulators

of G2/M cell cycle progression and the b-dependent cell cycle arrest
target, interacts and controls the Biz1 subcellular localization,
inhibiting its activity. This finding uncovers how an active cell cycle
disables the appressorium formation, and it opens the possibility
to target the early steps during the infective process in terms of
developing the next generation of antipenetrant fungicides.

Results
The Transcriptional Regulator Biz1 Is Involved in the Incompatibility
between an Active Cell Cycle and Appressorium Formation in U. maydis.
The transcriptional factors Biz1 and Hdp2 are promising candi-
dates to be the targets of the observed interference by an active
cell cycle in the appressorium formation in U. maydis. Both reg-
ulators are expressed in the infective filament by the b-dependent
program (36). Genetic analyses located these factors downstream
of the Mbs2-Sho1 cascade (34), and in both cases, loss-of-function
mutations severely affected the induction of appressorium for-
mation (34, 35). Moreover, from the analysis of its amino acid
sequences, it can be predicted in both proteins, putative phos-
phorylation sites for CDK and cyclin docking sites (Fig. 1A).
These cyclin-interacting motives promote efficient phosphoryla-
tion of CDK sites, and they do so in a cyclin-specific manner (37).
Therefore, we considered the possibility of these transcriptional
factors to be targeted and disabled by CDK phosphorylation,
providing a manner to explain the inhibition of appressorium
formation by an active cell cycle. To address this possibility, we have
introduced Ser/Thr to Ala changes into the putative phosphorylation
sites, and the resulting alleles (hdp2T607A and biz1S663A T691A [biz1AA])
were independently exchanged with the native ones in sexually
compatible strains (a1 b1 and a2 b2 mating types) alone or
combined with the two mutations disabling the b-dependent
cell cycle arrest (chk1Δ and hsl1tef1). We have infected corn
plants with compatible mixtures of the control and the respective
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mutant strains. We have observed that each mutant allele (either
hdp2T607A or biz1AA) alone does not affect the ability of U.
maydis to infect corn plants. However, we have found that the
presence of the biz1AA allele recovered the capacity to infect
plants by cells carrying the chk1Δ hsl1tef1 mutations (Fig. 1B).
The suppression of the virulence defect in chk1Δ hsl1tef1 mutants

required the two Ser/Thr to Ala substitutions in Biz1 (SI Ap-
pendix, Fig. S2). We have also constructed an allele carrying
phosphomimetic substitutions (Ser/Thr to Asp, biz1DD), and it
showed the same effect recovering the virulence in chk1Δ
hsl1tef1 mutants as the biz1AA allele did (SI Appendix, Fig. S2).
Following the virulence recovery, we have also observed that

chk1Δ hsl1tef1 mutants carrying the biz1AA allele could produce
appressoria on the plant (SI Appendix, Fig. S3) as well as pene-
trate the plant tissue (SI Appendix, Fig. S4). The observed
symptoms in the triple mutant (chk1Δ hsl1tef1 biz1AA) infections
were milder than those found in wild-type infections, although
we believe that these defects could be attributable to the con-
sequences of the lack of Chk1 kinase in the growth of the mutant
fungus inside the plant (SI Appendix, Fig. S5) (29).
The above results suggested that the biz1AA allele’s presence

bypassed the apparent requirement for a cell cycle arrest during
plant infection by U. maydis. While chk1Δ hsl1tef1 mutant strains
were unable to induce appressoria formation because of the
absence of cell cycle arrest, we were curious about the appres-
soria formed in the triple mutant. Appressorium formation by U.
maydis can be induced in vitro by incubating solopathogenic
strains (carrying compatible alleles of mating-type genes, being,
therefore, independent of the mating step, ref. 38) on hydro-
phobic surfaces in the presence of 16-hydroxyhexadecanoic acid
(33). These strains also carried a fluorescent reporter (AM1-
green fluorescent protein [GFP]) consisting of GFP under the
control of a promoter induced during the appressorium forma-
tion, enabling a straightforward quantification of appressoria-
forming filaments (33). We have found that the solopathogenic
triple mutant strain (chk1Δ hsl1tef1 biz1AA) produces appressoria-
forming filaments in vitro at a frequency not significantly lower
than the wild-type control strain (Fig. 1C and SI Appendix, Fig.
S6). Strikingly, analyzing the morphological appearance of the
appressorium-forming filaments in the triple mutant chk1Δ
hsl1tef1 biz1AA, we have observed that they showed a single mono-
nucleated apical cell compartment carrying the characteristic re-
traction septa behind the cell body (Fig. 1D). All these features
were compatible with a cell cycle arrested appressorium. These
results suggested that the mutations in the putative CDK phos-
phorylation sites of Biz1 seemed to restore the cell cycle arrest
rather than bypass the requirement of a cell cycle arrest during
appressorium formation.

Biz1AA-Mediated Down-Regulation of Clb1 Cyclin Restores the Cell
Cycle Arrest during the chk1Δ hsl1tef1 Mutant Filament Induction.
The formation of the U. maydis appressorium occurs in an in-
fective filament already cell cycle arrested. If the infective fila-
ment is not cell cycle arrested (such as happens in the chk1Δ
hsl1tef1 mutant strain), the appressorium is not induced. The
above results showed that the biz1AA allele’s presence appears to
restore the cell cycle arrest in appressorium-producing filaments
from strains carrying mutations that disconnected the b-dependent
program from cell cycle regulation and thereby unable to arrest
the cell cycle during the induction of the infective filament. This
observation prompted us to wonder whether the restoration of
the cell cycle arrest occurred during the appressorium formation
or before when the infective filament was induced. To address
that question, we took advantage of the AB33 strain, a particular
haploid strain expressing the b factor under the control of a
nitrate-induced promoter, which upon growth in a minimal me-
dium containing nitrate, resulted in the formation of the b-
dependent G2-arrested filament (but appressorium formation
is not induced) (39). We have introduced in this genetic back-
ground the biz1AA allele and the mutations disconnecting the b
program from cell cycle arrest (chk1Δ hsl1tef1), and we have
analyzed whether upon induction of the b factor the cell cycle
was arrested or not (these strains also carried an NLS-GFP
transgene as a nuclear marker). We have found (SI Appendix,

Fig. 1. Biz1 is involved in the incompatibility between cell cycle and ap-
pressorium formation. (A) Scheme of the transcriptional regulators Hdp2
and Biz1 showing the putative CDK phosphorylation sites (red) as well as the
putative cyclin docking sites (blue). The corresponding DNA-binding motives
are also shown (HD, homeodomain; ZF, zinc finger). The putative CDK
phosphorylation sites as well as the cyclin docking sites were predicted by
the eukaryotic linear motif (ELM) algorithm (elm.eu.org/) using the default
values. (B) Graph showing disease symptoms caused by crosses of wild type
and the indicated mutant combinations. The symptoms were scored 14 d
after infection. Three independent experiments were carried out, and the
average values were expressed as percentages of the total number of in-
fected plants (n: 30 plants in each experiment, raw data are provided in the
SI Appendix). (C) Frequency of appressoria formation in vitro in strains car-
rying the appressorium-specific AM1-GFP reporter as well as the indicated
mutations. Cells were sprayed on Parafilm M in the presence of 100 μM 16-
hydroxyhexadecanoic acid. After 20 h, cells were stained with Calcofluor
white (CFW) and analyzed for AM1 marker expression (AM1-GFP). The graph
shows the result from three independent experiments, counting more than
50 filaments each (ns: not significative). Images of appressorium-forming
filaments are provided in SI Appendix, Fig. S6. (D) Micrographs to show
in vitro appressorium formation in the chk1Δ hsl1tef1 biz1AA mutant strain.
Asterisks mark the presence of retraction septa. The arrow marks the nucleus
from the appressorium, detected by the nuclear envelope membrane pro-
tein Cut11 fused to Cherry. (Scale bar, 20 μm.)
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Fig. S7) that the biz1AA allele’s presence restored the cell cycle arrest
in the infective filaments carrying the chk1Δ hsl1tef1 mutations,
independently of the formation of appressoria. This result sug-
gested that, in the triple mutant strain (chk1Δ hsl1tef1 biz1AA), most
likely, the appressorium formation was recovered because of the
restoration of the cell cycle arrest in the infective filament.
The above results raised the question about how in infective

filaments from chk1Δ hsl1tef1 biz1AA cells, the presence of Biz1AA could
reestablish the cell cycle arrest. In infective filaments from wild-
type cells, the b-induced cell cycle arrest resulted from the in-
crease in the inhibitory phosphorylation of Cdk1 (20). However, in
the infective filaments produced by cells carrying chk1Δ and
hsl1tef1 mutations, the phosphatase Cdc25 cannot be repressed by
Chk1, and the kinase Wee1 is down-regulated by the constitutive
expression of hsl1. Consequently, in these mutant filaments, the
cell cycle was not arrested at G2 because of the low level of in-
hibitory phosphorylation of Cdk1 (9). One possibility to explain
the reestablishment of the cell cycle arrest by the presence of
Biz1AA is that somehow, in the triple mutant strain, the Cdk1
inhibitory phosphorylation was restored to the levels from wild-
type infective filaments. However, we have observed, using the
AB33-derived strains, that this was not the case (SI Appendix, Fig.
S8), indicating that the reason for the reinstatement of cell cycle
arrest by the presence of Biz1AA was unrelated to the inhibitory
phosphorylation of Cdk1.
Biz1 was initially isolated from a genetic screen devoted to

looking for genes able to arrest the cell cycle at G2 when ec-
topically expressed. The Biz1-induced cell cycle arrest resulted
from the transcriptional repression of clb1—one of the cyclins
required for G2/M transition in U. maydis—because Biz1 binds
to its promoter (35). The physiological reasons why Biz1 re-
presses the expression of clb1 were unclear. Its deletion does not
affect the b-induced cell cycle arrest, even though the expression
of biz1 is induced in the infective filament under the b-dependent
transcriptional program (35, 36). Because of that, it was proposed
that the role of Biz1 during the b-induced cell cycle arrest was to
be a redundant secondary cell cycle brake operating by decreasing
the amount of Clb1-Cdk1 complex once the cell cycle was already
arrested via inhibitory phosphorylation of the Cdk1 (22).
We considered that one way to understand the proposed

secondary role of Biz1 in b-dependent cell cycle arrest as well as
to explain the above-observed restoration of the cell cycle arrest
by Biz1AA in the triple mutant was to hypothesize that the pu-
tative phosphorylation of Biz1 by CDK was affecting its ability to
repress clb1. Following this explanation, in a wild-type filament,
the down-regulation of CDK activity (by the inhibitory phos-
phorylation of Cdk1) impedes the phosphorylation of Biz1 (which
remains active) and thereby the repression of clb1 expression by Biz1
assures the secondary brake. In the case of chk1Δ hsl1tef1 filaments
because the CDK activity is high (resulting from the low Cdk1
inhibitory phosphorylation), Biz1 was phosphorylated and thereby
inhibited, and as a consequence, clb1 expression was not repressed
(maintaining the cell cycle active). However, in the triple chk1Δ
hsl1tef1 biz1AA mutant, despite the high CDK activity, Biz1AA was
not phosphorylated—and then not inhibited—and, therefore, it
was able to repress clb1 and to reestablish the G2 cell cycle arrest.
Supporting this hypothesis, we have observed that, upon ectopic
expression of biz1 or biz1AA, the down-regulation of clb1 was dif-
ferentially influenced by conditions mimicking low inhibitory
phosphorylation of Cdk1. For that, we have constructed strains
(using the haploid wild-type background FB1), which expressed
biz1 or biz1AA alleles as well as cdk1AF (a cdk1 allele refractory to
inhibitory phosphorylation, ref. 26) under the regulatable pro-
moter crg1 promoter (induced by arabinose) (Fig. 2A). Coher-
ently, with our hypothesis, we have found that the controlled
expression of either biz1 or biz1AA alone was able to down-regulate
the clb1 expression and, therefore, arrest the cell cycle in these
cells. However, when expressed in the presence of cdk1AF, we have

found that Biz1 was unable to repress clb1 while Biz1AA was still
acting as a repressor of clb1 (Fig. 2B). Since the repression of clb1
mediated by Biz1 resulted in cell cycle arrest, we also have found a
correlation between the cell cycle arrest and the ability or not to
repress clb1 expression in the respective mutant backgrounds (Fig.
2C and SI Appendix, Fig. S9).
To summarize, we have found that Biz1AA restores the cell

cycle arrest in filaments unable to activate the b-dependent Cdk1
inhibitory phosphorylation. Most likely, this restoration was a
consequence of the ability of Biz1AA to repress the promoter of
clb1. To support this assumption, we attempted to disrupt spe-
cifically the connection between Biz1 and clb1 regulations and to
analyze how this disconnection would impact the b-induced cell
cycle arrest. One direct manner of performing this was to mutate
the binding sites of Biz1 in the regulatory region of clb1. How-
ever, the DNA sequence recognized by Biz1 is unknown, and
besides, Biz1 seems to bind to several sites distributed in a broad
region in the promoter of clb1 (35). Therefore, we took advan-
tage of the previously reported Pdik6:clb1 transgene. In this con-
struction, clb1 was under the dik6 promoter’s control, induced
during the infective filament formation, and it was not down-
regulated by Biz1 (35). We have introduced an ectopic copy of
the Pdik6:clb1 transgene in AB33-derived strains carrying single
and double combinations of hsl1tef1 chk1Δ and biz1AA mutations,
and we have analyzed the presence or not of cell cycle arrested
filaments (Fig. 2D and SI Appendix, Fig. S10) and the messenger
RNA (mRNA) levels of clb1 (Fig. 2E). We have found that the
filaments from hsl1tef1 chk1Δ biz1AA cells carrying the ectopic copy
of the Pdik6:clb1 transgene showed a high level of clb1 mRNA and
that they were not cell cycle arrested.
These results supported the idea that Biz1AA-mediated down-

regulation of Clb1 cyclin caused the restablishment of the cell
cycle arrest during the induction of mutant infective filaments that
were impaired in the b-activated Cdk1 inhibitory phosphorylation.

The Clb2-Cdk1 Complex Interacts with Biz1. The results shown above
can be included in a working hypothesis explaining the observed
incompatibility between an active cell cycle and the appresso-
rium formation. In an infective filament where the cell cycle was
not arrested, the presence of an active CDK complex phosphor-
ylates the transcription factor Biz1, promoting in some manner its
inhibition. This inhibition disables Biz1 to sustain the cell cycle
arrest and, most likely, to produce appressoria. To support this
idea, we have tried to detect physical interaction between CDK
and Biz1. We took advantage of the above-described FB1-derived
strains expressing ectopically biz1 under the crg1 promoter’s con-
trol. The reason to use this genetic background was related to the
fact that, in natural conditions, the expression of biz1 is dependent
on the b factor (35, 36). Therefore, to induce the production of
Biz1, we should express the genes encoding the b factor, which
also resulted in the inhibition of CDK activity, impeding the study
of the proposed CDK-Biz1 interactions. We have introduced in
this genetic background vesicular stromatitis virus (VSV)-tagged
versions of Clb1 and Clb2—the two U. maydis b cyclins—also
under the control of the crg1 promoter (24) to bypass the observed
down-regulation of Biz1 on clb1 expression. Also, the Biz1 protein
was tagged with three copies of the hemagglutinin (HA) epitope
(the tagging does not affect the functionality of the protein, ref.
35). Lysates from cells expressing Biz1-3HA and the respective b
cyclins were submitted to immunoprecipitation with anti-HA an-
tibodies. The corresponding immunoprecipitates were analyzed
for the presence of Biz1 (using anti-HA antibodies), cyclins (using
anti-VSV antibodies), and Cdk1 (using anti-PSTAIRE antibodies,
which detects Cdk1 as well as Cdk5, ref. 24). We have found that
Biz1 interacts specifically with the Clb2-Cdk1 complex: In the anti-
HA immunoprecipitates, it was possible to recover both Cdk1 and
Clb2 but not Clb1 (Fig. 3A). Note that in both control and Clb1-
VSV expression conditions, it was also possible to observe a faint
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Cdk1 signal in the immunoprecipitates, most likely being a con-
sequence of the Clb2 endogenous levels.
Interestingly, we have also noted a moderated but reproducible

shift in the electrophoretic mobility of Biz1-3HA immunopreci-
pitated in Clb2-VSV expression conditions. We have treated the
immunoprecipitates obtained from the control as well as from
Clb2-VSV extracts with λ phosphatase, and we have found that
the shift was corrected upon treatment with the phosphatase (Fig.
3B), strongly suggesting that Biz1-3HA was phosphorylated in
cells in a manner dependent on Clb2. To gain further support in
this observation, we analyzed immunoprecipitates obtained from
cells with high Clb2-Cdk1 activity and carrying either a wild-type
biz1 or a biz1AA allele (in both cases under the control of the crg1
promoter and tagged with HA). We have achieved this high Clb2-
Cdk1 activity in two independent ways: either by the over-
expression of clb2 or by the expression (also under the crg1 pro-
moter) of a cdk1 allele refractory to inhibitory phosphorylation
(cdk1AF, inhibitory phosphorylation only affects the Clb2-Cdk1,

ref. 26). Besides, we have also included a control resulting in
the absence of Clb2-Cdk1 activity by using a conditional allele of
clb2 [clb2nar1, ref. 24]) grown in repressive conditions. We have
found a correlation between the high Clb2-Cdk1 activity and the
electrophoretic mobility shift in Biz1 and, more critical, the ab-
sence of mobility shift in any condition in the biz1AA allele. The
observed electrophoretic mobility shift (which can also be ob-
served in control conditions, although weakly) was also lost in cells
carrying the clb2 conditional allele, regardless of the biz1 allele
analyzed (Fig. 3C).
Taking together all these observations, we propose that Biz1

interacts specifically with the Clb2-Cdk1 complex. The electro-
phoretic mobility shift in Biz1 that can be suppressed by phos-
phatase treatment, its absence in the Biz1AA mutant, and its
dependency on the presence of Clb2 function, lead us also to
propose that the Clb2-Cdk1 complex phosphorylates Biz1. More
direct proofs of these interactions, such as in vitro phosphory-
lation assays and phosphoproteomic analysis of in vivo infections

Fig. 2. CDK-mediated phosphorylation of Biz1 inhibits its ability to down-regulated clb1 expression. (A) Scheme showing the experimental design to address
in vivo whether the ability of Biz1 to repress the transcription of clb1 was sensitive to CDK activity. See the text for explanations. (B) Quantitative real-time-
PCR of clb1 expression for the indicated strains. RNA was isolated after 6 h of induction of the crg1 promoter (arabinose complete medium [CMA]) or control
conditions (glucose complete medium [CMD]). As an internal control, the expression of tub1 (encoding tubulin α) was used. Values are referred to the ex-
pression of clb1 in control strain (FB1) growing in CMD. Each column represents the mean value of three independent biological replicates (**P < 0.01, [ns] not
significant). (C) Cultures of the indicated strains were incubated in CMA for 6 h and Biz1-induced filaments (cells larger than 30 μm, see SI Appendix, Fig. S9 for
images of the cells) were counted and sorted in function of nuclear number. The graph shows the result from three independent experiments, counting more
than 50 filaments each (**P < 0.01, ns). (D) Micrographs of the indicated AB33-derived strains grown in nitrate minimal medium to induce the b program for
8 h. All strains carried a transgene expressing a NLS-GFP fusion to detect nuclei. Cells were stained with CFW to detect the cell wall and septa. Filaments carrying
a single nucleus were considered cell cycle arrested (see SI Appendix, Fig. S10 for quantification of arrested filaments). Note that filaments overexpressing clb1
showed winding morphology and a higher number of nuclei (most likely as a consequence of an accelerated cell cycle). (E) Quantitative real-time-PCR of clb1
expression for the indicated strains. RNA was isolated after 8 h of induction of the b factor in nitrate minimal medium. As an internal control, the expression
of tub1 (encoding tubulin α) was used. Values are referred to the expression of clb1 in AB34 (a strain carrying noncompatible b subunits and, therefore,
unable to activate the b program) growing in the same conditions. Each column represents the mean value of three independent biological replicates.
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by wild-type and mutant strains, would strengthen our conclusion,
although technical reasons impede these approaches currently.

CDK-Mediated Phosphorylation Confines Biz1 into the Cytoplasm by
the Promotion of Its Binding to 14–3-3 Proteins. We were curious
about the mechanism that inhibited the ability of Biz1 to repress
the transcription of clb1 upon phosphorylation by Clb2-Cdk1.
Disabling the Biz1-mediated repression of clb1 expression could
be occurring in different not exclusive ways: inhibition of nuclear
translocation of Biz1; inhibition of the ability of Biz1 to bind the
clb1 promoter region; or inhibition of the repressive activity of
Biz1. As a start, we decided to analyze whether the transport of
Biz1 into the nucleus was affected by high Clb2-Cdk1 activity.
For that, using the FB1 background, GFP fusions of biz1 and

biz1AA alleles—under the control of the crg1 promoter—were
performed, and its subcellular location was addressed in control
strains and strains expressing the cdk1AF allele (i.e., high Clb2-
Cdk1 activity). We have found (Fig. 4A and SI Appendix, Fig. S11)
that high Clb2-Cdk1 activity excludes Biz1 from the nucleus, but
that this effect was lost in cells carrying the allele refractory to
CDK phosphorylation, biz1AA. We infer from these results that
CDK inhibits Biz1 by keeping the protein in the cytoplasm.
One of the roles of the 14–3-3 protein in the cell is to se-

quester proteins in the cytoplasm upon recognizing phospho-
serine or phosphothreonine residues in its targets (40). In U.
maydis, there is a sole 14–3-3 protein, encoded by bmh1, which is
essential for growth (31). We have considered that 14–3-3 pro-
teins could be well suited to be one of the elements involved in

Fig. 3. Biz1 interacts with Clb2-Cdk1. (A) Western blots to show interaction among Biz1, Clb1, and Cdk1. Soluble extracts from strains carrying Biz1-3HA and
Clb1-VSV or Clb2-VSV under the control of a crg1 promoter were incubated with anti-HA antibodies coupled to magnetic beads to obtain immunoprecip-
itates. The immunoprecipitates were submitted to Western blot with anti-VSV (cyclins) and anti-HA (Biz1) antibodies in succession. The lower part of the
membrane was excised and processed independently with anti-PSTAIRE to detect the Cdk1 protein. Cells were grown in inducing conditions for crg1 pro-
moter (complete medium [CM] plus 1% arabinose, CMA) during 6 h. (B) Western blot to show the effect of treatment with λ protein phosphatase (λ PPase) of
anti-HA immunoprecipitates from cultures expressing or not clb2-VSV. Immunoprecipitates were incubated at 30 °C for 20 min in the absence (−) or presence
(+) of λ PPase. (C) Western blot (anti-HA) from immunoprecipitates obtained from extracts of cultures grown in inducing conditions (CMA, 6 h) for the cells
carrying biz1-3HA or biz1AA-3HA alleles as well as the indicated constructions.
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the regulation of Biz1. To address this possibility, we have in-
troduced in the strain expressing biz1-GFP and the cdk1AF alleles
(both under the crg1 promoter), a bmh1nar1 conditional allele
(which is induced when cells are growing in minimal nitrate
medium and repressed in complete medium), and we analyzed

the Biz1-GFP subcellular localization in restrictive conditions for
the bmh1 conditional allele. In agreement with our hypothesis,
we have found that when Bmh1 was down-regulated, Biz1 was
not retained in the cytoplasm (Fig. 4B).
We also have attempted to analyze whether the CDK-

dependent phosphorylation of Biz1 affected this protein’s abil-
ity to interact with Bmh1 in vivo. Using GFP-trap beads, we have
isolated GFP fusions of Biz1 and Biz1AA versions from strains
carrying a bmh1-3HA tagged allele and expressing or not an
ectopic copy of cdk1AF· We have found that high Clb2-Cdk1
activity promoted the Biz1 and Bmh1 interaction and that this
interaction was lost in the Biz1AA mutant (Fig. 4C). These results
were coherent with the role of Bmh1 in the cytoplasmic retain-
ment of Biz1.
To summarize, it seems that Biz1 phosphorylation by Clb2-

Cdk1 precludes its activity as a transcriptional factor by pro-
moting the interaction with Bmh1 and its cytoplasmic retention.

Disconnecting Biz1 and Cell Cycle Regulation Seems to Abrogate the
Role of Biz1 in the Decision of Proliferation versus Appressorium
Formation. The above-described results help explain the role of
Biz1 in the observed incompatibility between an active cell cycle
and the appressorium formation. If, for some reason, during the
induction of the infective filament, the primary cell cycle brake
(composed of the Cdk1 inhibitory phosphorylation) is not op-
erative, then the presence of an active Clb2-Cdk1 complex
phosphorylates the transcription factor Biz1. This phosphoryla-
tion promotes the retention of Biz1 in the cytoplasm, precluding
its role as a transcriptional regulator and affecting the filament’s
ability to support the secondary cell cycle brake and to induce
the appressorium as well.
Following this working model, we have reasoned that if we

disentangled Biz1 from the cell cycle regulation, then, most
likely, the observed incompatibility between active cell cycle and
appressorium induction might be dismissed (Fig. 5A). To untie
Biz1, we must disable both the upstream negative regulation of
Biz1 by Clb2-Cdk1 (i.e., using the biz1AA allele) and the down-
stream repression of Biz1 on clb1 expression (i.e., using the
Pdik6:clb1 transgene). Therefore, using a solopathogenic strain
carrying the four mutations (hsl1tef1 chk1Δ biz1AA Pdik6:clb1) and
the AM1-GFP reporter, we tried to detect in vitro the presence
of appressoria. Encouragingly, we have found filaments showing
GFP fluorescence, although in a much lower frequency than a
control strain (hsl1tef1 chk1Δ biz1AA) (Fig. 5B). However, these
fluorescent filaments were composed of several cell compart-
ments separated by septa, which contrast to the control appres-
soria composed of a single apical cell compartment (Fig. 5C).
We cannot strictly assure that these filaments were true ap-
pressoria, although the transcriptional program activating the
AM1-GFP reported was operative in these filaments.
We wondered whether these structures were functional to lead

plant infection. Therefore, we have evaluated the virulence of
the hsl1tef1 chk1Δ biz1AA Pdik6:clb1 mutant strain. As a control,
we used SG200-derived strains carrying individual combinations
(chk1Δ hsl1tef1; biz1AA; Pdik6:clb1) and double and triple combi-
nations (Fig. 5D). We have observed that a strain in which Biz1
was disconnected from cell cycle regulation (biz1AA Pdik6:clb1)
was still able to infect plants, although the symptoms caused
seem to be weaker (we believe this is a side effect of the presence
of the Pdik6:clb1 transgene as was already described, ref. 35, and
it can be observed in the single SG200 Pdik6:clb1 mutant).
However, when we disconnected Biz1 from cell cycle regulation
in cells unable to arrest the cell cycle during the induction of the
filament (chk1Δ hsl1tef1 biz1AA Pdik6:clb1 strain), we have found
the unexpected result that this strain was avirulent.
We were also able to find GFP positive filaments on the plant

(although very infrequently), showing a similar morphology as
those found in vitro regarding the presence of several cell

Fig. 4. CDK-mediated phosphorylation retains Biz1 at the cytoplasm. (A)
Graph showing the nuclear versus cytoplasmic distribution of the GFP signal
of the indicated strains. Micrographs used for quantification are shown in SI
Appendix, Fig. S11. Cultures were incubated for 6 h in inducing conditions
(CMA). The intensity of the nuclear and cytoplasmic GFP signals were de-
termined by measuring pixel intensity in the nucleus and of an equivalent
area in the cytoplasm, and the ratio was determined. A ratio higher than 1
means nuclear distribution, while a ratio lower than 1 indicates cytoplasmic
distribution. Twenty cells were quantified for each experiment (two inde-
pendent experiments, **P < 0.01, ns). (B) Bmh1 was required for CDK-
dependent retention of Biz1 in the cytoplasm. Indicated strains were
grown overnight in permissive conditions for the bmh1nar1 allele and re-
strictive for biz1-GFPcrg1 and Pcrg1:cdk

AF (minimal medium amended with
nitrate and glucose) and then transferred for 6 h to CMA medium, that re-
presses nar1 expression and activates crg1 expression. Note that in the ab-
sence of the Bmh1 function, the Biz1-GFP signal can be colocated with the
nucleus (marked by a Cut11-Cherry fusion). The Cut11-Cherry signal was very
weak in the bmh1nar1 strain growing in restrictive conditions, and in some
cells the nucleus seems not to be assembled. (C) Western blots to show in-
teraction between Biz1 and Bmh1. Soluble extracts from strains carrying
Bmh1-3HA and Biz1-GFP or Biz1AA-GFP tagged in their corresponding en-
dogenous loci and carrying ectopic copies of cdk1AF under the control of a
crg1 promoter were incubated with GFP-trap beads, and the immunopre-
cipitates submitted to Western blot with anti-HA (Bmh1) and anti-GFP (Biz1)
antibodies in succession. Cells were grown in inducing conditions (CMA) for
the crg1 promoter during 6 h.
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compartments showing GFP fluorescence (SI Appendix, Fig.
S12A). However, we could not find any evidence supporting that
the mutant strain could penetrate the plant tissue (SI Appendix,
Fig. S12B). These data suggested that the structures (which we
believe are some sort of appressoria) were not functional for
plant invasion.
Considering these structures as aberrant appressoria, we

would like to propose that disconnecting Biz1 from cell cycle
regulation, abrogated its ability to work as a point of control to
discriminate whether the cell cycle was arrested before allowing

the induction of the formation of appressorium. We believe that,
in the absence of this sort of checkpoint, the concurrence of an
active cell cycle and the program’s activation leading to ap-
pressorium induction would result in an inactive appressorium
(see Discussion for more details about possible factors affecting
the functionality of the appressorium in this scenario).

Discussion
Appressorium formation seems to be subordinated to the cell
cycle in those fungal phytopathogens where these connections

Fig. 5. Disentangling Biz1 from cell cycle regulation. (A) Scheme showing the hypothesis to be tested: untieing Biz1 from cell cycle regulation by using the
biz1AA and Pdik6:clb1 alleles should disconnect appressorium formation from the cell cycle. (B) Frequency of appressoria formation in vitro in strains carrying
the indicated mutations. The graph shows the result from three independent experiments, counting more than 50 filaments each (**P < 0.01). (C) Micro-
graphs showing appressoria formation in vitro of the indicated strains. Images show AM1 marker expression (AM1-GFP) and CFW stained samples as well as
magnified merged images of the apical part from GFP positive filaments. Asterisks mark septa. (Scale bar: 20 μm.) (D) Graph showing disease symptoms caused
by crosses of indicated solopathogenic strains. The symptoms were scored 14 d after infection. Three independent experiments were carried out, and the
average values are expressed as percentages of the total number of infected plants (n: 30 plants in each experiment, Raw data from infections are provided in
the SI Appendix).
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have been studied (10, 41). There are cases in which particular
cell cycle phases have to be completed before the appressorium
formation, such as it has been described in M. oryzae where the
completion of both S and M phases is mandatory for appresso-
rium formation and functionality (41). However, in other cases,
the cell cycle has to be arrested at some particular cell cycle
phase to allow the appressorium formation. In U. maydis, the
infective filament (where the appressorium will differentiate)
must be arrested at the G2 phase. If the cell cycle was not
arrested, then the appressorium was not formed. In this paper,
we addressed the intricacies about how, in this fungus, the cell
cycle status seems to determine the induction or not of the ap-
pressorium formation: The Clb2-Cdk1 complex (one of the CDK
complexes involved in G2/M transition) phosphorylates and in-
hibits the activity of Biz1, a transcriptional factor required in
appressorium induction. Therefore, to progress in the appres-
sorium formation, the Clb2-Cdk1 complex has to be inhibited,
resulting in a G2 cell cycle arrest.
The appressorium induction in U. maydis occurs in the b-

dependent infective filament, which was cell cycle arrested. In
a wild-type situation (Fig. 6A), during the formation of the in-
fective filament, the transcriptional program promoted by the b
factor results in the induction of biz1 expression (together with
many other regulatory factors, ref. 36) as well as the inhibition of
the Clb2-Cdk1 complex by the increase in the inhibitory phos-
phorylation of Cdk1. The second CDK complex required for
G2/M transition (Clb1-Cdk1) is not sensitive to Cdk1 inhibitory
phosphorylation, but without the concourse of Clb2-Cdk1, it was
unable to induce mitosis. Because Clb2-Cdk1 is inhibited and
Biz1 is not a target of Clb1-Cdk1, the Biz1 protein is not phos-
phorylated, and it travels to the nucleus where it down-regulates
clb1, resulting in the inhibition of the second CDK complex re-
quired for G2/M transition. Once in the nucleus, eventually in
response to inductive cues from the plant, Biz1 might act on

other unknown targets to activate the appressorium formation
(together with other factors, such as Hdp2, ref. 34). However, if
for some reason, the Clb2-Cdk1 activity is not down-regulated
during the formation of the infective filament (Fig. 6B), then the
Clb2-Cdk1 complex phosphorylated Biz1, promoting its retain-
ment in the cytoplasm (via its interaction with 14–3-3 proteins)
and disabling the repression of the Clb1-Cdk1 complex (and
thereby the cell cycle can progress) as the appressorium formation.
In our working model explaining the conflict between cell

cycle progression and appressorium formation in U. maydis, the
protein Biz1 plays a central role. This central role may induce
assuming that Biz1 is some kind of specialized cell cycle regu-
lator “evolutionarily designed” to link the cell cycle and ap-
pressorium formation. However, the role of Biz1 seems not to be
circumscribed to be the link between cell cycle regulation and
appressorium formation. In strains that properly arrest the cell
cycle, the absence of Biz1 resulted in a defective formation of
appressoria and defects in plant invasion, suggesting roles aside
from cell cycle regulation (35). Moreover, Biz1 expression could
be detected for more than 10 d postinfection, once the fungus
was proliferating inside the plant, suggesting roles further than
plant invasion (35). Indeed, since the symptoms observed in in-
fections by strains carrying the biz1AA allele alone were similar to
those observed in wild-type infections, we believe that the con-
nections described in our paper between cell cycle and Biz1
phosphorylation may play a minor role, if any, at steps of the
plant infection later than appressorium formation. In other
words, we favor the hypothesis that along with the evolution, the
cell cycle “trapped” one of the regulators involved in appresso-
rium formation to transmit the information from the cell cycle to
the appressorium formation program. Moreover, this connection
between Biz1 and cell cycle goes further and established a two-
direction way by the ability of Biz1 to repress the promoter of
clb1. As a result, it created a negative feedback loop between

Fig. 6. Model to explain the incompatibility between cell cycle progression and appressorium formation in U. maydis. A describes a wild-type situation, while
B shows a scenario in which the ability of the b factor to arrest the cell cycle (via Cdk1 inhibitory phosphorylation) was not operative. See the text for
explanations.
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appressorium formation and cell cycle progression in U. maydis.
High CDK activity represses appressorium formation, but ap-
pressorium formation represses CDK activity. Mutual repression
is a classic mechanism in developmental programs, and it has
been suggested that it serves as a “toggle switch” to control de-
cisions between two states (42). In this case, the two relevant
states are to infect the plant or proliferate from the plant. There
are several examples, mainly in metazoans, by which mutual
repression between cell cycle regulators and transcription factors
determine developmental transitions. One well-known example
is the differentiation of a neuroblast from Drosophila mela-
nogaster where the regulator Prospero represses the transcription
of S-phase cyclin, blocking cell cycle progression (43) and, con-
versely, the S-phase CDK complex inhibits Prospero by changing
its subcellular localization (44) in a similar way to that we have
described here for Biz1.
Our results also proportionate clues to understanding how in

fungal phytopathogens, the cell cycle informs the completeness
or not of each specific phase to the genetic program resulting in
appressorium formation. Cell cycle transitions are promoted by
sequential activation of distinct CDK complexes. Each specific
cell cycle phase is not activated until the corresponding CDK
complex reaches a threshold activity. This increase in activity
only occurs once the previous cell cycle phase is completed (45).
Therefore, it makes sense that the CDK responsible for the
decision to enter or not into a particular cell cycle phase (Clb2-
Cdk1 in the case of U. maydis) was used directly to monitor the
feasibility to produce or not appressorium. Applying this line of
reasoning to other systems, we propose that in M. oryzae—where
mitosis is mandatory for correct appressorium maturation (14)—
critical regulators of the appressorium maturation step could be
direct targets of CDK complexes involved in G2/M transition.
However, in contrast to what we have observed in U. maydis
appressorium, in M. oryzae, the corresponding CDK phosphor-
ylation may have an activating role in appressorium formation.
A pertinent question is what are the reasons for the observed

subordination of appressorium formation to cell cycle regulation.
We envisioned several possibilities. In one case, this subordina-
tion seems reasonable considering that the appressorium’s pri-
mary role is to facilitate the penetration of the fungal hyphae
inside its host to proliferate once it had invaded the plant tissue.
Thereby it seems logical that the infection process assures the
loading in the invading hypha of the correct genetic information
and the importance of the subordination to the cell cycle. In M.
oryzae, for instance, since a full division takes place in the ap-
pressorium cell before the penetration peg enters the plant, the
completion of both S and M phases is mandatory for the process
and for that, checkpoints control that these steps were completed
correctly (41). The second class of reasons for the subordination
of appressorium formation to cell cycle regulation could be re-
lated to mechanistic causes. For instance, the secretion of ef-
fectors by the appressorium was primordial for the invasion of
the plant by U. maydis (18). Because of the competence for cy-
toskeletal components among the mitotic, the cell division ap-
paratus, and the secretion machinery, the concurrent activation
of the two processes (cell cycle progression and secretion) might
result in defective secretion and, therefore, in a failed infection
(10). The importance of a correct cytoskeleton for the appres-
sorium functionality in U. maydis has been noted previously: The
Aga1 kinase is required for the correct actin organization in U.
maydis during appressorium formation (46). In the absence of
Aga1, despite a correct activation of the transcriptional program
leading to appressorium induction (assessed by the AM1-GFP
reporter), the appressorium was not functional. Moreover, the
consequences of the lack of Aga1 function during the appres-
sorium formation could be mimicked by inhibiting the formation
of actin filaments with Latrunculin A (46). Additional connec-
tions between secretion and specific cell cycle phases have also

been provided by studies in other fungal systems, such as Sac-
charomyces cerevisiae. In this yeast, the secretion was affected
upon the phosphorylation of the exocyst subunit Exo84 by the
Clb2-Cdc28 complex (the ortholog of Clb2-Cdk1 from U. may-
dis) (47). We ignore whether this regulatory link exists in U.
maydis, but it could be in line with the requirement of the down-
regulation of CDK activity to enable a functional appressorium.
The unappropriated cytoskeleton or the inhibition of secretion
machinery as well as other nonenvisioned possibilities could help
us explain the behavior of the chk1Δ hsl1tef1 biz1AA Pdik6:clb1
strain. In this strain, the b program could not arrest the filament
in G2, and Biz1 was untied from cell cycle regulation. According
to our expectations, in this strain, the program leading to ap-
pressorium induction seemed to be disconnected from cell cycle
regulation, and it appears to produce some sort of appressoria.
However, the fungus was avirulent, most likely because it was
unable to penetrate the plant tissue, suggesting that the ap-
pressorium was not functional.
To summarize, the data provided in this paper lead us to

propose that, in U. maydis, mechanistic reasons forced the in-
compatibility between cell cycle progression and appressorium
functionality. Then, to avoid the concurrence of both processes,
the evolution selected a surveillance point involving Biz1 to inhibit
the induction of appressorium formation in an active cell cycle.

Materials and Methods
Strains and Growth Conditions. U. maydis strains are derived from a FB1
background (48) and are listed in SI Appendix, Table S1. Cells were grown in
YPD or CM (49). The controlled expression of genes under the crg1 and nar1
promoters was performed as described previously (39). To construct the
different strains, transformation of U. maydis protoplasts with the desired
constructions was performed as described previously (50). Integration of the
corresponding construction into the corresponding loci was verified in each
case by diagnostic PCR and subsequent Southern blot analysis or RT-PCR
analysis of transcripts depending on the type of integrated mutant allele.
U. maydis DNA isolation was performed as previously described (50).

Plasmid Construction. Plasmid pGEM-T easy (Promega) and pJET1.2 (Thermo
Fisher) were used for subcloning and sequencing of genomic fragments
generated by PCR. Details of the construction for allelic replacement vectors
for generating the different mutant alleles are given in the SI Appendix.

Mutant alleles of the following genes were already described: Pcrg1:cdk1
AF

(26); Pcrg1:clb1-VSV, Pcrg1:clb2-VSV, and clb2nar1 (24); cut11-cherry (51); bmh1-
3HA and bmh1nar1 (31); Pcrg1:fuz7

DD (52); Pcrg1:kpp6
P130A P131A (32).

RNA Analysis. Total RNA was extracted with acidic phenol solution. After
extraction, the RNAwas cleaned using the High Pure RNA Isolation Kit (Roche
Diagnostics GmbH). For RT-PCR, complementary DNA (cDNA) was synthe-
sized using the High Capacity cDNA Reverse Transcription Kit (Applied Bio-
systems) employing 1 μg total RNA per sample. qRT-PCR was performed
using the SsoAdvanced Universal SYBR Green Supermix (BioRad) in a CFX96
real-time PCR system (BioRad). Reaction conditions were as follows: 3 min
95 °C followed by 40 cycles of 10 s 95 °C/10 s 60 °C/30 s 72 °C.

Protein–Protein Interaction Analysis by Coimmunoprecipitation. To perform
immunoprecipitations, crude protein extracts were prepared. Briefly, cells
were harvested by centrifugation at 4 °C and washed twice with ice-cold
water. The cell pellet was resuspended in ice-cold hemoglobin (HB) buffer
(25 mM Mops pH 7.2, 15 mM MgCl2, 15 mM ethylene glycol bis(β-aminoethyl
ether)-N,N,N′,N′-tetraacetic acid, 1% Triton X-100, PhosSTOP [1 tablet per
10 mL], and Roche protease inhibitor mixture [1 tablet per 10 mL]), and cells
were broken using a FastPrep FP120 cell disrupter. The lysate was recovered
by punching a hole on the bottom of the tube, and the glass beads were
further washed with ice-cold HB buffer, and the lysate was cleared by cen-
trifugation (10 min/13,000 × g).

For coimmunoprecipitation analysis, ∼3.5 mg of total protein extracts
(1 mL) were incubated with 1 μg of the monoclonal antibody for 2 h at 4 °C
and then prewashed G protein coupled magnetic beads (50 μL, Dynabeads)
were added and incubated for 30 min at 4 °C with agitation. For GFP trap,
50 μL GFP trap beads (Chromotek) were mixed with 3.5 mg of total protein
extracts (1 mL) for 2 h at 4 °C with agitation. Immunoprecipitates were
washed six times with 1 mL of HB buffer.
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Western analysis was performed on total protein extracts or immuno-
precipitates (50–100 μg), separated on TGX (4–20%) gels (BioRad) at constant
100v running conditions. Anti-HA and anti-VSV horseradish peroxidase (HRP)
conjugated antibodies (Sigma-Aldrich, 1:10,000 dilution); anti-GFP (Living
Colors, Clontech, 1:5,000 dilution) followed by anti-mouse-immunoglobulin
(Ig)-HRP (Sigma-Aldrich, 1:10,000 dilution); anti-PSTAIRE (Santa Cruz Bio-
technology, 1:5,000 dilution) followed by anti-rabbit-Ig-HRP (Sigma-Aldrich,
1:10,000 dilution) were used. All western analyses were visualized using
enhanced chemiluminescence (Clarity ECL, BioRad). Western blots were re-
peated from, at least, three independent experiments in each case.

Plant Infections and Appressorium Formation Analysis. Pathogenic develop-
ment of wild-type and mutant strains was assayed by plant infections of the
maize (Zea mays) variety Early Golden Bantam (Olds seeds) as described
before (53). For appressoria in vitro formation we followed procedures
previously described (33).

Microscopy. Images were obtained using a Nikon Eclipse 90i fluorescence
microscope with a Hamamatsu Orca-ER camera driven by Metamorph (Uni-
versal Imaging, Downingtown, PA). Images were further processed with
ImageJ software.

Quantification and Statistical Analysis. To determine the statistical significance
of the differences, a two-tailed Student t test was used. P values were cal-
culated with the GraphPad Prism 5.0 software.

Data Availability. All study data are included in the article and supporting
information.
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