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ABSTRACT

Objective: In a biomedical literature search, the link between a query and a document is often not established,

because they use different terms to refer to the same concept. Distributional word embeddings are frequently

used for detecting related words by computing the cosine similarity between them. However, previous research

has not established either the best embedding methods for detecting synonyms among related word pairs or

how effective such methods may be.

Materials and Methods: In this study, we first create the BioSearchSyn set, a manually annotated set of syno-

nyms, to assess and compare 3 widely used word-embedding methods (word2vec, fastText, and GloVe) in their

ability to detect synonyms among related pairs of words. We demonstrate the shortcomings of the cosine simi-

larity score between word embeddings for this task: the same scores have very different meanings for the differ-

ent methods. To address the problem, we propose utilizing pool adjacent violators (PAV), an isotonic regression

algorithm, to transform a cosine similarity into a probability of 2 words being synonyms.

Results: Experimental results using the BioSearchSyn set as a gold standard reveal which embedding methods

have the best performance in identifying synonym pairs. The BioSearchSyn set also allows converting cosine

similarity scores into probabilities, which provides a uniform interpretation of the synonymy score over differ-

ent methods.

Conclusions: We introduced the BioSearchSyn corpus of 1000 term pairs, which allowed us to identify the best

embedding method for detecting synonymy for biomedical search. Using the proposed method, we created

PubTermVariants2.0: a large, automatically extracted set of synonym pairs that have augmented PubMed

searches since the spring of 2019.

INTRODUCTION

In a traditional search setting, relevant documents may fail to be re-

trieved if the surface word forms are different from those used in a

query. These differences may reflect varying degrees of morphologi-

cal relationships, from abbreviations to inflections or derivations

(eg, needle/needles, autoimmune/autoimmunity) to lexically unre-

lated synonym pairs (eg, youths/adolescents, vigilant/attentive). This

is particularly magnified in the biomedical domain, known to be

rich in synonyms and closely related terms. Therefore, incorporating

the detection of semantically similar terms into the search process,

including same-stem and different-stem synonyms, can improve re-

trieval.1–7

Pedersen et al8 define semantic relatedness as a more general no-

tion, with semantic similarity being a special case of relatedness that
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is tied to the “likeness.” For instance, the terms “genotypical” and

“phenotypical” are frequently used in the same context and are

closely related; however, they are not synonyms, and expanding a

query containing 1 term to include the other is unfavorable.

“Cornification” and “keratinization,” in comparison, are semanti-

cally similar, and retrieving documents containing “keratinization”

when searching with “cornification” is beneficial.

Automated estimation of the degree of semantic relatedness—in

particular, distinguishing terms that frequently co-occur together

from terms carrying the same or very close meaning—is a big chal-

lenge in the biomedical domain. The Unified Medical Language Sys-

tem (UMLS; https://www.nlm.nih.gov/research/umls) and Medical

Subject Headings (MeSH; https://www.ncbi.nlm.nih.gov/mesh) are

commonly used resources for synonymy.9,10 However, controlled

vocabularies often treat related terms as synonyms. For example,

“trophoblasts” and “syncytiotrophoblasts” belong to the same

UMLS concept, but do not convey synonymous meaning. Our goal

in this study is to develop solutions for identifying pairs of terms

that carry substantially the same meaning and can be treated inter-

changeably in biomedical search.

Word embeddings have been widely used in natural language

processing (NLP) applications, due to their ability to capture rich se-

mantic word representations.10 Many studies have explored word

embeddings for both measuring the semantic similarity of words in

the biomedical domain7,8,11–13 and for deep learning model inputs

for various downstream tasks.14–17 It has been observed that the

choice of word embedding significantly influences the performance

of downstream NLP tasks, with no clear correlation being estab-

lished between the 2. Moreover, no single method has been found to

be superior on a range of NLP applications.

Here, we consider 3 word-embedding methods—word2vec,18

fastText19 and GloVe20—to better understand their ability to distin-

guish synonyms from semantically related terms for application in

biomedical information retrieval. We observe that cosine similarity

between vectors is common, but is not an ideal choice for measuring

the synonymy relationship between word vectors, as it frequently

can not distinguish relatedness from synonymy. To address the issue,

we combine cosine similarity with isotonic regression21 and convert

the cosine similarity score into the probability of 2 words being syn-

onyms. These normalized scores represent a more interpretable

probabilistic measure of synonymy.

To summarize, these are the contributions of this study, which—

to the best of our knowledge—is the first study addressing synonym

interchangeability in biomedical search. First, we introduce the Bio-

SearchSyn corpus: a new, manually annotated synonym data set for

building and evaluating methods for identifying semantic similarity.

Second, we examine and compare word-embedding approaches in

their ability to detect synonymous words among related term pairs

in BioSearchSyn. Third, we use that set to learn how to transform

the cosine similarity measure into a probability of terms being syno-

nyms. And finally, we apply the proposed method to create a large-

scale, data-driven resource of about 125 000 term variant pairs that

are used to improve search results in PubMed. The BioSearchSyn an-

notation data set, PubTermVariants2.0 , and word embeddings are

freely available at ftp://ftp.ncbi.nlm.nih.gov/pub/lu/Synonyms.

THE BIOSEARCHSYN CORPUS

The BioSearchSyn corpus provides human judgements on the pres-

ence or absence of semantic similarity for 1000 pairs of closely re-

lated terms (single words). Our motivation for creating the synonym

set was an objective to evaluate the performance of computational

methods at estimating the degree of semantic relatedness between 2

terms with respect to a biomedical search. In particular, the goal is

to distinguish terms that are synonyms—that is, carrying the same

or very close meanings—from those that are only closely related

and/or frequently co-occur together. We define term1 and term2 to

be semantically similar with respect to a biomedical search if docu-

ments matching term2 and not term1 are found useful by a searcher

whose query includes term1. We refer to such pairs of terms as inter-

changeable or synonymous. Here, we describe the process of collect-

ing candidate term pairs and provide annotation guidelines with

justification.

Selecting candidate term pairs
The BioSearchSyn set consists of 2 components: term pairs that stem

to the same form (eg, autoimmune/autoimmunity) and term pairs

that do not stem to the same form (eg, youths/adolescents). We refer

to the term pairs that stem to the same form as same-stem syno-

nyms, and to the pairs that do not stem to the same form as

different-stem synonyms. We make a distinction between the same-

stem and different-stem synonyms, as they exhibit different charac-

teristics. In the literature, same-stem synonyms are also referred to

as “term variants.”

Same-stem synonyms

To collect candidate same-stem synonyms, we started by collecting

term pairs (requiring each term to appear in at least 10 articles) that

stem to the same form,22 and applied a hypergeometric (HG) test23

to decide whether the observed co-occurrence of 2 terms is above

random. On the pairs that passed the HG test, we computed the

morpho-semantic similarity score (MS), following Wilbur and

Smith,24 and retained those that scored high (above 0.9). This set

contains over 82 000 word pairs. For manual annotation, we sam-

pled 200 random pairs from those that passed the HG and MS tests,

200 random term pairs that passed the HG test but failed the MS

test, and 100 random pairs from the pool of term pairs that stemmed

to the same form but did not pass the HG test.

Different-stem synonyms

This set includes term pairs that do not stem to the same form. To

that end, we collected PubMed terms that appear in 50 or more

PubMed documents. For each term, we generated a candidate syno-

nym, following the distributional semantics model,25 and filtered

out pairs that appeared in PubMed as collocations. This selection

process resulted in roughly 30 000 term pair candidates. From that

set, we sampled 500 term pairs and ensured there were at least 10

PubMed articles where candidate synonym term2 appears without

the original term term1.

Web annotation tool
Judging term pairs selected from PubMed (https://pubmed.gov) is a

challenging task, significantly different from judging term pairs in

general text. The reason is the abundance of low-frequency tokens

in biomedical literature. PubMed contains close to 5 million unique

tokens, of which about half appear in 3 or fewer documents. Unlike

evaluating the similarity between common English terms that judges

would likely be more familiar with, judging biomedical terminology

requires context to help better understand the modalities of terms,

and determine whether 1 term can be substituted for another in a

given context.
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Given a pair of terms, term1 and term2, our goal is to decide

whether they can be used interchangeably in a biomedical search.

To make the decision process rigorous, for each pair of terms we se-

lected 10 pairs of PubMed documents. In each pair, 1 document

contains term1 and the second contains term2 but not term1. The

document containing term2 is selected randomly, while the docu-

ment containing term1 is computed to be the closest to the term2

document. Here, the closeness of the 2 documents is computed using

the vector retrieval model and a cosine similarity metric based on

tf�idf (term frequency–inverse document frequency) term weight-

ing.26 A web page was created to assist with the annotation process;

for each pair of terms, we presented 10 pairs of abstracts, with each

abstract pair in a different tab. The illustration in Figure 1 is a

screenshot of the tool.

In the example shown, the annotator is presented with a pair of

candidate synonym terms: “astemizole” and “ebastine.” The deci-

sion about the pair is made on the basis of 10 pairs of PubMed docu-

ments where the terms are presented in context. If in 4 out of 10

pairs of documents the terms are judged to be interchangeable, it is

statistically sufficient to claim that the pair is synonymous at a use-

ful level. In the next section, we provide the detailed justification of

our 4-out-of-10 judging strategy.

Justification of our 4-out-of-10 judging strategy
We developed a rigorous statistical approach as a guide in deciding

whether a pair of terms is synonymous in the context of a biomedi-

cal search. Let us assume that it is a satisfactory result if a person

retrieves with a variant w of a term w and finds at least 1 hit in a

sample of 10 retrieved documents that carries the same meaning for

w as w: Here, we calculate how this usefulness standard relates to

our 4 of 10 positives test, used to decide when we should accept that

w is synonymous with w at a useful level.

Given the probability of a positive on any given draw is p; for a

random sample of size 10 the probability of no positive hit is

ð1� pÞ10. Suppose we want this probability to be less than 0.3. Then:

logð1� pÞ < logð0:3Þ=10

p > 1� exp
log 0:3ð Þ

10

� �
¼ 0:1134

Given a word w, now suppose we have a candidate synonym or

variant form, w. The question we ask is: what is the probability that

in a randomly chosen document containing w but not w, the mean-

ing of w is substantially the same as w in the nearest document con-

taining w? We want this probability to exceed 0.1134. We will have

Figure 1. Illustration of the synonym annotation tool. For each pair of terms, the annotator is asked to judge whether the terms can be used interchangeably in

the context of presented PubMed documents.
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p > :1138 with 98% confidence if we examine 10 randomly chosen

examples and find the statement to be true in 4 or more cases. In

this scenario, we can assume with 98% confidence that if w is

substituted for w, among the top 10 hits there will be 1 where w has

substantially the same meaning as w in the closest document with w;

70% of the time. In other words, for about 98 out of 100 of the

terms we have judged and found to have 4 or more positives out of

10, it will be true that p > :1134. For these 98 pairs, it will be true

that at least 70% of the time for a retrieval of 10 cases of w docu-

ments, at least 1 will have the same meaning for w as w. This analy-

sis is performed for a single-term query. For queries containing 2 or

more tokens, the odds of success are significantly higher, because ad-

ditional query tokens focus the context of retrieval.

Manual annotation processes
Using this approach, a group of 12 scientists with backgrounds in

biomedical informatics annotated 1000 candidate synonym pairs.

Each term pair received 2 independent annotations. Term pairs that

were not agreed upon underwent a second round of reviews. At that

stage, a decision about the term pair was reached. The resultant syn-

onymy set, which we refer to as the BioSearchSyn set, consists of 2

subsets: 500 same-stem pairs and 500 different-stem pairs. Table 1

presents the statistics in terms of the numbers of positive and nega-

tive pairs in the same-stem and different-stem synonym sets. In Ta-

ble 2 we show examples of same-stem and different-stem candidate

pairs found in the BioSearchSyn set.

In computing candidate synonym pairs, we learned that generat-

ing different-stem term pairs is significantly more challenging than

generating candidate synonyms that stem to the same form. This

results in a much smaller pool of candidate term pairs with different

stems, as compared to same-stem pair candidates. At the same time,

we observed that about 80% of candidate term pairs in the same-

stem set are judged to be synonyms, compared to only 41.8% of

pairs in the different-stem set. Different-stem pair candidates are

computed using distributional similarity models, which can not dis-

tinguish well between related terms (astemizole/ebastine), synonyms

(ecologically/environmentally), and antonyms (hypertonically/hypo-

tonically), due to similar language used with these term groups. For

example, distinct genes and gene functions appear in the same con-

text, resulting in unrelated genes being predicted as candidate syno-

nyms. As a result, different-stem pairs that are judged to be

synonyms are enriched in general terms: for example, inmates/pris-

oners, purchased/bought, and handoffs/handovers. On the contrary,

different-stem term pairs with specific biomedical meanings (cochlo-

dinium/osteoporosis) are mostly judged as not synonyms and should

not be replaced for the purposes of search.

Another interesting example of such term pairs is fever/hyper-

thermia. While closely related and perceived as synonymous by

many people, the underlying biological processes of fever and hyper-

thermia are different, and they are not perceived as synonymous by

PubMed’s readership. Fever is an internally regulated rise in temper-

ature, while hyperthermia is an unregulated rise. A user searching

with “fever” expects papers about infections, while a user searching

with “hyperthermia” likely expect papers about heat stroke.

MATERIALS AND METHODS

Detecting synonymy
A typical way to evaluate the closeness of 2 words is to measure the

cosine of the angle between the word embeddings representing the 2

words. Given the vector embeddings A and B, the cosine similarity

is measured as A � B=||A||||B||. The cosine similarity score is often

used to compare how well different embedding algorithms capture

word similarity and relatedness, as well as for other benchmark

tasks. We used cosine similarity scores as our method.

We trained word2vec, fastText, and GloVe on all PubMed docu-

ments. Documents are pre-processed using a customized Natural

Language Toolkit Treebank tokenizer. For word2vec, we used the

skip-gram model. The parameters in word2vec and fastText were

1e-4, 10, and 0.05 for sub-sampling, negative sampling, and learn-

ing rates, respectively. The minimum and maximum numbers of

characters were set to 2 and 3 for fastText; xmax ¼ 100 for GloVe;

and the number of training epochs was set to 50 for all models.

Also, for all models, we disregarded words that appeared fewer than

5 times in the PubMed corpus. With these parameters fixed, during

training we varied the vector size (vec) and the window size (win),

and tested 4 combinations: vec ¼ 100 and win ¼ 5; vec ¼ 100 and

win ¼ 10; vec ¼ 200 and win ¼ 5; and vec ¼ 200 and win ¼ 10.

The hyperparameters were selected based on the existing evaluation

on word embeddings;19 the tested values of the vector dimension

and window size in our study are a subset of those in Bojanowski

et al.19

We observed 2 problems using cosine similarity for identifying

synonyms for a biomedical search. The first is the absence of consen-

sus regarding the embedding method that captures synonymy the

best. Second, embeddings are good at identifying related words and

words that frequently co-occur, but they possess no mechanism to

distinguish synonyms from words that are related but do not carry

the same meaning. As a result, models that provide state-of-the-art

performance over multiple benchmarks do not necessarily work well

for the task of finding synonyms for a biomedical search. What we

find important for a search is to be able to include more synonyms

among closely located words in Euclidean space. Based on the data

we have collected, we have observed that the performance of the

Table 1. BioSearchSyn set statistics

Positives Negatives Total

Same-stem synonym pairs 399 101 500

Different-stem synonym pairs 209 291 500

Table 2. Examples of synonym and non-synonym term pairs in the

BioSearchSyn set

Data Sets Word pairs Label

Same-stem

synonyms

xenogeneic xenogenic Y

nanorobot nanorobotic Y

inhibiters inhibiting Y

calculator calculus N

comparators comparing N

Different-stem

synonyms

handoffs handovers Y

adversities hardships Y

ecologically environmentally Y

hypertonically hypotonically N

cochlodinium osteoporosis N

astemizole ebastine N

Note: N: non-synonym term pair; Y: synonym term pair.
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methods differs in how well cosine scores rank synonym pairs above

non-synonym pairs, and also in how accurately the cosine scores re-

flect the probability a pair of words are synonyms.

Because cosine scores vary in how well they reflect the probabil-

ity that a word pair are synonyms, we have found it convenient to

use a regression method to convert cosine scores to probabilities of

synonymy. The pool adjacent violators (PAV) algorithm21 is an iso-

tonic regression algorithm that derives a monotonically non-

decreasing estimate, which assigns a maximal likelihood to the data.

We use it as a method for converting a cosine-similarity score into a

probability that 2 terms are synonyms. The estimate is derived based

on the cosine similarity scores of word pairs and their corresponding

labels in the BioSearchSyn corpus. PAV allows one to make a more

accurate estimate of the probability of 2 words being synonymous,

compared to the raw cosine-similarity score. While the PAV func-

tion is simple and straightforward, it is very useful and has been suc-

cessfully used in biomedical applications.27,28 Another option would

have been logistic regression. We compare isotonic and logistic re-

gression on our data in the Supplementary Appendix. While the per-

formance of the 2 methods is comparable, isotonic regression seems

to perform slightly better in thresholding to obtain useful data.

Computing synonymy at PubMed scale
We integrated the proposed methodology into a data-driven, large-

scale, automatic synonym identification approach to produce a bet-

ter resource of term pairs that have the same meaning and can be

used interchangeably in PubMed searches. We focused on term pairs

that stem to the same form. The proposed technique produced Pub-

TermVariants2.0: an improvement to the previous PubTermVar-

iants6 resource.

Figure 2 presents a graphical representation of the workflow for

computing term pairs. Like computing PubTermVariants,2 the pipe-

line starts by reading the entire PubMed and extracting space-

separated tokens appearing in 5 or more articles. Only those that are

5 characters or longer are retained, based on the observation that

shorter words tend to be more ambiguous and are frequently abbre-

viations.6 The Porter stemmer22 is used for stemming, and words

that stem to the same form are paired. Then, the hypergeometric dis-

tribution and the P-value test are used for every pair of words to de-

termine whether the observed co-occurrence of 2 words is likely to

be by chance.23 We applied the hypergeometric test to the collected

pairs and selected those that passed the test (�0.01). Both steps were

performed as was done for the PubTermVariants pipeline. The novel

modification replaces the morphosemantic test with the proposed

probabilistic word similarity computed on word2vec embeddings.

The PAV-modified scores are computed by applying the PAV regres-

sion function, which converts the cosine similarity score into the

likelihood of 2 terms being related. Target performance is set to

92% precision or higher, based on the manually annotated Bio-

SearchSyn corpus.

RESULTS

Cosine similarity as a synonymy measure on the

BioSearchSyn set
The performance of the 3 word-embedding methods is examined in

this section. In training word embeddings, we applied 2 choices for

vector size and 2 choices for the window size, resulting in 4 combi-

nations: vec ¼ 100 and win ¼ 5; vec ¼ 100 and win ¼ 10; vec ¼
200 and win ¼ 5; and vec ¼ 200, win ¼ 10. We tested these 4 pa-

rameter settings and found very little difference in performance for

each method. These 4 parameter settings were also tested in a down-

stream task of sentence retrieval, and the best performing setting

was found to be vec ¼ 100 and win ¼ 10. Therefore, for the rest of

the paper we will be discussing results associated with vector size

100 and window size 10.

Figure 3 depicts the precision-recall graphs for word2vec, fast-

Text, and GloVe. Here, we observe that for the same-stem syno-

nyms, word2vec overall outperforms fastText and GloVe. However,

for the different-stem synonyms, fastText seems to be better for

high-precision results, but GloVe shows better results if higher recall

is preferred.

These analyses lead us to the conclusion that cosine similarity

scores are not comparable across the different methods. The results

are mixed, and no single method stands out as preferred for all pur-

poses. However, our interest is in skimming off the top-ranked mate-

rial with the highest probability of being true synonyms; for this

purpose, word2vec appears to perform best on the same-stem data

and fastText on the different-stem data. One may ask whether we

have sufficient data to show how well these methods perform. To an-

swer this question, we applied the information retrieval measure of

average precision to the rankings produced by word2vec and fastText

to rate their performance, and we compare that performance with

expected performance if the scores were randomly shuffled between

the data points for each method. Average precision is a good perfor-

mance measure for our purposes, because it is sensitive to getting posi-

tive points in the top ranks. Based on 10 000 random shuffles of each

data set, we derive a mean and a 95% confidence interval using the

percentile method applied to the very symmetric distributions that are

produced. Results are in the second row of Table 3. We see that the

Input:

PubMed 

Abstracts

Step2:

HyperGeometric

T t

Step1:

Stemming

Step3:

PAV-Cosine 

Similarity on WEs

Output:

PubTermVariant2.0

Step3:
MorphoSemantic 

Test

Output:

PubTermVariants

Figure 2. Graphical representation of data-driven workflow for generating the PubTermVariants2.0 resource. The workflow is compared to that of PubTermVar-

iants. Both methods start with stemming and the hypergeometric test. The morphosemantic test previously used for computing PubTermVariants is now

replaced with the proposed probabilistic word similarity score. Abbreviations: PAV, pool adjacent violators; WEs, word embeddings.
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observed average precisions of the data sets are well above the upper

bound of the 95% shuffled confidence limits. This is strong evidence

of the correlation between the human judgments and the cosine scores

produced by embeddings for the pairs.

The bootstrapped (resampled) confidence intervals in the third

row of Table 3 are also important, as they show that with 95% con-

fidence the performance of the word2vec method on the whole data

set of same-stem pairs can be expected to lie between 92 and 96%

average precision. This is excellent performance and justifies our use

of the method. It also shows that a different random sample of that

data than the sample we actually judged would not be expected to

yield results much different from what we see. A good share of the

variation in samples obtained from random resampling is due to the

variation in the relative numbers of positive and negative points,

and a lower number of positive points will be reflected in lower av-

erage precision for a sample, but also in a lower expected average

precision when scores are randomly shuffled and lower rank-

shuffled confidence limits.

The bootstrap resampled confidence intervals for the fastText

method on the different-stem pairs yield many of the same conclu-

sions. The performance of the fastText method is clearly well above

random; however, a performance in the 60% average precision

range is not sufficient to provide a significant number of high-

quality predictions to enhance searches.

One may ask whether we can show statistically that word2vec

performs better than fastText and GloVe on the same-stem data,

and what can be said for the different-stem data. We created the

same 10 000 resamplings with replacement used above, and com-

puted the differences between the average precisions of 2 different

methods for each sample. We did this for the same-stem data and

Table 3. Average precision of cosine scores

Same-Stem Pairs, word2vec Different-Stem Pairs, fastText

Average precision 0.9396 0.6164

Random shuffled mean average precision (95% CI, reshuffled) 0.8003 (0.7659–0.8343) 0.4248 (0.3842–0.4700)

Bootstrap resampled mean average Precision (95% CI, resampled) 0.9395 (0.9185–0.9579) 0.6178 (0.5491–0.6855)

Note: Data are ranked for same-stem and different-stem pairs, compared with the mean average precisions and CIs obtained when the cosine similarity scores

are randomly shuffled between data points. Results for both sets of word pairs are far above the upper 95% confidence limits. The resampled confidence limits

show where, with 95% confidence, we can expect performance of a method on the whole data space to lie. CI: confidence interval.

Figure 3. Precision-recall graph for word2vec (green), fastText (orange), and GloVe (blue) for the same-stem synonym set on the left and different-stem synonym

set on the right. The embeddings were obtained with a vector size of 100 and window size of 10.

Table 4. Bootstrap resamplings and average precision

Same-Stem Pairs Different-Stem Pairs

Data set Average Precision (95% CI) Data set Average Precision (95% CI)

word2vec-GloVe* 0.0370 (0.0190–0.0564) fastText-GloVe 0.0699 (�0.0026 to 0.1416)

word2vec-FastText* 0.0619 (0.0321–0.0942) fastText-word2vec 0.0453 (�0.0242 to 0.1157)

GloVe-FastText 0.0249 (�0.0087–0.0594) GloVe-word2vec 0.0246 (�0.0171 to 0.0649)

Note: There were 10 000 bootstrap resamplings for each data set. For each sample, we computed the average precision for each of the 3 embedding methods.

This allowed us to compare the performance of the methods as the difference in average precision on each sample and compute the mean and 95% confidence in-

terval for each comparison. We found that word2vec is better than GloVe or fastText on the same-stem data. *Significant difference at the 5% level.

CI: confidence interval.
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the different-stem data. The distributions obtained are very symmet-

ric, and we applied the percentile method to estimate 95% confi-

dence intervals. The results for all comparisons are in Table 4.

PAV transformation of cosine similarity scores
As mentioned above, the cosine similarity measures how close 2

words are in vector space, but it does not accurately reflect the

likelihood of synonymy between a pair of words. Here, we address

this issue by transforming the cosine similarity score into a probabil-

ity of terms being synonyms. We show the results of applying the

PAV transformation to cosine similarity scores. Results for word2-

vec, fastText, and GloVe are shown in Figure 4. In the figure, the X-

axis represents the cosine similarity score between a pair of terms,

and the Y-axis represents the probability that 2 terms in a pair with

that score are synonyms. These probabilities are computed using the

BioSearchSyn set.

As shown in Figure 4, raw cosine similarity scores do not provide

accurate estimates of the likelihood of synonymy. The cosine simi-

larity score has a very different meaning for the 3 different methods.

However, when we normalize scores using the PAV, we obtain a

more interpretable probabilistic measure of synonymy. We also ob-

serve that the probability of a set of terms being a synonym pair is

not a linear function of the cosine score coming from the embed-

dings.

PubTermVariants2.0
We implemented the pipeline described in Figure 2 to obtain Pub-

TermVariants2.0. In addition to collecting term pairs from PubMed

documents, we explored MeSH and UMLS as additional sources for

obtaining same-stem pairs. MeSH is a controlled vocabulary for

indexing and searching biomedical literature. Frequently, a MeSH

heading is associated with MeSH entry terms. These are terms found

to be synonymous to the MeSH heading. We collected pairs of

single-word MeSH headings and single-word MeSH entry terms

that represent a singular-plural relationship, keeping only those that

appear in PubMed and are 5 characters or longer.

The resulting PubTermVariants2.0 set contains 125 072 term

pairs, compared to 71 839 term pairs of 5 characters or longer in the

original PubTermVariants set. About 90% of PubTermVariants

(64 389 pairs) also appear in the new set, while about 10% are ruled

out by the probabilistic similarity constraint when set to target 92%

precision. Two annotators worked on a sample of 20 term pairs

from the ruled-out portion, and found that only 75% of pairs are

true synonyms, which supports the effectiveness of the probabilistic

similarity constraint. An example of a correctly ruled-out pair is suf-

fusate/suffusion, where suffusate is the compound that is being suf-

fused, while suffusion is the process of permeating or infusing

something with a substance. Other correctly ruled-out examples

from the original set of pairs are perineural/perineuritis, mushroom-

ing/mushrooms, and mineralizer/minerals. We also considered a ran-

dom sample of 20 term pairs that are in PubTermVariants2.0 and

not in PubTermVariants. Two annotators manually annotated these

pairs and labeled all of them positive. An example of a term pair

that was correctly added is bronchiolitides/bronchiolitis, with bron-

chiolitides being the plural form of bronchiolitis. As of the spring of

2019, PubTermVariants2.0 replaced PubTermVariants to support

indexing and search functionality for PubMed.29,30 We further used

the proposed method with a PAV threshold of 92% to score the 500

same-stem term pairs of the BioSearchSyn set, based on 5-fold cross-

validation. The 500 same-stem pairs are composed of 200 term pairs

that pass both the HG and MS tests, 200 term pairs that pass the

HG test but not the MS test, and 100 term pairs that do not pass the

HG test. Of the 200 pairs that pass both the HG and MS tests, 120

pairs scored above the 92% threshold; among these, 118 (98.33%)

are labeled positive. Of the 200 pairs that pass the HG test, but not

the MS test, 56 pairs scored above the 92% threshold; among these,

52 (92.86%) are labeled positive. Of the 100 pairs that do not pass

the HG test, only 6 score above the threshold, all of which are la-

beled positive in the gold standard. This provides support for the as-

sertion that PubTermVariants2.0 is at least 92% positives.

DISCUSSION

Because the goal of the method is to provide a high-accuracy data set

for use in PubMed searches, in the error analysis we concentrated on

false positives: 2 pairs from the set that pass both the HG and MS

tests (nitronates/nitrone [score 0.936]; and grove/groves [score

0.949]) and 4 pairs from the set that pass HG but not the MS test

Figure 4. Cosine similarity: probability mapping graph for word2vec (green), fastText (orange), and GloVe (blue) for the same-stem synonym set on the left and

different-stem synonym set on the right. PAV functions were trained on embeddings with a vector size of 100 and window size of 10. Abbreviation: PAV, pool ad-

jacent violators.
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(organisation/organize [score 0.936]; comparators/comparing [score

0.936]; publishable/publishers [score 0.949]; prompt/prompting

[score 0.949]). The term pair of nitronates/nitrone represents differ-

ent chemical groups, despite the lexical similarity. On one hand, the

term “comparing” is used abundantly in PubMed literature, as

many research studies rely on comparing a proposed method to

others. “Comparator,” on the other hand, is often a physical instru-

ment for performing a specific comparison, and expanding the term

comparing to term comparator is not justified. Compare/compara-

tor is a case of semantic drift, and we would place organisation/or-

ganize, publishable/publishers, and prompt/prompting in the same

category. Of these examples, publishable/publishers is the closest to

a case of synonymy, but it is too distant to be useful for searches.

The case of grove/groves appears to be different: most frequently

these terms are synonyms having a singular plural relationship.

However, grove also appears as a misspelling of groove, and this

appears to have contributed to judging the pair as negative. Word-

embedding scores are high for all these word pairs, since the words

in each pair tend to appear together in PubMed documents; for ex-

ample, there are about 500 documents in PubMed that include both

“comparators” and “comparing.”

CONCLUSION

In this work, we address the identification of biomedical synonyms

and their usage in biomedical searches. We introduce a corpus of

1000 term pairs, the BioSearchSyn set, which provides a reliable

benchmark for examining the semantic similarity of terms in the

context of biomedical searches. Using the BioSearchSyn corpus, 3

word-embedding approaches were compared in their ability to de-

tect synonyms among related-term pairs using the cosine similarity

between word vectors. We observed that cosine similarity scores are

not comparable across the different methods: the same score has

very different meanings for the 3 methods. We proposed converting

the raw cosine similarity score into a probability measure of terms

being related using PAV: the isotonic regression algorithm. This nor-

malized score provides a probabilistic measure of synonymy and

allows a uniform interpretation of the different word-embedding

scores.

Based on our findings, we created PubTermVariants2.0: a set of

125 072 synonymous, biomedical term pairs from PubMed that has

been recently incorporated into the PubMed search. With the objec-

tive to provide a highly accurate resource, PubTermVariants2.0

includes only single-word, same-stem synonyms. Future work will

focus on improving the ability to detect different-stem synonyms, as

well as multiword synonyms, for inclusion in the knowledge base. In

addition to its use in biomedical searches, PubTermVariants2.0 may

be of use in a range of biomedical natural language processing tasks,

including semantic similarity and summarization tasks.
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