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ABSTRACT

Increasing recognition of biases in artificial intelligence (AI) algorithms has motivated the quest to build fair

models, free of biases. However, building fair models may be only half the challenge. A seemingly fair model

could involve, directly or indirectly, what we call “latent biases.” Just as latent errors are generally described as

errors “waiting to happen” in complex systems, latent biases are biases waiting to happen. Here we describe 3

major challenges related to bias in AI algorithms and propose several ways of managing them. There is an ur-

gent need to address latent biases before the widespread implementation of AI algorithms in clinical practice.
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INTRODUCTION

Artificial intelligence (AI) in general, and machine learning in particu-

lar, by all accounts, appear poised to revolutionize medicine.1–3 With a

wide spectrum of potential uses across translational research (from

bench to bedside to health policy), clinical medicine (including diagno-

sis, treatment, prediction, and healthcare resource allocation), and pub-

lic health, every area of medicine will be affected. Estimates suggest

upwards of $6 billion of investment in AI and healthcare by 2021.4

Health care leaders are optimistic about the future dissemination

and implementation of AI in health systems; in some surveys, more

than half expect AI to be in widespread use within the next few

years.5 Physicians are somewhat less optimistic; some worry it could

replace them.6 Patients may be supportive of AI, particularly if it

lowers healthcare costs and improves their care,7 though some fear

it could interfere with their relationships with clinicians.8

Among the many concerns about AI that have garnered wide-

spread public attention, the most controversial and pressing may be

the challenge of identifying biases in AI algorithms.9,10 These biases

include those related to missing data and patients not identified by

algorithms, misclassification, observational error, and misapplica-

tion. One university considered using AI to direct case management

resources to patients for early discharge, until leaders recognized

that doing so would preferentially benefit wealthy white patients

and disadvantage poorer African-Americans.11 A commercial algo-

rithm to guide resource allocation in healthcare was found to be pro-

foundly biased against black patients.12

Increasing recognition of biases in AI algorithms has motivated

the quest to build fair models, free of biases. This quest, though

laudable, is no easy feat. Moreover, building fair models may be

only half the challenge. In this perspective, we imagine the develop-

ment of a fair AI predictive model that is free of bias, implemented

within the electronic health record (EHR), and adaptive (ie, it is not

“locked” but instead continues to learn and improve in performance

over time). This hypothetical model operates in a decision support
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manner; it is not autonomous, meaning patients and clinicians retain

the final decision authority.

However, even this seemingly fair model could involve, directly

or indirectly, what we call “latent biases.” Just as latent errors are

generally described as errors “waiting to happen” in complex sys-

tems, latent biases are biases waiting to happen. Here we describe 3

major challenges related to bias in AI algorithms and propose sev-

eral ways of managing them (Figure 1). There is an urgent need to

address latent biases before the widespread implementation of AI

algorithms in clinical practice.

THREE CHALLENGES

The first major bias-related challenge for this hypothetically fair al-

gorithm is that, as an adaptive model, it can become biased over

time. This can occur in a number of ways. An AI algorithm trained

to operate fairly in 1 context could learn from disparities in care in a

different context and start to produce biased results; or the algo-

rithm might simply learn from pervasive, ongoing, and uncorrected

biases in the broader healthcare system that lead to disparate care

and outcomes.

For example, an algorithm to predict patient mortality or an in-

dividual patient’s response to particular treatments could learn from

existing racial, ethnic, and socioeconomic disparities in care and pre-

dict worse outcomes for those patients. In effect, a negative feedback

loop could be created whereby biases are reinforced over time, fur-

ther worsening biases in prediction. This matters clinically because

prediction can help direct healthcare resources and make subsequent

treatment recommendations (eg, palliative care), among other uses.

Even more importantly, it is now known that this is possible even

when the algorithm is not permitted to produce output based on the

variable in question (such as race or zip code) or when the dataset

does not even include that variable. This can happen when other

variables are correlated or act as proxies for the variable that was re-

moved. This makes the otherwise intuitive strategy for managing

biases (ie, excluding variables of concern, such as race, zip code, and

so on) infeasible.

A second set of bias-related challenges arises from the interaction

of AI with clinical environments that include their own implicit and

explicit biases.11,13 Two phenomena within the setting of patient-

clinician interaction are worth noting. One is the phenomenon of

automation bias (ie, treating AI-based predictions as infallible or fol-

lowing them unquestioningly).14 Even an AI-based algorithm that

operates in principle as merely a decision support tool can become

de facto autonomous when its predictions are almost always fol-

lowed. Busy clinicians who are pressed for time or who fear in-

creased legal liability for overriding (rather than following) an

algorithm’s output may therefore unintentionally fail to notice bi-

ased outputs.

The other is the phenomenon of privilege bias (ie, disproportion-

ately benefiting individuals who already experience privilege of 1

sort or another).11 Even a perfectly fair algorithm can perform un-

fairly if it is only implemented in certain settings, such as clinics

serving mainly wealthy or white patients. Historical distrust of the

health system in general can cause certain patients to distrust the al-

gorithm and hence not follow the recommendations it makes.

A third and final manner in which bias can arise even for fair

algorithms is in the choice of what the model is intended to promote

(ie, the goal or outcome of interest). This may not at first glance ap-

pear to be a “bias” akin to traditional racial, ethnic, and socioeco-

nomic biases. However, when the outcomes of interest or the

problems chosen to be solved by AI do not reflect the interests of in-

dividual patients or the community, this is in effect a bias: preferen-

tially selecting or encouraging 1 outcome over others. To illustrate

with an analogy, 1 reason many clinical trials have failed to improve

clinical care is because the outcomes chosen for studies may be sur-

rogates, composites, or other endpoints not relevant to the patients

themselves. For example, heart failure outcomes are often measured

using a change in physiological parameters (eg, left ventricular ejec-

tion fraction) instead of a change of symptoms (eg, fatigue). This has

led to an increasing movement toward patient-reported outcome

measures (PROMs) in both research and clinical care in order to

overcome bias in the choice of outcome.

The outcomes of interest to various healthcare stakeholders—

from patients to clinicians to health system leaders to payers and be-

yond—vary widely between stakeholders. Patients, for example, are

likely to care most about improving their own health outcomes and/

or lowering their out-of-pocket costs and to care relatively less about

efficient resource allocation at the system level. As a result, it is im-

portant to acknowledge and address potential biases related to how

and why decisions are made to use AI for some purposes and not

others.

MANAGING THE CHALLENGES OF EMERGENT
BIASES

Biases that emerge from adaptive AI-based algorithms after they are

deployed can be best described as “latent biases,” (ie, biases waiting

to happen). Here we purposely draw from the concept of latent

errors in complex systems, understood as errors waiting to happen.

Latent errors are failures of organizational design or process that,

under the right circumstances, can lead to real errors and harm to

patients. Like latent errors, latent biases are not intentional, nor are

they unavoidable; instead, they are predictable outcomes that will

occur with some level of probability or risk and with some magni-

tude of harm. This means there is an affirmative ethical obligation

to begin addressing them. We propose doing so in 3 ways.

First, addressing latent bias in AI algorithms should be seen as a

patient safety issue to be identified and addressed proactively and

preferably ex ante—not after the fact. Efforts to demonstrate biases

in AI algorithms after they have been deployed are laudable and im-

portant. Approaches are needed, however, to detect biases in ad-

vance and in real time. AI algorithms need to be monitored for

biases in predictive performance and also for biases in the way their

predictions are used in clinical care. Decades of experience in the

struggle to ameliorate health disparities have shown that unequal

processes and outcomes cannot be addressed only after the fact (ie,

by waiting for biases to arise and then taking steps to remediate their

effects). The idea of allowing AI applications to be a proverbial ris-

ing tide that initially lifts all boats, followed by separate efforts to re-

mediate inequalities, may be intuitively appealing but is disproven

by history. Characterizing latent biases as a patient safety issue helps

ensure they will be addressed in advance.

Latent biases in AI performance are important no matter what,

but they are more significant in some use cases than others. High

stakes medical decisions (eg, about chemotherapeutic recommenda-

tions or mechanical ventilation), decisions that affect the resources

patients do or do not receive (eg, care management or post-hospital

discharge support), and decisions that are automated or made only by

the machine deserve special scrutiny. Decision support systems that

make claims such as “Patients like you have chosen [X] in similar
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circumstances” do as well. Such an algorithm could be biased because

of adaptive preferences, whereby choice patterns are affected by past

restricted or inappropriately influenced choice options. An algorithm

that suggests African-American patients are more likely to choose ag-

gressive care at the end of life, for example, could be based on histori-

cal care patterns or health system distrust that may or may not apply

to an individual patient’s or family’s treatment preferences.

Second, regulatory frameworks governing AI and machine learning

algorithms must explicitly include reference to monitoring for biases in

performance, including those that emerge. Proposed guidance from the

US Food and Drug administration on adaptive algorithms, for exam-

ple, is appropriately tailored to the riskiness of a particular medical ap-

plication (eg, whether the medical condition is critical, serious, or

nonserious, and whether the information provided by the AI aims

merely to inform clinical decisions or to treat the disease).15 However,

concerns about bias are not included. Practically, biases that emerge

over time should be treated as adverse events; in practice, biases mean

that some patients can benefit from an AI application while others are

harmed. This would imply that the disparate impacts of AI that result

from biases and that cause harm to patients should be part of manda-

tory device reporting requirements. If a drug product were found to

benefit only certain patients and harm others, we would expect this to

be reported and managed; we should expect the same of AI algorithms.

Third, recognizing the challenges posed by the different perspec-

tives on appropriate uses and applications of AI in medicine, there is

an ever-present need to engage all healthcare stakeholders in the de-

sign and implementation of AI. Dissemination and implementation

(D&I) science increasingly recognizes engagement as critical from

start to finish in order to ensure the effective and ethical implemen-

tation of interventions. Engagement provides a way to help avoid

biases related to challenges in defining which applications are appro-

priate for AI and which are not. To illustrate, there may be disagree-

ment about whether an AI machine should be used to calculate and

predict an individual’s mortality or time of death. For some, the ac-

curacy afforded by a machine may aid their personal decision-

making, but for others, this may not be the sort of decision or judg-

ment an algorithm should make. Studies are beginning to explore

how patients, clinicians, and health system leaders perceive AI, but

more research is needed in this area.

In addition, engaging patient stakeholders requires, as a matter

of respect, understanding the circumstances under which they

should be informed when AI is being used in their care. This may

not be necessary in all cases. Clinicians are not ordinarily required

to disclose that an algorithm read an electrocardiogram, for exam-

ple, but we might think there is an obligation to report AI was used

to inform chemotherapeutic decisions.

Figure 1. A seemingly fair AI model could involve latent biases after clinical implementation.
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CONCLUSION

Biases in AI-based algorithms can result not only from biased train-

ing data but also from how the algorithms learn over time and are

used in practice. Given the pervasiveness of biases, no excuse exists

for not taking them seriously. A failure to proactively and compre-

hensively mitigate all biases—including latent ones that only emerge

over time—risks exacerbating health disparities, eroding public trust

in healthcare and health systems, and somewhat ironically, hinder-

ing the adoption of AI-based systems that could otherwise help

patients live better lives.
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