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On December 5, 2019, the American Medical Informatics Associa-

tion (AMIA) held its thirteenth annual policy meeting in Washing-

ton, DC with the theme “Clinical Decision Support in an Era of Big

Data & Machine Learning.”1

The 2019 Health Informatics Policy Forum was predicated on

three basic premises. First, the field of medical informatics credibly

lays claim to the intellectual pedigree of clinical decision support

(CDS). The founders of the American College of Medical Informat-

ics and AMIA invented CDS, and the wider health informatics com-

munity has championed the advancement of CDS for decades.

Second, the environment surrounding CDS is evolving rapidly with

an exponential growth in health data, combined with growing ca-

pacities to store and analyze such data through cloud computing

and machine learning (ML). Third, our current governance and

policy-making structures are ill-equipped to handle such a dynamic

landscape.

The 2019 Policy Forum included submitted content approved by

a review committee2 and featured keynotes spanning federal officials

with specialty knowledge of artificial intelligence (AI) in aeronau-

tics, finance, and health.3 What emerged from this meeting were sev-

eral components of a policy framework for what the committee

deems “Adaptive CDS.” Borrowing from Sim et al,4 we use the term

“Adaptive CDS” to describe CDS that can learn and change its per-

formance over time, incorporating new clinical evidence; new data

types and data sources; and new methods for interpreting data.

Adaptive CDS enables personalized decision support in a way that

has not been possible previously because it has the capacity to learn

from data and modify recommendations based on those data. Adap-

tive CDS stands in contrast to “static” CDS, which are those tools

that provide the same output (recommendation/guidance) each time

the same input is provided without change through use.

We focus on Adaptive CDS because it represents a conceptual

use case within a larger ecosystem of potential use cases of AI in

healthcare. By framing our discussion on Adaptive CDS, we hope to

engender a practical discussion of policies needed to ensure safe and

effective use of AI/ML-driven CDS for patient care and facilitate a

wider discussion of policies needed to build trust in the broader use

of AI in healthcare.

Many of the review committee members subsequently developed

an AMIA Board-approved position paper to establish a policy

agenda for the safe, effective use of Adaptive CDS in the US health-

care system—and position AMIA as the organization to lead this

agenda’s execution. In this paper, we present a policy framework

that spans the design and development, implementation, evaluation,

and ongoing maintenance of Adaptive CDS.5 This work envisions

an extensive policy landscape that includes transparency metrics for

Adaptive CDS training datasets, communications standards to pro-

vide accurate information about the intended uses of Adaptive CDS,

and dedicated actors and protocols to evaluate, test, and monitor

Adaptive CDS in situ.

The policy framework we describe is not uniquely ours. We rely

on decades of scholarship from AMIA members,6 including from

the paper’s coauthors, and we incorporate ideas discussed at the

2019 Policy Forum. The result is a composite framework encom-

passing policy concepts and actions necessary for the safe, effective

use of Adaptive CDS. If viewed in this way, our policy framework

provides a structure for the other papers in this issue of JAMIA to

plug in. As a developmental document, our framework describes

concepts requiring additional detail and work that will emerge as

Adaptive CDS evolves and matures. The 4 accompanying perspec-

tives reflect areas where the informatics community must contribute

and should lead.

The AMIA position paper calls for identification of two policy

concepts: transparency metrics and communications standards.

Transparency metrics would describe how Adaptive CDS algorithms

are trained, including the data acquisition processes (eg, patient co-
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hort selection criteria) and preprocessing or “data wrangling” steps

that must be clearly documented. Communications standards articu-

late the components of the Adaptive CDS and describe the intended

use(s) and expected user(s), similar to US Food and Drug Adminis-

tration’s (FDA’s) prescription drug-labeling requirements.7

Hernandez-Boussard et al, from Stanford University, describe a

reporting standard for AI in healthcare, MINimum Information for

Medical AI Reporting, or MINIMAR.8 They identify the minimum

information necessary to understand an algorithm’s intended predic-

tions, target populations, hidden biases, and ability to generalize to

the setting and population in which it is applied. The general princi-

ples of the MINIMAR design include features related to (1) the pop-

ulation providing the training data; (2) training data demographics

to enable comparison with target population demographics; (3)

details about the model architecture to compare to similar models

and permit replication; and (4) model evaluation, including optimi-

zation and validation, techniques. Alongside CONSORT,9

SPIRIT,10 and TRIPOD,11 MINIMAR adds to the collection of sci-

entific reporting standards necessary to address potential biases and

unintended consequences, as well as provide external validation and

secondary use of algorithms used in health care. Such reporting

standards are an essential component of a policy framework for

Adaptive CDS.

The AMIA position paper notes that much of the opportunity

for Adaptive CDS lies in the tool’s dynamism and capacity to contin-

uously learn over time, which can only be realized once imple-

mented. This aspect of Adaptive CDS represents the promise and

peril of AI/ML-driven applications in healthcare. While evermore

personalized care is the goal of continuously learning algorithms, a

particularly insidious challenge has emerged: bias. Perspectives from

DeCamp and Lindvall12 and McCradden et al13 explore dimensions

of bias and offer prescriptions to mitigate its damaging effects by

framing bias as a patient safety issue. Ferryman14 focuses on the

FDA’s Precertification Program for AI/ML-driven Software-as-a-

Medical Device (SaMD)15 offering ways to address a distal outcome

of algorithmic bias-widening health disparities. These perspectives

have important, practical implications for public policy and fill criti-

cal gaps in our policy framework.

DeCamp and Lindvall, from the University of Colorado, describe

latent bias, akin to latent errors, as bias “waiting to happen” in

complex systems.12 They identify three challenges in dealing with

bias in algorithms that have been deemed objectively as “fair,” in-

cluding (1) adaptive models can become biased over time; (2) AI

operates within clinical environments that can be impacted by auto-

mation and privilege bias; and (3) bias resulting from a difference in

the choice of outcome. They suggest that latent bias be treated as a

patient safety issue to be identified and addressed proactively and

preferably ex ante. They recommend treating biases that emerge

over time as adverse events and part of mandatory reporting require-

ments.

Likewise, McCradden et al, from the Hospital for Sick Children,

describe a need to view bias in ML through the lenses of patient

safety and quality improvement, with the aim of preventing unin-

tended harms and augmenting the provision of care with respect to

equity.13 However, their ethical motif, which relies on concepts of

nonmaleficence, relevance, accountability, transparency, and equity

leads them to a set of requirements for developers to: (1) maintain

statistics on the characteristics of the population on which the model

was trained and (2) conduct audits of their models consistent with a

focus on continuous quality improvement and with an emphasis on

local validation through a prospective, noninterventional silent pe-

riod.

Ferryman, from New York University, argues that health dispar-

ities can be propagated by ML applications in healthcare, and that

we must enhance the FDA’s proposed regulation for AI/ML-driven

SaMD at both the premarket and postmarket phases.14 She frames

health disparities as a safety issue and recommends that, as part of

the premarket assessment, device manufacturers document the rep-

resentativeness of protected groups in the AI’s training dataset and

discuss how different choices made in the design of the model may

impact groups already experiencing health disparities. Ferryman

also recommends a “Health Equity Review” as part of the FDA’s

proposed Real World Monitoring requirements, which would re-

quire device manufacturers to examine how the ML tool affects pro-

tected groups, whether any new group differences have emerged due

to the tool’s use, and describe any activities undertaken to address

unfairness or group harms.

These perspectives underscore several points of emerging consen-

sus. First, transparency in how ML-driven decision-making applica-

tions are trained is paramount. Without transparency, there can be

no accountability. Second, we must develop standards to convey

specific attributes of how the model was trained, how it is designed,

and how it should operate in situ to objectively compare, evaluate,

and ensure ongoing maintenance of the algorithm. Third, algorith-

mic bias must be viewed as a matter of patient safety and quality im-

provement.

Logically stemming from these points is the practical need to es-

tablish agency and oversight—both regulatory and nonregulatory—

to manage how these objectives are achieved through consistent sys-

tems and controls. With this need in mind, the AMIA position paper

calls for creation of new bodies, groups, or departments that govern

implementation and use of AI within an institution, as well as a sys-

tem of oversight across institutions. It also calls for Adaptive CDS

Centers of Excellence to develop, test, evaluate, and advance the use

of safe, effective ML in practice.

The use of AI in healthcare presents clinicians and patients with

opportunities to improve care in unparalleled ways. Equally unpar-

alleled is the opportunity for AMIA and the informatics community

to take a position of leadership in ensuring that AI/ML-driven tech-

nology is objective, unbiased, safe, and effective. We reiterate that

our work is purposefully incomplete. It is the obligation of those

who pioneer CDS to continue its stewardship using new and novel

technologies. We call on the AMIA membership to join us in creat-

ing the necessary policies and standards to fulfill the promise of

more patient-centered care through new and novel informatics

tools.
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