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C A N C E R

A mathematical model of ctDNA shedding predicts 
tumor detection size
Stefano Avanzini1, David M. Kurtz2, Jacob J. Chabon3,4, Everett J. Moding4,5, Sharon Seiko Hori1,6, 
Sanjiv Sam Gambhir1,4,6,7,8*, Ash A. Alizadeh2,3,4, Maximilian Diehn3,4,5, Johannes G. Reiter1,4,7,9†

Early cancer detection aims to find tumors before they progress to an incurable stage. To determine the potential 
of circulating tumor DNA (ctDNA) for cancer detection, we developed a mathematical model of tumor evolution 
and ctDNA shedding to predict the size at which tumors become detectable. From 176 patients with stage I to III 
lung cancer, we inferred that, on average, 0.014% of a tumor cell’s DNA is shed into the bloodstream per cell 
death. For annual screening, the model predicts median detection sizes of 2.0 to 2.3 cm representing a ~40% de-
crease from the current median detection size of 3.5 cm. For informed monthly cancer relapse testing, the model 
predicts a median detection size of 0.83 cm and suggests that treatment failure can be detected 140 days earli-
er than with imaging-based approaches. This mechanistic framework can help accelerate clinical trials by precom-
puting the most promising cancer early detection strategies.

INTRODUCTION
Patients with early-stage cancer are more likely to be cured than 
patients with advanced-stage cancer (1–4). For example, the 5-year 
survival rate of patients with lung cancer who are diagnosed at a 
localized stage is 57%, while for those diagnosed with distant metas-
tases, it is only 5% (5). Unfortunately, only 16% of lung cancers are 
diagnosed at a localized stage. Recently, multiple studies presented 
new minimally invasive approaches based on cell-free DNA (cfDNA) 
to detect cancer from blood samples (6–15). Most cfDNA in the 
bloodstream is derived from normal cells, while a small proportion 
is derived from tumor cells and is known as circulating tumor DNA 
(ctDNA). Presumably, ctDNA is shed by tumor cells undergoing 
apoptosis or necrosis (16–18). Small tumors would therefore be 
harder to detect because fewer tumor cells undergo cell death and 
shed ctDNA into the bloodstream.

Previous studies showed that 30 to 100% of symptomatic tumors 
(mostly larger than 3 cm3) can be detected from a 10- to 15-ml blood 
sample (8, 9, 14). However, assessing whether blood-based tests 
can also detect still asymptomatic tumors at sizes smaller than 
3 cm3 with a sufficiently high specificity to reduce cancer mortality 
requires elaborate clinical trials with tens of thousands of partici-
pants. While such trials are already under way, we lack the mecha-
nistic frameworks necessary to predict the expected size of tumors 
that would be detected with a given sequencing approach and sam-
pling frequency (19). Such frameworks would enable investigators 

to a priori choose a sequencing and sampling strategy with the high-
est success probability for a given screening population. For exam-
ple, how would the performance of a screening test change for a 
subpopulation with tumors with half as many mutations (e.g., lung 
cancers of nonsmokers versus smokers)? Motivated by these funda-
mental questions, we developed a stochastic mathematical model of 
cancer evolution and biomarker shedding to study the potential and 
the limitations of blood-based cancer early detection tests across 
various scenarios. This mechanistic framework will help to predict 
the performance of ctDNA-based tumor detection approaches and 
thereby inform and optimize the design of future clinical trials to 
find cancers earlier.

RESULTS
Mathematical model of cancer evolution and  
ctDNA shedding
We first consider early-stage lung cancers with a typical tumor 
volume doubling time of 181 days, leading to a net growth rate of 
r = ln (2)/181 ≈ 0.4% per day (20). Lung cancer cells approximately 
divide with a birth rate of b = 0.14 per day (21) and die with a death 
rate of d = b − r = 0.136 per day (Fig. 1A). For now, we assume that 
each tumor cell releases ctDNA into the bloodstream during apop-
tosis with a ctDNA shedding probability of qd per cell death. This 
assumption implies that the amount of ctDNA linearly correlates 
with tumor burden, and the slope of the linear regression has to be 
1 in logarithmic space.

By reanalyzing ctDNA sequencing data and tumor volumes of 
176 patients with stage I to III non–small cell lung cancer of three 
cohorts (14, 22, 23), we found that haploid genome equivalents 
(hGE) per plasma ml indeed correlate with tumor volume with a 
slope of 0.9997 [95% confidence interval (CI), 0.78 to 1.2; R2 = 0.32; 
red line in Fig. 1B; Materials and Methods]. We found similar 
linear regression slopes and intercepts in the separated three co-
horts (fig. S1). For the combined dataset, linear regression predicted 
0.21 hGE per plasma ml for 1 cm3 of tumor volume (95% CI, 0.15 to 
0.28; 95% prediction interval, 0.0033 to 13 hGE per plasma ml for a 
fixed slope of 1; fig. S2B). On the basis of these analyses, we inferred 
a mean shedding probability of qd ≈ 1.4 × 10−4 hGE per cell death 
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(95% CI, 1.0 × 10−4 to 1.9 × 10−4 for a slope of 1; fig. S2). In other 
words, approximately 0.014% of a cancer cell’s genome is shed into 
the bloodstream after it undergoes apoptosis. For a ctDNA half-life 
time of t1/2 = 30 min (16), we calculated a ctDNA elimination rate of 
 ≈ 33 per day. We illustrate a typical realization of this evolu-
tionary process in Fig. 1C (movie S1). A tumor grows exponen-
tially with a growth rate of r = 0.4% per day and releases ctDNA 
into the bloodstream with a shedding rate of d ∙ qd. At a primary 
tumor size of 1 cm3 [~1 billion cells (24)], we find, on average, 
572 ctDNA hGE circulating in the bloodstream (Fig. 1D). A 15-ml 
blood sample contains approximately 1.7 ctDNA hGE (Fig. 1E). 
At a mean plasma DNA concentration of 6.3  ng per plasma ml 
(Materials and Methods), 0.21 ctDNA hGE per plasma ml corre-
spond to a tumor fraction of 0.022% (assuming 6.6 pg per diploid 
genome). The unit of hGE can also be interpreted as the expected 
number of ctDNA fragments that exhibit a specific somatic hetero-
zygous mutation. Hence, the number of ctDNA hGE in a sample 
represents a biological limitation to detect a specific mutation in 
the tumor. In comparison, given a number of DNA fragments 
covering a specific genomic region, the number of mutated DNA 
fragments can be converted to a variant allele frequency (VAF) 
representing a technological detection limitation due to sequenc-
ing errors (8, 25).

Next, we aimed to calculate the expected number of ctDNA hap-
loid genome equivalents, C, circulating in the bloodstream for 
any tumor size M and derived a simple closed-form expression. The 

number of ctDNA hGE circulating when the tumor reaches a size of 
M cells follows a Poisson distribution with a mean of

  C = M ∙ d ∙  q  d   / ( + r)  (1)

(for M ≫ 1 and d ∙ qd ≪ 1; r = b − d; note S1). For a tumor with 
1 billion cells, we calculated a mean of C ≈ 572 ctDNA hGE, which 
perfectly matched the results from the exact computer simulations 
of the above defined branching process (Fig. 1D). Similarly, for a 
liquid biopsy of 15 ml of blood (0.3% of 5000 ml), we calculated a 
mean of 1.7 hGE by multiplying C with the fraction of the sampled 
blood (Fig. 1E).

To further demonstrate the generality of this framework and the 
accuracy of our analytical results, we considered tumors with differ-
ent sizes, growth rates, and cell turnover rates. As expected, a tumor 
with 0.5 billion cells leads to half the number of circulating bio-
markers (C ≈ 286 hGE; Fig. 2A). More unexpectedly, a slowly grow-
ing lung cancer (r = 0.1%) leads to a substantially higher number of 
585 hGE than a faster-growing cancer (r = 4%) with 502 hGE at the 
same size of 1 cm3, assuming that the faster growth is achieved by 
proportionally increased birth and decreased death rates (Fig. 2B). 
If instead the faster growth is achieved by a higher birth rate and an 
equal death rate, we find a smaller difference (584.2 versus 584.9 hGE). 
If cancer cells divide with a birth rate of b = 0.25 (e.g., colorectal 
cancer cells), the higher cell turnover rate would lead to a more than 
twofold (1035 versus 404 hGE) increase in ctDNA compared with a 
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Fig. 1. Evolutionary dynamics of ctDNA shed by a growing cancer. (A) Mathematical model of cancer evolution and ctDNA shedding. Tumor cells divide with birth rate 
b and die with death rate d per day. During cell apoptosis, cells shed ctDNA into the bloodstream with probability qd. ctDNA is eliminated from the bloodstream with rate 
 per day according to the half-life time of ctDNA, t1/2 = 30 min. (B) hGE per plasma ml correlate with tumor volume with a slope of 0.9997 in 176 patients with lung cancer 
(R2 = 0.32; P = 2.6 × 10−16). Red shaded region depicts 95% confidence interval (CI). Linear regression predicts 0.21 hGE per plasma ml for a tumor volume of 1 cm3, leading 
to a shedding probability of qd = 1.4 × 10−4 hGE per cell death (Materials and Methods). (C) A tumor starts to grow at time zero with a growth rate of r = b − d = 0.4% 
(b = 0.14, d = 0.136), typical for early-stage lung cancers (tumor doubling time of 181 days). Tumor sheds ctDNA into the bloodstream according to the product of the cell 
death rate d and the shedding probability per cell death qd. (D) Distribution of ctDNA hGE in the entire bloodstream at the time [purple dashed line in (C)] when the tumor 
reaches 1 billion cells [≈1 cm3; gray dashed line in (C)], leading to a mean of 0.21 hGE per plasma ml and a tumor fraction of 0.022% at a mean DNA concentration of 6.3 ng 
per plasma ml. (E) Probability distribution of ctDNA mutant fragments present in a liquid biopsy of 15 ml of blood when the tumor reaches 1 billion cells (assuming that 
the covered somatic heterozygous mutation is present in all cancer cells).
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lower cell turnover rate (b = 0.1; e.g., breast cancer cells; assuming 
the same growth rate) because of the increased rate of cells under-
going apoptosis despite the same underlying shedding probability 
per cell death (Fig. 2C). In general, the tumor growth dynamics, the 
ctDNA half-life time, and the ctDNA shedding rate strongly influ-
ence ctDNA levels (fig. S3). The analytical results were validated by 
perfectly matching exact simulation results across all considered 
scenarios (full lines versus bars in the histogram of Fig. 2, A to C; fig. 
S4 and tables S1 and S2).

Using this mathematical framework of cancer evolution (26–30), 
we can predict the expected tumor detection size for an early detec-
tion test based on somatic point mutations in ctDNA (8, 9). To com-
pute realistic tumor detection sizes, we considered various sources 
of biological and technical errors. Given the number of wild-type 
and mutant fragments, we calculated the probability that a muta-
tion arose from sequencing errors assuming a sequencing error rate 
of 10−5 per base pair (8, 25, 31). To comprehend the variation of 
DNA concentration in plasma samples, we reanalyzed previously 
measured plasma DNA concentrations from Cohen et al. (9). We 
used a Gamma distribution with a median of 5.2 ng of DNA per 
plasma ml (=788 hGE per plasma ml) to model the variability of 
plasma DNA concentration (fig. S5B; Materials and Methods). This 
analysis also revealed that plasma DNA concentrations increased 
in patients with advanced-stage cancer more than expected by the 
ctDNA amount shed from larger tumors alone (fig. S5E).

We distinguish two types of early cancer detection tests because 
of their distinct clinical use cases and requirements: (i) cancer 
screening (somatic mutations of the tumor are not known a priori) 

and (ii) cancer relapse detection (somatic mutations are known a 
priori by sequencing a sample of the primary tumor). We start with 
the fundamentally simpler detection problem (ii) where the muta-
tions are known, and therefore, relatively small custom sequencing 
panels can be used to detect a relapsing tumor.

Tumor relapse detection if mutations are known a priori
For cancer relapse detection, we considered an aggressive lung tu-
mor growing with r = 1% per day (doubling time of 69 days) and 
assumed a sequencing panel that covers 20 tumor-specific mutations 
(22, 25, 32–36). Requiring that at least one of these 20 tumor-specific 
mutations needs to be called as significantly present in the plasma 
sample to infer that the tumor relapsed, we find an AUC (area un-
der the curve) for the ROC (receiver operating characteristic) curve 
of 81% for tumors with 0.2 cm3 (diameter of 0.73 cm; Fig. 3A). At a 
specificity of 99.5%, we observed a sensitivity of 12% for tumors 
with 0.2 cm3, assuming a sequencing efficiency of 50% [i.e., only 
50% of the DNA fragments can be assessed (14); see fig. S6A for 
100% sequencing efficiency]. Repeatedly applying this virtual early 
detection test to a relapsing lung tumor led to a median detection 
size of 0.28 cm3 for monthly sampling and 0.69 cm3 for quarterly 
sampling (fig. S6D). Important to note is that although the same test 
with a specificity of 99.5% has been applied for both sampling fre-
quencies, the monthly sampling produces 0.06 false-positive test 
results over 12 months of relapse testing, while the quarterly sam-
pling only produces 0.02 false positives over 12 months. For an ob-
jective comparison, we adjusted the mutation calling thresholds such 
that 0.05 false positives are expected for both sampling frequencies 
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Fig. 2. Tumor growth rate and cell turnover strongly affect the amount of ctDNA. (A to C) ctDNA hGE present in the entire bloodstream when a lung tumor reaches 
a given size. Bars illustrate distribution of hGE of ctDNA based on 10,000 simulation realizations. Full lines illustrate asymptotic results (Eq. 1; note S1) and perfectly agree 
with simulation results (bars). (D to F) ctDNA mutant fragments present in a 15-ml blood sample. (A) Tumors with half the cells (0.5 versus 1 billion cells) lead to half the 
ctDNA level in the bloodstream (birth rate b = 0.14 per cell per day and death rate d = 0.136 per cell per day). (B) Assuming that the growth rate proportionally changes 
the birth and death rates, fast-growing tumors lead to a lower level of ctDNA when they reach a size of 1 billion cells (≈1 cm3) because fewer cell deaths decrease the 
amount of released ctDNA (slow growth: b = 0.14 and d = 0.139; fast growth: b = 0.1595 and d = 0.1195). (C) Higher cell turnover rates lead to a higher level of ctDNA at a 
given tumor size (1 billion cells) compared with lower cell turnover rates because of the increased rate of cells undergoing apoptosis (if the underlying shedding proba-
bility per cell death is the same; high cell turnover: b = 0.25 and d = 0.246; low cell turnover: b = 0.1 and d = 0.096). Parameter values: ctDNA half-life time t1/2 = 30 min; 
ctDNA shedding probability per cell death qd = 1.4 × 10−4 hGE.
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over 12 months of relapse testing (Materials and Methods). With 
this adjustment, the median detection size of quarterly testing de-
creased to 0.43 cm3 (Fig. 3B). Monthly relapse testing still led to a 
30% smaller median detection size of 0.3 cm3 (see fig. S7 for results 
with 100% sequencing efficiency).

To further assess ctDNA-based relapse detection, we computed 
the expected lead time to imaging-based relapse detection when ap-
plied at the same frequency. We conservatively assumed a radiolog-
ical detection limit of exactly 1 cm3 and a specificity of 100% above 
that limit. The median lead time of monthly ctDNA testing com-
pared to imaging was 140 days (Fig. 3C). Quarterly ctDNA testing 
yielded a similar lead time of 130 days because of our assumption 
that imaging is performed at the same frequency. These predicted 
lead times for early-stage lung cancer coincide with the reported 
median of ~160 days by Chaudhuri et al. (37), the ~120 days by 
Moding et al. (23), and the slightly shorter reported median of 70 days 
(range, 10 to 346 days) by Abbosh et al. (22), likely due to two re-
quired detected mutations, less frequent relapse testing, and a lower 
average number of clonal mutations covered by the sequencing panel 
(range, 3 to 26).

Next, we investigated how the sequencing panel size, sampling 
frequency, blood sample amount, sequencing error, and the num-
ber of called mutations for detection affect the tumor detection size. 
Although we kept the expected number of false positives per year 
again constant at 0.05, the median tumor detection size strongly de-
creased up to a sequencing panel size of approximately 25 and then 
continued to minimally decrease (Fig. 3D). As expected, the median 
tumor detection size also decreased with an increasing sampling 

frequency (Fig. 3E). Weekly and more frequent relapse testing led 
to a large drop of the median detection size. A decreasing sequenc-
ing error rate and an increasing amount of sampled blood led to 
strong decreases of the expected detection sizes (Fig. 3, F and G). 
Moreover, we found that requiring multiple called mutations for a 
positive detection test can increase the sensitivity at the same speci-
ficity (fig. S8). However, the sensitivity does not increase monotoni-
cally with the required number of called mutations and strongly 
depends on the panel size, plasma DNA concentration, and ctDNA 
abundance (fig. S9; see Materials and Methods for further details).

Tumor detection without a priori known mutations
If the mutations in the tumor are not known a priori, cancer detection 
becomes fundamentally more complex. Two major considerations 
for ctDNA-based cancer early detection are the expected number of 
mutations per tumor covered by the sequencing panel and the under-
lying sequencing error rate per base pair of the assay. The expected 
number of somatic mutations covered by the sequencing panel can be 
maximized by focusing on recurrently mutated regions of the genome 
such that many more mutations per sequenced megabase are ob-
served than expected from the average lung cancer mutation frequen-
cy of ~10 mutations per megabase. For example, CAncer Personalized 
Profiling by deep Sequencing (CAPP-Seq) (spanning ~300,000 base 
pairs) and CancerSEEK (spanning ~2000 base pairs) cover, on aver-
age, 9.1 and 1.1 mutations per early-stage lung cancer, respectively, in 
the TRACERx cohort (table S3) (9, 22, 25).

We again consider an early-stage lung tumor growing with 
r = 0.4% per day. For a sequencing panel covering, on average, one 
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Fig. 3. Expected tumor relapse detection size and lead time compared with current clinical relapse detection. (A) ROC curves for tumors with 100 million cells 
(≈0.1 cm3; blue line), 200 million cells (≈0.2 cm3; orange line), or 500 million cells (≈0.5 cm3; red line) when 20 clonal tumor-specific mutations are tracked for relapse de-
tection and one of these 20 mutations needs to be called for a positive test. (B to G) For better comparability, positive detection test thresholds were set such that if the 
test is repeated multiple times, a combined FPR of 5% is obtained over all tests per year. (B) Expected tumor detection size distributions for monthly and quarterly repeated 
relapse detection tests (sequencing panel covers 20 mutations). Ø indicates diameter of spherical tumor. (C) Expected lead time distributions compared with imaging- 
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quencing error rate (F), and the sampled blood amount (G). Parameter values (if not differently specified): birth rate b = 0.14 per cell per day; death rate d = 0.13 per cell 
per day; ctDNA half-life time t1/2 = 30 min; ctDNA shedding probability per cell death qd = 1.4 × 10−4 hGE; sequencing efficiency of 50%; sequencing error rate per base 
pair 10−5; 15 ml of blood sampled per test; DNA median concentration 5.2 ng per plasma ml. In all scenarios, at least one mutation needs to be called for a positive test. 
ROC, receiver operating characteristic; AUC, area under the curve.
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mutation per lung cancer across 2000 base pairs, we computed sen-
sitivities of 4.3, 17, and 54% at a specificity of 99% for tumors at 
sizes of 1, 2, and 4 cm3, respectively. Repeating this virtual early de-
tection test annually for a growing tumor, we obtained a median 
detection size of 6.6 cm3 (diameter of 2.3 cm; Fig. 4A). This detec-
tion size would be 70% smaller than the current median detection 
size of approximately 22.5 cm3 (diameter of 3.5 cm; assuming that 
tumors are approximately spherical) for lung cancers reported in 
the SEER database from 2005 to 2015 (38). Comparing the computed 
detection size and the SEER median size at diagnosis, we calculated 
a lead time to current diagnosis times of 300 days for a typical 
growth rate of early-stage lung cancer (Fig. 4B). For 4.6% of cancers, 
we observed a negative lead time. In other words, those cancers be-
came symptomatic (i.e., reached typical diagnosis size of 22.5 cm3) 
before they were detected by screening. Faster growing tumors led to 
larger detection sizes. For example, for more than twice as fast-growing 
tumors (r = 1%, tumor volume doubling time of 69 days), only 52% 
of cancers would be detected before becoming symptomatic, and 
their median detection size would be 8.6 cm3 (diameter of 2.5 cm; 
fig. S10). Note that these tumors grow from 0.1 to 3.8 cm3 in just 1 year 
and are therefore very hard to detect with a screening program.

In comparison, for a sequencing panel covering 300,000 base 
pairs (e.g., CAPP-Seq), we computed sensitivities of 24 and 39% at 
a specificity of 99% for tumors with a size of 2 cm3 in never-smoking 
subjects and in subjects with a smoking history, respectively. We 
separately analyzed smokers and nonsmokers because in contrast to 
the above evaluated panel that focused on driver gene mutations, 
the expected number of mutations covered by the larger panel for 

cancers of never-smoking subjects was lower than that for cancers 
of subjects with a smoking history (5 versus 10 mutations; table S3). 
For an annually repeated screening test, the expected median detec-
tion size was 5.1 cm3 (diameter of 2.1 cm) for lung tumors of never- 
smokers and 4.1 cm3 (diameter of 2.0 cm) for tumors of subjects 
with a smoking history (Fig. 4D). These detection sizes correspond 
to lead times compared to current tumor sizes at diagnosis of 360 
and 430 days for tumors of never-smokers and smokers, respectively 
(Fig. 4E). Similarly high lead times of up to 450 days were observed 
in the CCGA (Circulating Cell-free Genome Atlas) study (15). In 
contrast to the informed detection scenario where the sensitivity 
increased when more than one called mutation was required for de-
tection, in the uninformed detection scenarios, the sensitivity decreased 
when more than one called mutation was required for detection 
(fig. S11 versus fig. S9).

For the above calculations, we assumed that the detected muta-
tions in cfDNA were unique to cancers. However, expanded clones 
in blood or in normal tissue and benign lesions frequently exhibit 
somatic mutations, which can be observed in cfDNA and hence 
hamper the specificity of a cancer screening test (14, 36, 39, 40). We 
therefore assumed that white blood cells are sequenced separately to 
remove somatic mutations arising due to clonal hematopoiesis. 
Moreover, previous studies showed that, on average, eight benign 
lung nodules with a diameter of ~0.4 cm exist in subjects undergoing 
lung cancer screening (41). Because most benign lesions are smaller 
than malignant tumors and because benign cells typically replicate 
with a lower rate than malignant cells, they are expected to release 
comparatively less ctDNA into the bloodstream (21). Our calculations 
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Fig. 4. Expected tumor detection size and lead time distributions for screening with different sequencing panels. (A) Tumor detection size distribution for annual-
ly repeated virtual screening tests with a 2000–base pair sequencing panel covering one somatic mutation per lung cancer. (B and E) Lead time distributions for annual-
ly repeated virtual screening tests compared with current clinical diagnosis times calculated from detection sizes in the SEER database, assuming an early-stage lung 
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time t1/2 = 30 min; ctDNA shedding probability qd = 1.4 × 10−4 hGE per cell death; sequencing error rate per base pair 10−5; sequencing efficiency 50%; 15 ml of blood 
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suggest that these nodules would only slightly increase the expected 
detection size—even if benign cells exhibit the same ctDNA shedding 
probability and somatic mutation load as malignant cells (fig. S12).

While these predicted tumor detection sizes are encouraging, a 
major challenge for every cancer detection test is the low incidence 
rate of cancers. Relatively common cancers such as lung cancer have 
yearly incidence rates of approximately 1 in 2000 (5). Because more 
than 98% of lung cancers occur in people above 50 (~30% of the 
U.S. population), the incidence rate increases to 1 in 600 in this age 
group. Hence, approximately six false positives would be expected 
for one true positive at a test specificity of 99%. We calculated a PPV 
(positive predictive value) of 2.2% and an NPV (negative predictive 
value) of 99.9% for a lung tumor with a diameter of 1.5 cm using a 
sequencing panel of 2000 base pairs (Fig. 4C). For heavy smokers in 
their late 60s, the incidence rate increases to 1 in 120, and the same 
test would have a PPV of 10% and an NPV of 99.3% for 1.5-cm lung 
tumors. In comparison, a PPV of 3.8% was reported for low-dose 
computed tomography (CT) lung cancer screening (42).

ctDNA shedding during apoptosis, necrosis, 
and proliferation
So far, we assumed that ctDNA shedding occurs exclusively during 
apoptosis. We can generalize our framework such that the effective 
shedding rate  is given by the sum of ctDNA fragments shed during 
apoptosis, necrosis, and proliferation:  = d ∙ qd + qn + b ∙ qb, where 
qb denotes the shedding probability per cell division and qn denotes 
the shedding rate from necrosis per unit of time (10, 16). We show that 
independent of the three shedding processes, the amount of ctDNA 
when the tumor reaches a size of M cells remains approximately Poisson 
distributed with a mean of C = M ∙ /( + r) (assuming M ≫ 1 and 
 ≪ 1; note S1), where the effective shedding rate represents the 
sum of the operating ctDNA shedding processes (fig. S13 and table S1).

DISCUSSION
Our mathematical framework provides a theoretical estimate for 
the performance of mutation-based ctDNA detection across clinical 
scenarios. For example, ctDNA becomes increasingly important for 
identifying actionable mutations when tumor tissue is not available. 
On the basis of our stochastic model, we estimate that the probabil-
ity of a false negative for a particular actionable mutation clonally 
present in tumors with diameters of 1, 1.5, and 2 cm is 82, 44, and 
9.3%, respectively (requiring a specificity of 99%). A critical param-
eter for these estimates is the ctDNA shedding rate per cancer cell, 
which can vary by multiple magnitudes among patients (Fig. 1B). 
The stochastic model indicates that decreasing the sequencing error 
rate, increasing the amount of sampled plasma, increasing the se-
quencing panel size, and increasing the sampling rate can drastical-
ly decrease the expected tumor relapse detection size at the same 
normalized annual false-positive rate (FPR) (Fig. 3). The virtual 
screening computations indicate that lung tumors would be detected 
when they reach a diameter of 2.3 cm in an annual screening pro-
gram with a sequencing panel of 2000 base pairs (Fig. 4A). Accord-
ing to the lung cancer staging system for tumor sizes, 12% of the 
screen-detected cases would be classified as T1a (≤1 cm), 21% as 
T1b (>1 but ≤2 cm), and 55% as T1c (>2 but ≤3 cm). Only 12% of 
the screen-detected tumors would have reached sizes for stage T2a 
(>3 but ≤4 cm) or beyond. Although these calculations suggest that 
most tumors can only be detected when they reach sizes of billions 

of cells, detecting some tumors before they become symptomatic 
and shifting some diagnoses to an earlier stage can have an enor-
mous impact on cancer mortality (4, 43).

This study has several limitations. First, our understanding of 
ctDNA shedding and its variance across lung tumors and other tu-
mor types remains limited. More studies such as those by Abbosh et al., 
Chabon et al., and Moding et al. correlating ctDNA levels with tu-
mor volume and other clinicopathological features in patients with 
lung cancer are required to inform shedding rate inferences in other 
tumor types (14, 22, 23). The high concordance in both the slope 
and the intercept of the linear regression analysis across the three 
aforementioned lung cancer cohorts is reassuring (Fig. 1B and fig. 
S1). Other biological factors such as tumor histology and stage ad-
ditionally influence ctDNA levels (14) and could be included in fu-
ture models when more data become available. Second, the ctDNA 
shedding dynamics of precursor lesions and how their presence in-
terferes with cancer early detection are largely unknown (fig. S12). 
Third, our analysis was limited to point mutations present in ctDNA. 
Including additional cancer-associated characteristics of ctDNA or 
other biomarkers can help to further decrease the expected detec-
tion size (9–15, 17). For example, the detection of differentially meth-
ylated regions or of copy number variants can be modeled with our 
framework (11, 44). Last, we verified our mathematical results through 
exact computer simulations; however, the predicted tumor detec-
tion sizes will need to be validated in large clinical studies. Accord-
ing to the model, every tumor eventually becomes detectable—but 
some will become symptomatic first (e.g., those cancers with nega-
tive lead times in Fig. 4). We note that tumor-specific ctDNA mutant 
fragments were detected in all TRACERx subjects, but no muta-
tions were called because of the high specificity requirements in 
40% (38 of 96) of subjects (22).

A major challenge of cancer early detection is the stochastic na-
ture of cancer initiation and progression. While new technologies 
can detect smaller and smaller tumors, the optimal treatment of as-
ymptomatic tumors is often unclear and needs to be balanced with 
the risk for overtreatment and undertreatment (3, 4). For example, 
in more than 20% of smokers, suspicious lesions can be found by 
low-dose computed tomographic screening; nevertheless, lung can-
cer was detected only in ~0.6% of screened smokers within a 10-year 
follow-up (45, 46). Similarly, around 33% of humans harbor pre-
cursor lesions in their pancreas, but the lifetime risk of developing 
pancreatic cancer is 1.6% (38, 47). Hence, most precursor lesions do 
not progress to cancer within the lifetime of humans (39, 48). Be-
cause cancer incidence strongly depends on factors such as age, ge-
netic predisposition, lifestyle, or exposure to mutagens (e.g., sun, 
smoke), screening programs often focus on high-risk individuals to 
decrease the chances of overtreatment. Our results show that cancer 
screening and surveillance strategies can be further optimized and 
personalized by comprehensive mathematical models of cancer evo-
lution and biomarker shedding (19, 28, 48–51).

MATERIALS AND METHODS
Parameter selection and inference
We used previously measured values of cell division rates and tu-
mor volume doubling times to obtain the tumor growth rates and 
death rates. The estimated average time between cell divisions of lung 
cancer cells is 7 days (21), resulting in a cell birth rate of b = 0.14 per 
day. Given a volume doubling time of ~180 days of stage I lung 
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cancers (20), we find a tumor growth rate r = ln (2)/180 ≈ 0.4% per 
day and a death rate of d = b − r = 0.136 per day. For the analysis of 
tumors with a high cell turnover rate (Fig. 2C), we assumed an av-
erage time between cell divisions of colorectal cancer cells of 4 days 
(21), resulting in a cell birth rate of b = 0.25 per day. For tumors 
with a low cell turnover rate, we assumed an average time between 
cell divisions of breast cancer cells of 10 days (21), resulting in a cell 
birth rate of b = 0.1 per day. For the analysis with coexisting benign 
lesions (fig. S12), we explored the effects of nodules at fixed sizes due 
to their doubling times of ≥500 days and assumed that cells in benign 
lung nodules replicate with rates of bbn = dbn = 0.07 per day (20, 21).

To estimate the ctDNA shedding rate per cancer cell, we reana-
lyzed data from 176 patients with stage I to III non–small cell lung 
cancer studied in Chabon et al. (14), Abbosh et al. (22), and Moding 
et al. (23). In Chabon et al., metabolic tumor volumes were computed 
from whole-body 18F-FDG PET (positron emission tomography)–CT 
scans in 81 subjects. For 46 of these subjects, tumor-specific ctDNA 
mutations were reported. Reanalyzed gross tumor volume from 
Abbosh et al. and Moding et al. was estimated from preoperative CT 
scans. hGE per plasma ml was calculated from the mean VAF times 
the plasma cfDNA concentration in a subject divided by 0.0033 ng 
(weight of haploid human genome). Estimates can be found in Sup-
plementary Table 3 of Chabon et al. and Supplementary Table 2 of 
Moding et al. For the data in Abbosh et al., the mean VAF of somatic 
mutations was calculated across all mutations (including those that were 
not called in the liquid biopsy) that were identified as clonal in the 
primary tumor [in subject CRUK0053, all mutations were considered 
because no clonality information was available; see Supplementary 
Table 5 of (22)].

To infer the shedding rate , we used the predicted 0.21 hGE per 
plasma ml for a tumor with a volume of 1 cm3 (assuming 1 billion cells 
per cm3; Fig. 1B) and set up the following equilibrium equation of 
 ∙ 109 cells = 577.5 ∙ , assuming 577.5 hGE (=0.21 ∙ 5000 ∙ 55%) in 5000 ml 
of blood with a plasma concentration of 55%. We used previous esti-
mates of the ctDNA half-life time of t1/2 = 30 min and explored the 
effects of half-life times from 20 to 120 min (fig. S3) (16). We calcu-
lated the ctDNA elimination rate as   =  ln2 ⁄ t  1/2    ∙ 60 ∙ 24 ≈ 33.3  frag-
ments per day. We found a shedding rate of  = 1.9 ∙ 10−5 hGE per cell per 
day, leading to a shedding probability of   q  d   =   ⁄ d  = 1.4 ×  10   −4   hGE 
per cell death, assuming that ctDNA is exclusively shed during cell 
apoptosis. To estimate the shedding rate of cells in other tissue types, 
we can rescale the shedding probability by the corresponding cell death 
rate. For example, we estimate the shedding rate of cells in benign 
lung nodules as bn = dbn ∙ qd ≈ 9.8 ∙ 10−6 hGE per cell per day.

We investigated how a distribution of values for the shedding 
probability qd would influence our results (fig. S2). Normality tests 
performed on the residuals of the linear regression between ctDNA 
levels and tumor volume (Fig. 1B) were consistent with a normal 
distribution and supported the assumption of a slope 1 for the lin-
ear correlation in log-log space. By fixing the slope to 1, we inferred 
the 95% CI for the amount of ctDNA shed by a tumor of 1 cm3 per 
plasma ml (fig. S2B). Because the CI is symmetric in logarithmic 
scale with respect to the predicted value of 0.21 hGE per plasma ml, 
we modeled the variability of this parameter by fitting a normal dis-
tribution in log space to match the estimated 95% CI (fig. S2C). 
Through our equilibrium equation and estimated death rate of can-
cer cells, we converted this normal probability distribution into a 
lognormal density for the shedding probability qd in linear space 
[mean, 1.4 × 10−4 hGE per cell death; SD (standard deviation), 2.2 × 10−5]. 

The average amount of ctDNA mutant fragments found in a 15-ml 
blood sample when the shedding probability follows a lognormal 
distribution is almost the same than when the shedding probability 
is fixed to the mean of the lognormal distribution (1.74 hGE versus 
1.72 hGE; fig. S2E). To facilitate the analysis and interpretation of 
ctDNA shedding for cancer early detection, we assumed a fixed 
value of qd.

In silico sampling and sequencing of plasma DNA
To compare different screening strategies, we used virtual sampling 
and sequencing of DNA. For each liquid biopsy, ctDNA fragments 
in 15 ml of blood were sampled from 5000 ml of blood according to 
a binomial distribution. For the virtual detection tests in Figs. 3 and 
4 and figs. S6 to S12, plasma cfDNA concentrations were sampled 
from a Gamma distribution (mean and median of 6.3 and 5.2 ng per 
plasma ml, respectively) as illustrated in fig. S5B. We assumed that 
50% of cfDNA fragments are assessed by sequencing (except in figs. 
S6, A to C, and S7). To calculate the cfDNA genome equivalents, we 
assumed a weight of 6.6 pg per diploid genome (17). The sequenc-
ing error rate per base pair was set to eseq = 10−5 (8, 25, 31). For each 
mutation covered by the sequencing panel, we account for sequenc-
ing errors by calculating a P value as   1 −   i=0  k−1  (   n  i   )   ⋅   e  seq     i  ⋅  (1 −  e  seq  )   n−i   , 
where k denotes the number of observed fragments supporting the 
mutation, and n denotes the total number of fragments covering the 
mutation’s genomic position.

To optimize the performance of ctDNA-based cancer detection, 
we calculated the sensitivity and specificity when more than one called 
mutation is required for detection. These calculations show a non-
monotonically changing sensitivity for different numbers of called 
mutation thresholds to classify a test as positive (fig. S9C). This 
counterintuitive behavior is ascribable to the mutation calling P val-
ue threshold, which we adapt to keep the FPR approximately con-
stant to objectively compare different testing approaches (fig. S9, A 
and B). The estimated sensitivity for a fixed plasma normal DNA 
concentration and a fixed ctDNA level changes according to a re-
verse sawtooth wave for an FPR of ≤1%, a sequencing error rate of 
10−5, and a sequencing panel size of 20 where all mutations are clon-
ally present in a relapsing tumor (fig. S9D). The sensitivity jumps 
occur at different numbers of required mutations for detection for 
the different plasma DNA concentrations. For example, for a plas-
ma DNA concentration of 12.4 ng/ml (yellow curve in fig. S9D), we 
observe two jumps: (i) when instead of 3, only 2 mutant fragments 
become sufficient to reach a P value below the threshold for the 
desired FPR, and (ii) when instead of 2, only 1 mutant fragment 
becomes sufficient to reach a P value below the threshold for the 
given FPR. When the whole distribution of plasma DNA concentra-
tion is taken into account (fig. S5B), the sensitivity varies more 
smoothly but still increases locally when the number of mutant frag-
ments required jumps downward (fig. S9E). These local maxima are 
also affected by the ctDNA amount (fig. S9F). Assuming 50 ctDNA 
hGE in the bloodstream, the sensitivity reaches a single maximum 
value (at 4 mutations required for detection) before decreasing to 
almost zero (blue curve). At a value of 100 ctDNA hGE, the sensitiv-
ity shows two local maxima, which shift as the amount of ctDNA in-
creases. For instance, peaks are at 2 and 6 called mutations required 
for detection with 100 ctDNA hGE and at 3 and 9 called mutations 
with 300 ctDNA hGE. With 600 ctDNA hGE or more, the sensitivity 
saturates and stays constant at almost 100% before starting to decrease 
monotonically. These results can then be used to study sensitivity as 
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a function of tumor sizes (and hence of varying ctDNA levels). 
For an FPR of 1% and tumor diameters between roughly 0.73 cm 
(2 × 108 cells) and 1.0 cm (6 × 108 cells), 8 called mutations required 
for detection led to a higher sensitivity than 2, 4, and 1 mutations 
(in decreasing order; fig. S9G).

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/6/50/eabc4308/DC1
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