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Abstract

Motivation: Research supports the potential use of microbiome as a predictor of some diseases. Motivated by the
findings that microbiome data is complex in nature, and there is an inherent correlation due to hierarchical tax-
onomy of microbial Operational Taxonomic Units (OTUs), we propose a novel machine learning method incorporat-
ing a stratified approach to group OTUs into phylum clusters. Convolutional Neural Networks (CNNs) were used to
train within each of the clusters individually. Further, through an ensemble learning approach, features obtained
from each cluster were then concatenated to improve prediction accuracy. Our two-step approach comprising strati-
fication prior to combining multiple CNNs, aided in capturing the relationships between OTUs sharing a phylum effi-
ciently, as compared to using a single CNN ignoring OTU correlations.

Results: We used simulated datasets containing 168 OTUs in 200 cases and 200 controls for model testing. Thirty-
two OTUs, potentially associated with risk of disease were randomly selected and interactions between three OTUs
were used to introduce non-linearity. We also implemented this novel method in two human microbiome studies: (i)
Cirrhosis with 118 cases, 114 controls; (ii) type 2 diabetes (T2D) with 170 cases, 174 controls; to demonstrate the
model’s effectiveness. Extensive experimentation and comparison against conventional machine learning techni-
ques yielded encouraging results. We obtained mean AUC values of 0.88, 0.92, 0.75, showing a consistent increment
(5%, 3%, 7%) in simulations, Cirrhosis and T2D data, respectively, against the next best performing method,
Random Forest.

Availability and implementation: https://github.com/divya031090/TaxoNN_OTU.

Contact: Wei.Xu@uhnresearch.ca

Supplementary information: Supplementary data are available at Bioinformatics online.

diabetes (T2D) (Hartstra et al., 2015) justifying the potential use of
the microbiome as a disease risk prediction tool. A sparse distance-
based learning method for multiclass classification of human micro-
biota is proposed by Liu et al. (2011); Pasolli et al. (2016) proposed

1 Introduction

The human microbiome comprises a collection of microbes which
live on and inside the human body. The microbiome data are usually

quantified into Operational Taxonomic Units (OTUs), based on
their sequence similarity to reference datasets (Blaxter ez al., 2005).
The risk of some diseases has been found to be associated with the
host’s microbiome (Jackson et al., 2018), making prediction of risk
of disease based on microbiome analysis an important problem. In
this regard, machine learning can efficiently understand the relation-
ship between the microbiomes and between microbiomes and dis-
eases (Sommer et al., 2017).

The role of the microbiome has been examined in subjects with a
variety of diseases such as Inflammatory Bowel Diseases (Gevers
et al., 2014), Cirrhosis (Schnabl and Brenner, 2014) and type 2
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a computational framework for prediction tasks using species-level
relative abundances and strain-specific markers. Whereas, Bokulich
et al. (2018) presented a comparison of supervised learning classi-
fiers and regressors for microbiomes using a Python-based machine-
learning library. Ananthakrishnan ez al. (2017) incorporated clinical
and microbiome data to classify treatment response and Lo and
Marculescu (2019) proposed a neural network framework for dis-
ease prediction with data augmentation to mitigate over-fitting.
However, the role of taxonomy in prediction using OTU data is
often unclear, wherein similar OTUs are often correlated across
samples.
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Convolutional Neural Networks (CNNs) (Krizhevsky et al.,
2012) have been successfully applied to diversified areas such as face
recognition (Yang et al., 2016), optical character recognition (Bai
et al., 2014) and medical diagnosis (Sun ez al., 2016). CNNs per-
form well in capturing spatial and temporal dependencies in the in-
put data. CNNs are also capable to capture interactions in the data
during prediction (Tsang et al., 2017). Ensemble learning has also
garnered a lot of attention in the field of bioimage classification
(Nanni et al., 2018) and scene-text recognition (Park et al., 2016)
wherein multiple neural networks are combined together to enhance
model performance as well as incorporate multiple inputs.
However, we observed that CNNs have not been widely applied in
the area of microbiome analysis to predict disease risk. One reason
could be that OTU relative abundance data in itself (without any re-
arrangement) does not show any spatial similarity that the CNNs
can capture.

Motivated by the inherent correlation shared by the OTUs in the
same taxonomy level and the non-linear relationship between the
OTUs during disease prediction (Tsai et al., 2015; Xiao et al.,
2018), we propose a novel deep learning model taxoNN (tax-
onomy-based Neural Network). taxoNN stratifies input OTU data
into various clusters based on their phylum information. Further, as
ensemble learning is effective, hence, we propose an ensemble of
CNN:s over the stratified clusters containing OTUs sharing the same
phylum. The rationale is that OTUs after the phylum level division
share similarity and hence, some correlation with each other.
Moreover, to introduce spatial relationship in the input OTUs for
the CNNs to capture, we order the OTUs on the basis of correlation
with each other and Euclidean distance from the centre of the
cluster.

2 Materials and methods

2.1 Proposed neural network framework: taxoNN

We experimented with using three types of CNN models. To begin
with, we used a basic convolutional framework (CNN_basic), where
the input OTUs were arranged in an alphabetical order of their taxo-
nomic label and hence, their order did not represent a biological
relationship.

We then experimented with shuffling the OTUs (CNN_shuffle)
in the input on each iteration of the neural network, in the assump-
tion that the various iterations of shuffling would in turn lead to cor-
related microbiomes arrange in one window. However, this
assumption might limit the prediction accuracy.

Hence, we finally examined incorporating the inherent phylo-
genetic relationship in the OTU data before providing it as an input
to the neural network model. Supplementary Figure S1, shows a
sample taxonomy tree containing various taxonomic levels and illus-
trates that hierarchy in OTU data is complex and clusters corre-
sponding to the different phyla can contain a varied number of
OTUs.

Let there be ‘T’ subjects in the whole study, the OTU data for ith
subject (where, i € I), was presented in a 1-D vector format to the
network, as, OTUjy subject = {01, 02, ..., 0n}, Where, N was the total
number of OTUs in a subject. These OTUs were then stratified into
four clusters based on their phyla such that each cluster had different
number of OTUs. For example the first cluster contained ‘p> OTUs,
second contained ‘q" OTUs, third contained ‘r OTUs and fourth
contained ‘s’ OTUs (where p + g+ +s=N), and CNN was applied
to each cluster individually. To order and place correlated OTUs to-
gether, we adopted two approaches:

Approach 1: Ordering based on distance to the cluster centre: In
this approach, for a cluster, we took ‘p> OTUs of I-dimension each
(corresponding to ‘I’ number of subjects), inside the cluster. We then
calculated the medoid of that cluster. A medoid is a representative
object of a dataset whose average dissimilarity to all the objects in
the cluster is minimal. A medoid in a cluster containing OTUs of the
same phyla, is calculated using the formula:

»
OTUnnedoid = argminye o1u,,01U;....0TU, } Z d(y,0TU;) (1)
-

j=

As can be seen in Supplementary Figure S12a, for ease of repre-
sentation, we took a few OTUs and considered their OTU vectors to
contain only three subjects. OTUs are shown as blue dots represent-
ing relative abundance of that particular OTU and medoid of these
OTUs was then calculated (shown as red dot Supplementary
Fig. S12b) using Equation 1. Further, Euclidean distances d;, d; and
dy, of three sample OTUs (i, j and k) from the medoid were calcu-
lated (Supplementary Fig. S12¢) and OTUs were ordered on the
basis of their increasing distance to the medoid. In this way, we
obtained d; < d;j < d, therefore, OTU; was ordered before OTU;
and OTUy in the OTU vector that was provided as an input to the
CNN. This idea was extended to all the ‘p> OTU vectors in the
cluster.

This ordering combined with the convolutional sliding window
helped to combine OTUs which were closely located and shared
more similarity in the cluster. OTUs in the same sliding window,
combined with the weight vector in the neural network led to creat-
ing non-linear terms that were sent to the next layer of the neural
network and hence, this helped in understanding the non-linear rela-
tionship between them. We named this variation of faxoNN as
taxoNNg;s.

Approach 2: Ordering based on correlation: The second ap-
proach that we used was to order the OTUs based on their correl-
ation with each other using Spearman rank. This gave us a p xp
matrix for p OTUs in a cluster as shown in Figure 1a. Next, each
row of this correlation matrix was reduced to a cumulative correl-
ation coefficient, calculated with respect to all the OTUs in a single
row using the formula:

POTUr, = \D/ lpotu, | - lpotu,| - [Potu, | (2)

forj e [1,p]
The set of these cumulative coefficients is represented as Poty
(Fig. 1b) as:

Potu = {pOTUmm PO,y 5 7P0Tumwp} (3)

Thus, we obtained a vector of correlation coefficients, Poty
based on Equation 3, with each value representing a cumulative cor-
relation coefficient for each row. The values in the set Poty were
then arranged in a decreasing order and a new vector P&y, was cre-
ated containing cumulative correlation coefficients in decreasing
order which were further re-indexed from 1 to p. The asterisk here
represents re-indexing.

Po1u = {POTUys 1 POTU s 1+ + 1 POTU G, (4)

Poy = ‘{PE)TUN,w1 7/)6'1'U,(,w2 ERE 7P*0TUN,WP } (5)

Subsequently, the heatmap obtained by the correlations in the
OTU data is reordered based on the decreasing order of the cumula-
tive correlation coefficients. Through this ordering the correlation
structure between the OTUs was used to establish a similarity in the
neighbouring OTUs before being provided to the neural network
model. We named this variation of zaxoNN as taxoNNc,,.

The broad overview of our CNN framework is presented in
Figure 2a. Figure 2b illustrates various layers in the neural network
acting on each cluster of the OTU data. We defined the model with
two 1-D convolutional layers, each followed by a pooling layer. The
data has been pre-processed in such a way that each vector contains
N OTUs. These OTUs are then divided into clusters based on their
phylum level with first cluster containing ‘p> OTUs, second contain-
ing ‘q> OTUs, third containing ‘r’ OTUs and fourth containing ‘s’
OTUs. The first convolutional layer (Conv1) defines 32 filters (fea-
ture detectors) of height 5 (window size) and stride size (number by
which sliding window slides) of 1. For activation, we use Rectified
Linear Unit (ReLU) (Glorot et al., 2011) and after the convolution
operation (Krizhevsky ez al., 2012) in the first layer, the extracted


https://academic.oup.com/bioinformatics/article-lookup/doi/10.1093/bioinformatics/btaa542#supplementary-data
https://academic.oup.com/bioinformatics/article-lookup/doi/10.1093/bioinformatics/btaa542#supplementary-data
https://academic.oup.com/bioinformatics/article-lookup/doi/10.1093/bioinformatics/btaa542#supplementary-data
https://academic.oup.com/bioinformatics/article-lookup/doi/10.1093/bioinformatics/btaa542#supplementary-data
https://academic.oup.com/bioinformatics/article-lookup/doi/10.1093/bioinformatics/btaa542#supplementary-data

4546 D.Sharma et al.
(a) (b) () (d) (e)
oTul  OTu2 OTuU3  OTu4 === OTUp OTU1%.. OTU2* OTU3* oTu4* ... OTUp*
oTuUL P12 Pz Pia Pip Parurowt PoTurows PoTurow1 oTUu1" P12 | Py P];
oruz | P2 Pz |Pu | P Poturowz Poturows Poturowz” otu2
— Sort Re-index .
P31 Paz Paa Pap — | POTUGWS | e | POTUROWR Poturows "
oTU3 - oTu3
orus | P [Pz | Pas Pap POTU'rw'l PoTurowl Poturowa oTua’
: o H :
H - ) p
orup |Per [Pe2 | Pz | Pma Poturowp PoTurowk Poturoup otup'
e coefficient for coefficient ordered OTUs +l+————0
Correlation each row arranged in with a * sign Correlation
Coefficient decreasing order Coefficient

Fig. 1. An illustration of correlation-based ordering in the OTUs in a cluster. (a) Example heatmap obtained by plotting Spearman rank coefficients between positively corre-

lated OTUs in a cluster. (b) Cumulative coefficient obtained with respect to each row of the heatmap matrix. (c) Vector of cumulative coefficients arranged in a decreasing

order where, por1u,,.s > POTUL, > POTUW, > POTU > POTU,,, - (d) The cumulative coefficients are renamed as pory:, to represent that they are now arranged in a decreas-
cow o o o,

ing order. (e) Heatmap sorted based on the new order of cumulative coefficients, making the correlated terms concentrate in a space and arrange closer in the matrix

features were forwarded to the pooling layer (Pooll). A pooling
layer is often used after a CNN layer in order to reduce the complex-
ity of the output and prevent overfitting of the data. Similarly, a se-
cond set of convolutional (with 64 filters) and pooling Layer (Conv2
and Pool2) were used to extract features. Finally, the feature vectors
obtained were flattened to a single vector. In a similar manner fea-
tures were learned and flattened from each cluster.

Next, ensemble learning (Hansen and Salamon, 1990) was used,
where, features from each cluster were combined. The flattened vec-
tors obtained from each cluster were merged via concatenation to
make one very long vector that was then interpreted and sent to two
fully connected layers before a prediction was made. In the two fully
connected layers the first layer had 100 nodes followed by a ReLU
activation while the second layer had only a binary node with a soft-
max activation (Goodfellow et al., 2016) to predict the two classes
according to the disease status (Disease/Control). The details about
the input and output processing through each layer are shown in
Supplementary Figure S19. We also experimented with adding vari-
ables such as age and sex as input along with the OTU data in the
model. In this scenario, two separate vectors, one containing age
values and other, the sex values were given as input to the individual
CNNs along with the OTU vectors in each cluster.

2.2 Simulated studies

We designed simulation studies using the microbiome data available
in the ‘Genetic, Environmental, Microbial’ (GEM) project (Turpin
et al., 2016). Subjects were first-degree relatives of subjects with
Crohn’s disease between 6 and 35 years of age and recruited be-
tween 2008 and 2015. This project aimed to identify microbial, gen-
etic and environmental factors responsible for the initiation of
Crohn’s disease. Stool samples were collected for 16S ribosomal
DNA sequencing at a minimum depth of 30 000 reads/sample.
Samples with fewer than 30 000 reads and OTUs with prevalence of
< 5% were removed from the analysis. Analysis was restricted to
merged OTUs with the same taxonomic assignment.

Our simulated datasets were created using 1796 subjects pro-
vided in the GEM study data. Each sample contained values for 168
OTUs. The OTUs in this simulated dataset were categorized into
taxonomy levels with 12 phyla, 15 classes, 20 orders, 37 families
and 60 genera. The three dominant bacterial phyla in terms of
the number of OTUs were Firmicutes, Proteobacteria and
Actinobacteria.

We used this data to create a population with 100 000 samples.
Instead of a simple replication we added noise to each OTU using a
normally distributed function with mean equal to a random number
in the range [1 x 107°,2 x 107°] and standard deviation of 107 to
create new samples. While doing so we ensured that we preserve the
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Fig. 2. Illustration of the layers in the CNN framework. (a) Detailed illustration of
the phylum-based stratification and ensemble learning of CNNs for disease predic-
tion. The four different clusters are color coded with different colours and after
phyla stratification are input to the four neural networks (N1, N2, N3 and N4).
Later the features extracted are flattened and stacked during the concatenation step
to further lead to prediction of disease outcome. (b) Illustration of the layers in a sin-
gle neural network (N1/N2/N3/N4) acting on one particular cluster of the input
data. (Color version of this figure is available at Bioinformatics online.)


https://academic.oup.com/bioinformatics/article-lookup/doi/10.1093/bioinformatics/btaa542#supplementary-data

TaxoNN

4547

zeroes and also considered that the relative abundance is equal to
one, by adding and subtracting the noise term in equal proportion in
each OTU set, keeping the zeroes. We then generated the disease sta-
tus (y =1 for case; y =0 for control) using the formula:

) 2 3
exp(a +l:2132 pi-OTU; + 3 > ﬁi/ -OTU; - OTU,)

i=1 j=it1

, 2 3
1+ exp(a +’§32 B;-OTU; + > > B; - OTU; - OTU)

i=1j=i+1

(6)

where f; were the regression coefficients associated with OTUs, «
was the base prevalence, f3;; were the regression coefficients for the
pairwise interaction terms, y was the outcome variable and p(y = 1)
was the probability of the outcome variable to be 1, i.e. disease sta-
tus positive. In general, the OTUs that are potentially associated
with risk of disease, in a microbiome dataset are unknown and their
number can range from zero to a very large value. Carefully choos-
ing the number of these OTUs during simulating data, thus, becomes
a challenge. Therefore, based on a trade-off between the model per-
formance upon analysis with various number of OTUs
(Supplementary Table S1) and the realistic estimation of OTUs po-
tentially associated with risk of disease in a real microbiome dataset,
we selected 32 OTUs randomly as the OTUs that were potentially
associated with risk of disease, also ensuring that all clusters contrib-
ute to these OTUs. We set the value of « as -2.5, f8; in 1st cluster
ranging from [1,1.5], 2nd cluster ranging from [1,2], 3rd cluster
ranging from [1.5,2] and 4th cluster [0.5,1]. Interaction terms were
added to introduce non-linearity in the data. Out of the 32 OTUs
potentially associated with risk of disease, 3 OTUs were randomly
picked and three pairwise interactions between them were generated
(as shown in Equation 6), where, §; was taken as [1,1.5,2]. In this
way, we generated 2000 samples as cases and 98 000 as controls
from the 100 000 samples. For the simulation data to evaluate our
algorithm, we then randomly selected 200 cases from theses 2000
case samples and randomly selected 200 matched controls based on
age and sex. We performed 1:1 matching of cases to controls for age
in the range of =35 years and exact match for sex. Hence, obtained a
case-control dataset of 200 cases and 200 controls. 100 simulation
datasets were generated following the same strategy.

The phyla-based stratification on the OTUs in the simulated
dataset was done in the following manner: for 168 OTUs, after
phyla-based stratification, 1st cluster contained 92 OTUs, 2nd con-
tained 28 OTUs, 3rd contained 27 OTUs and 4th contained 21
OTUs. Each cluster was provided as an input to an individual CNN
to understand the relationships between OTUs inside each phyla
and later the extracted features were used for making the
predictions.

2.3 Real studies: T2D study and Cirrhosis study

To assess the prediction power of taxoNN on linking the gut micro-
biome with disease risk, we implemented our algorithm on a T2D
(Qin et al., 2012) study containing 174 cases and 170 controls and a
liver Cirrhosis study (Qin et al., 2014), containing 118 cases and
114 controls. OTUs at the genus level in the kingdom ‘Bacteria’
were used as an input. The T2D data was based on deep next-
generation shotgun sequencing of DNA extracted from the stool
samples from Chinese subjects. The subjects in the Cirrhosis data
were of Han Chinese origin. In both studies Proteobacteria,
Actinobacteria and Firmicutes emerged as the phyla with majority
of OTUs, leading to forming three major clusters for faxoNN.
Supplementary Tables S2 and S3 give more details about the OTUs
in each cluster in the T2D study and Cirrhosis study, respectively.
Details of variables like age and sex of the subjects provided with
both studies are given in Supplementary Table S4. The box-plots
containing relative abundance percentages of OTUs in each phylum
of T2D and Cirrhosis studies are presented in Supplementary
Figures S3 and S7, respectively. Supplementary Figures S4-S6 and
Supplementary Figures S8-S10 provide box-plots for relative

abundance percentages of genera in each cluster of the T2D and
Cirrhosis studies.

2.4 Model specification and evaluation criteria

For training the neural network model on the simulated study, 70%
of the subjects were considered in the training data and 30% in the
test data. Therefore, out of 200 controls and cases which were pair-
matched for age and sex as described in Section 2.2, 140 controls
and 140 cases were used for training the network, and 60 controls
and 60 cases were used for testing the network. Similarly, for the
T2D and Cirrhosis studies, 70% of the subjects were considered in
the training data and, 30% in the test data. Thereby, in the T2D
study 119 cases and 119 controls were used for training and 55 cases
and 50 controls were used for the test set. In Cirrhosis study, 83 con-
trols and 83 cases were used for training and 31 controls and 35
cases were used to test the model. We also performed an internal
validation using 10 times 10-fold cross validation on the training set
itself, to analyze model performance before testing and to eliminate
overfitting. For the cross-validation, we used 90% of the total train-
ing set selected at random for training, and the remaining 10% as a
hold out set for testing. We obtained 10 AUC values corresponding
to initial 10-folds in the training set. We repeated this process 10
times in order to generate corresponding 100 AUC values. We then
calculated the 95% confidence intervals using these 100 AUC val-
ues. 400 epochs were run for the neural network model with a stride
size of 1, window size of 5, number of OTUs related to disease out-
come set as 32 for the first layer and number of filters in the CNN
network as 32. Each network was trained using stochastic gradient
descent with a learning rate of 0.001. We trained our network on an
NVIDIA Tesla P100 GPU with 16GB of RAM using tensorflow li-
brary in Python alongwith some data analysis using R version 3.5.3.

The performance of our technique was evaluated through a
Receiver Operating Characteristics curve (ROC curve) using specifi-
city, sensitivity and thereafter calculating mean Area Under Curve
(AUC), where a larger AUC meant a better classification model.
Given the number of true positives (TP), false positives (FP), true
negatives (TN) and false negatives (FN), the measures are mathem-
atically expressed as follows: Sensitivity=TP/(TP+FN) and
Specificity=TN/(TN+FP).

We compared the results obtained by our proposed model
taxoNN in its two variations zaxoNNy;s and taxoNN.. against
conventional machine learning models like Random Forests (RFs)
(Liaw et al., 2002), Gaussian Bayes Classifier (GBC) (Hand and Yu,
2001), Naive Bayes (NB) (Rish ez al., 2001), Ridge regression (Hoerl
and Kennard, 1970), Lasso regression (Tibshirani, 1996) and
Support Vector Machines (SVM) (Suykens and Vandewalle, 1999).

3 Results

3.1 Simulation results

3.1.1 Type 1 error performance

In the simulated datasets, first, we tested for taxoNN under the null,
i.e. where none of the OTUs in the input data were related to the
outcome i.e. disease status. We obtained an AUC value of 0.513
using 2axoNN_,,,, and 0.504 with taxoNNg;s model. Comparing the
AUC values obtained from our model with RF (AUC = 0.502), SVM
(AUC=0.523), Ridge (AUC=0.517) and Lasso (AUC=0.510) we
observed that our model was stable under the null and shows that
the prediction of disease status was not governed by the OTUs in the
case of non-causal relationship between the OTUs and disease.

3.1.2 Comparison of predictive performance

For the simulated datasets under the situation of association, the
ROC curves obtained are presented in Figure 3. As can be seen in
Figure 3, the blue and the brown plot lines in the graph depict the
ROC curve for taxoNN,,, and taxoNNy;, respectively. The area
under the curve was highest for our proposed models, taxoNN_ o
and taxoNNy;s with AUC values, 0.883 and 0.874, respectively, fol-
lowed by RF technique (AUC=0.846). As discussed, we initially
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—— taxoNN_corr (AUC=0.883, C.I.= [0.879,0.889])
— taxoNN_dis (AUC=0.874, C.1.= [0.866,0.880])
RF (AUC=0.846, C.I=[0.841,0.850])
SVM (AUC=0.825,C.|.= [0.819,0.829))
Ridge (AUC=0.823, C.1.= [0.818,0.828])
CNN_shuffle (AUC=0.822, C.1.= [0.815,0.829)])
—— Lasso (AUC=0.799, C.I.= [0.759,0.825])
GBC (AUC=0.792, C.I.= [0.766,0.819])
NB (AUC=0.790, C.1.= [0.782,0.809])
CNN_basic (AUC=0.753, C.1.= [0.747.0.760])
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Fig. 3. ROC curve obtained on the test set of the simulated study. The test set com-
prised 60 controls and 60 cases. The red dotted line corresponds to AUC equal to
0.5, indicating a random classification model

experimented with predicting disease status using a basic CNN
model. As the arrangement of input OTU data in this case did not
signify any relationships, therefore, the AUC obtained was equal to
0.753. The second variation we tried was to shuffle the input data
on each iteration of the CNN (CNN_shuffle) so that, we can ap-
proximate OTU correlations by making them fall in the same CNN
window for combination into the next layer. We observed that, in
this case the performance of the CNN improved (AUC=0.822), as
compared to the basic CNN. However, the performance in this
method is highly dependent upon the OTU combinations resulting
due to the shuffling and thus, might vary upon shuffling the OTUs.
The other machine learning methods like RF and SVM with AUCs
0.846 and 0.8235, respectively, performed relatively better than GBC
and NB (AUC=0.792, 0.789, respectively) due to their tree-based
structure, rendering their ability to capture non-linearity in the data.
However, there was a clear under-performance by these methods as
compared to taxoNN, with a difference in AUC ranging from
about 0.038 for RF and increasing to about 0.094 for the least effi-
cient performing method GBC. The computation time taken by our
method on an NVIDIA Tesla P100 GPU with 16GB of RAM for
each iteration of the ensemble of neural networks was 9.35 s. The
initial ordering of the input OTU data took 1.27 s. Therefore, each
iteration took about 10.62 s. The neural networks ran simultaneous-
ly for each cluster and took 400 epochs to learn, therefore, the over-
all time taken for taxoNN to train was about 70.8 min for the
simulated dataset. Details of the performance of taxoNN in case of
change in parameters associated with the neural network, in pres-
ence of interaction terms and in case of imbalance of case and con-
trols is shown in Supplementary Table S1, Supplementary Table S5
and Supplementary Figure S11, respectively.

3.2 Results for T2D and Cirrhosis studies

In this section, we present results on the training and test sets of the
T2D and Cirrhosis studies. We filtered the data in both the studies,
eliminating OTUs that had a zero proportion in all individuals and
thereby obtained 184 OTUs for the Cirrhosis study and 208 for the
T2D study after this filtering. Supplementary Figure S2 illustrates
pie-charts corresponding to the OTU distribution in the T2D and
Cirrhosis studies. Illustration of how the heatmaps are sorted and
rearranged based on the correlations between the OTUs in each clus-
ter are provided in Supplementary Figures S13-S15 for T2D and
Supplementary Figures S16-518 for Cirrhosis study. An additional
analysis on an external validation cohort (Karlsson et al., 2013) is
presented in Supplementary Tables S7 and S8.

3.2.1 Results for T2D study

The results for T2D dataset taking 10-fold cross validation on the
training set are presented in Figure 4a (also, Supplementary Table
S6). We plotted the 95% confidence intervals (CI) for each of the
methods. The mean AUC values obtained for taxoNN and
taxoNN were 0.753 (95% CI: 0.741-0.761) and 0.741 (95% CI:
0.731-0.750), respectively, followed by RF (AUC=0.740),
CNN_shuffle (AUC=0.736), SVM (AUC=0.721), Ridge regres-
sion (AUC=0.699), Lasso regression (AUC=0.687), GBC
(AUC=0.684) and NB (AUC=0.682). We also calculated the
results on the test set of the T2D study (tabulated in Table 1 second
column), and obtained a mean AUC value of 0.733 using
taxoNN_,o,r which was considerably higher than the other machine
learning methods on the test set.

3.2.2 Results for Cirrhosis study

The results for Cirrhosis study taking 10 times 10-fold cross valid-
ation by creating 10-folds in the training set and using 1 out of the
10-folds for testing each time are presented in Figure 4b (also,
Supplementary Table S6). The 95% confidence interval over the
100 mean AUC values were calculated for the other machine learn-
ing methods in comparison to taxoNN. We obtained a mean AUC
value as high as 0.921 (95% CI: 0.911-0.930) for the proposed
taxoNN.o, model closely followed in performance by the
taxoNNg;; model with a mean AUC of 0.919 (95% CI: 0.909-
0.925). An improvement of 0.025 was noted when comparing the
AUC value of taxoNN_,, to the next best performing method of RF
(AUC=0.892) followed by the SVM method which was observed to
give a mean AUC of 0.881. The GBC, NB and Ridge regression per-
formed comparably with mean AUC values of 0.874, 0.870 and
0.877, respectively. It was observed that the least efficient method in

(@
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Fig. 4. 95% confidence intervals obtained for the mean AUC values for 10 times 10-
fold cross validation on the training set for the (a) T2D study and the (b) Cirrhosis
study
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Table 1. AUC values tabulated for various machine learning meth-
ods on test set of T2D and Cirrhosis studies

AUCT2D AUC Cirrhosis
Method w/o age+sex w age+sex w/oage+sex W agetsex
RF 0.703 0.708 0.893 0.901
GBC 0.642 0.648 0.816 0.825
SVM 0.701 0.704 0.877 0.882
Lasso regression 0.665 0.670 0.823 0.831
Ridge regression 0.700 0.705 0.842 0.848
NB 0.682 0.685 0.802 0.807
CNN_basic 0.643 0.647 0.799 0.801
CNN_shuffle 0.712 0.718 0.844 0.852
taxoNN g 0.720 0.725 0.903 0.908
taxoNN_ . 0.733 0.762 0.911 0.938

Note: The results are reported on both studies considering model perform-
ance without (w/0) including age and sex and with (w) age and sex. Note that
the last row (values in bold) shows the consistent improvement in the per-
formance of the proposed model taxoNN_,,, for both studies.

this case was the basic CNN model with AUC as low as 0.832.
Results on the test set for Cirrhosis study are reported in Table 1,
fourth column, showing the effectiveness of taxoNN on the
Cirrhosis study.

3.2.3 Incorporating clinical variables

As tabulated in Supplementary Table S4, we observed that in both
studies cases were significantly older than the controls. In the T2D
study the cases had a significantly greater proportion of males than
controls. Whereas, for Cirrhosis study, there were no significant dif-
ferences in sex between cases and controls. To analyze further, we
evaluated the prediction power of our model including age and sex
data. We observed an AUC value of 0.592 given the age and sex for
the Cirrhosis dataset using logistic regression. Similar, observation
was made for the T2D dataset where we obtained an AUC value of
0.613 using just the age and sex. When we combined these two vari-
ables along with the OTU training set (performing 10 times 10-fold
validation) and provided it as input (Table 1 third column) to
taxoNN_,,, for the T2D study, we obtained an improved AUC of
0.762 as compared to 0.738 previously obtained using only the
OTUs. The same held valid for the Cirrhosis study, where the AUC
after combining environmental variables increased from 0.921 to
0.938 (Table 1 fifth column). We also observed that when age and
sex were provided to other machine learning models of the T2D
study, enhanced their performance a little, with an increase of 0.008,
0.009, 0.005, 0.008, 0.006, 0.005 in the AUC values of RFs, SVM,
GBC, NB, Lasso Regression, Ridge Regression, respectively (Table 1).
A similar trend was observed for the performance in Cirrhosis study,
with an increase of ~0.005 in AUC values for other machine learning
methods. However, it is to be noted that in zaxoNN, inclusion of age
and sex enhanced the performance to a larger degree as compared to
other machine learning methods (increase of 0.017 and 0.009 in the
AUC in T2D and Cirrhosis studies, respectively).

4 Discussion

Extensive analysis on three datasets establish that stratifying OTU
data into clusters and using ensembles of CNN models on the clus-
ters to predict disease status as proposed in taxoNN leads to effi-
ciently capturing OTU data. We observed that zaxoNN performs
consistently better across all the three datasets. Other methods like
RFs which have a record of working well with non-linear data (Ryo
and Rillig, 2017), performed slightly better than NB and GBC meth-
ods while predicting the risk of disease (Table 1). We also observed
that in general, the AUC values obtained by performing 10 times 10-

fold validation on the training set (Supplementary Table S6) were
higher than the one obtained by working on the test set (Table 1).

By changing the parameters associated with the CNN
(Supplementary Table S1) such as window size and the number of
filters in each layer, we observed a trend of dropping in performance
upon increasing these parameters beyond a certain level. We inferred
that up to window size of five the performance was good, but
increasing the window size further resulted in adding unnecessary
amount of correlations between the OTUs in the input data which
might not truly reflect the scenario in the real data. Similarly, when
we increased the number of filters from 32 to 64 we observed that
the performance dropped.

We also analyzed the methods in the literature that propose ma-
chine learning techniques for disease prediction for T2D and
Cirrhosis studies. Qin ez al. (2014) used an SVM method with train-
ing set (AUC of 0.918) and leave-one-out cross-validation set (AUC
of 0.838) for the Cirrhosis data. In comparison, taxoNN_.,, using
the 10-fold cross validation outperformed by a significant margin
giving an AUC value of 0.921 and similarly, zaxoNNy;, also gave a
much higher AUC of 0.919 suggesting our model’s efficiency. Qin
et al. (2012) propose a T2D classifier system based on the 50 gene
markers through a minimum redundancy—maximum relevance
(mRMR) feature selection method, to exploit the potential ability of
T2D classification by gut microbiota. An AUC of 0.81 was reported
using SVM for classification through the gene markers. As our model
focused on relative abundance of the OTUs, therefore, a straight com-
parison to the results provided by Qin et al. (2012) was not feasible.

However, there are a few assumptions and limitations of our
method. Microbiomes can reside in various sites in the body such as
skin, mammary glands, uterus, ovarian follicles, oral mucosa and
gut. However, for the scope of this article, we implemented our al-
gorithm only on gut microbiome data, limiting our analysis to pre-
dicting diseases caused by gut microbiomes. As discussed earlier, the
OTUs that are potentially associated with risk of disease in a micro-
biome dataset are unknown and their number in a study can be arbi-
trary, ranging from zero to a very large value. We experimented
with taking 8, 16 and 32 OTUs associated to disease outcome in the
simulation study, which ranges from 5 to 15% of the total OTUs in
the study. We then selected 32 OTUs as the OTUs associated with
risk of disease based on their performance in #axoNN
(Supplementary Table S1). However, we might be under or over
estimating the number of OTUs and it would be interesting to con-
sider different number of OTUs in the future to evaluate the model
better. Also, we simulated the data, taking three interaction terms
w.r.t three randomly selected OTUs to add non-linearity in our
OTU data. However, just three pairs of OTUs might not be enough
to approximate the complex relationship presented within real OTU
data. Hence, a better analysis by varying the number of interacting
OTUs needs to be done to evaluate model performance. For our ana-
lysis, we consider phylum level stratification in zaxoNN in all the
three studies, due to presence of adequate number of OTUs in phy-
lum level which is required for efficient model training. However, in
the future, it will be interesting to observe studies which have ad-
equate OTUs in other taxonomy levels like class and order along
with phylum level (Supplementary Table S9).

As tabulated in Supplementary Table S4, age has been identified
to be associated with the disease outcome for both T2D and Cirrhosis,
whereas sex has been identified to be associated with T2D. This may
represent poorly matched subjects in these studies. If these factors are
causally associated with disease, then when used along with OTU data,
they can enhance the performance of the model. However, our model is
currently limited to just these two variables alongside the OTU data. A
more comprehensive analysis taking other environmental variables like
ethnicity, smoking status, dietary habits and medication can be con-
ducted to evaluate their effects in disease prediction alongside micro-
biome data. We also observed that our method performs fairly robustly
with respect to imbalance in the number of cases and controls up to a
certain level (Supplementary Fig. S11), but the performance dropped
considerably when the imbalance increased (1:4 ratio between cases
and controls). Hence, better techniques to handle data imbalance need
to be examined.
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5 Conclusion

We propose a technique to predict disease status through gut micro-
biome data using a novel ensemble of neural networks. Using the in-
herent biological information in the OTU data, we divided the
OTUs into clusters based on their phylum and trained on each clus-
ter individually and later ensembled features from each neural net-
work to predict disease status. We also proposed two novel ordering
methods based on correlation and cluster centre distance to arrange
input OTUs based on their similarity to help capture the spatial
similarity in the input as required by the CNN. We obtained encour-
aging results on simulation data, Cirrhosis and T2D studies and con-
sistent improvement in performance across both test and training
sets compared to competing methods.

From our analysis we can infer, that non-linearity in the OTU
data can be captured well using a CNN and relationships provided
by the taxonomy in OTU data can help to improve accuracy of dis-
ease prediction. In the future, we would like to apply taxoNN for
predicting continuous and time-to-event outcomes in addition to the
current binary outcome and potentially implement our model on
pathway analysis in genetic data. We would aim to identify specific
microbiomes which play an important role for causing a particular
disease. The limitations discussed in Section 4, pertaining to dealing
with imbalance in input data and experimenting with more inter-
action terms also provide a good scope for future studies.
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