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S O C I A L  S C I E N C E S

Peer review and gender bias: A study on  
145 scholarly journals
Flaminio Squazzoni1*, Giangiacomo Bravo2, Mike Farjam3, Ana Marusic4, Bahar Mehmani5, 
Michael Willis6, Aliaksandr Birukou7, Pierpaolo Dondio8, Francisco Grimaldo9

Scholarly journals are often blamed for a gender gap in publication rates, but it is unclear whether peer review 
and editorial processes contribute to it. This article examines gender bias in peer review with data for 145 journals 
in various fields of research, including about 1.7 million authors and 740,000 referees. We reconstructed three 
possible sources of bias, i.e., the editorial selection of referees, referee recommendations, and editorial decisions, 
and examined all their possible relationships. Results showed that manuscripts written by women as solo authors 
or coauthored by women were treated even more favorably by referees and editors. Although there were some 
differences between fields of research, our findings suggest that peer review and editorial processes do not 
penalize manuscripts by women. However, increasing gender diversity in editorial teams and referee pools could help 
journals inform potential authors about their attention to these factors and so stimulate participation by women.

INTRODUCTION
The academic publishing system shows a systematic underrepresent­
ation of women as authors, referees, and editors (1). This under­
representation is persistent (2, 3) and well documented in various 
fields of research (4–6). While some previous studies have found no 
substantial productivity gap in specific fields, in more recent cohorts 
of academics or when using less biased output measures (7, 8), a 
recent study of 1.5 million academics suggested that the relative in­
crease of participation of women in science, technology, engineer­
ing, and mathematics (STEM) fields over the past 60 years has not 
reduced the gap in women’s academic productivity and impact (9). 
Even in fields such as the humanities, psychology, and the social sciences, 
where the gender composition of the community has been more favor­
able to women for decades, men still publish more manuscripts and 
in more prestigious journals (10, 11). In the current hypercompeti­
tive academic environment, such a publication gap could explain why 
women often have a higher probability of dropout from academia, 
fewer grants, lower salaries, and less prestigious careers (1, 12).

In this context, scholarly journals are often blamed for this gender 
gap (13, 14). However, whether peer review and journal editorial pro­
cesses are the root cause of these gender penalties is disputed (15). 
On the one hand, recent reports from journals in specific fields, es­
pecially in political science, suggest that editorial processes do not 
discriminate against women (16–19). For instance, a recent study of 
four leading journals in economics also found negligible effects of 
gender on the assessment of manuscripts (20). On the other hand, 
recent research in other fields, such as ecology, found that manuscripts 
submitted by women as first authors received slightly worse peer 
review scores and were more likely to be rejected after peer review 

(21). While the publication gap between men and women is gener­
ally explained by persistent differences in submission rates by wom­
en in almost all fields of research, it is unclear whether peer review 
and editorial processes contribute to it.

Furthermore, the fact that women are systematically less involved in 
peer review and are rarely appointed to prestigious editorial posi­
tions (13, 14, 22) could influence women’s perceptions of their ade­
quacy and potential success as authors. For instance, recent research 
suggests that women would submit fewer manuscripts, of compara­
bly higher quality than those written by men, because they antici­
pate possible editorial bias and invest more in their manuscripts 
(23). A recent survey of a sample of 2440 American Political Science 
Association members revealed that women prefer not to target cer­
tain journals as they perceive that they will have lower chances than 
men with similar expertise (24).

Unfortunately, establishing whether peer review and editorial 
processes have any direct or indirect effect on the lower rate of pub­
lications by women is difficult (21, 25). It is likely that previous re­
search did not achieve a consensus in findings because data were 
either case specific or could not capture all the internal steps at journals 
that might reveal potential bias. The fact that research has never been 
performed at a scale sufficient to provide insights in different fields 
of research and journal contexts has made comparison difficult and 
has not helped to understand whether specific models of peer re­
view, e.g., single versus double blind, could trigger gender bias (26).

Our study aims to fill this gap by providing the first in-depth 
analysis of peer review and editorial processes in a large sample of 
scholarly journals in different fields of research that considers edi­
torial processes as a set of interlinked decisions. We concentrated 
on three possible sources of bias, i.e., the editorial selection of referees, 
referee recommendations, and editorial decisions, and examined all 
their possible relationships while controlling for important con­
founding factors such as journals’ field of research, impact factor, 
and single- versus double-blind peer review. Because of an agree­
ment on data sharing with some of the largest scholarly publishers 
(27), we collected complete and fully comparable temporal data on 
145 scholarly journals, including almost 350,000 submissions by 
about 1.7 million authors and more than 760,000 reviews performed 
by about 740,000 referees (see Materials and Methods). To the best 
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of our knowledge, this is the first study that includes data on manu­
scripts and reviewer scores across journals from different publishers 
and fields of research of sufficient depth to assess whether peer review 
and editorial process contribute to the gender gap in publications.

RESULTS
Table 1 shows the distribution of journals by fields of research in 
our sample, the proportion of women among authors, and other 
summary statistics. Our data confirmed previous research on gender 
disparities in manuscript submissions and peer reviewing (13, 14, 18, 28), 
with 75% of men among submission authors and 79% of men 
among referees. As expected, we found differences between jour­
nals from different research fields, with the greater gender gap in 
the rate of women among authors and referees in physics (only 19% 
women as authors). In addition, women are less involved in peer 
review compared to their authorship rate in all domains except for 
social sciences (38% women as authors and referees; Table 1). While 
this could reflect the different rate of adoption of diversity and in­
clusion policies in some journals, it is more probable that these dis­
tortions simply reflect differences in the gender composition of the 
potential pool of authors and referees, which is impossible to estimate.

Figure 1 shows an overview of the distribution of the final edito­
rial decisions on manuscripts by gender of the first and last author 
and field of research. This picture suggests a certain degree of diver­
sity among fields, e.g., manuscripts by women would be accepted 
more frequently in biomedicine, health science, and social science 
journals, and less frequently in life science journals. However, these 
descriptive statistics do not allow us to consider the potential effect 
of important covariates such as the journal’s impact factor, the 
number of coauthors, and the review scores, which would be essen­
tial in untangling potential sources of bias during the editorial and 
peer review process. Note that data on desk rejections were not con­
sistently available, and so, we concentrated on manuscripts that 
were not desk-rejected by editors.

To examine these processes more systematically, we performed 
robust statistical analysis within a Bayesian framework and estimat­
ed different models on the dataset (see Materials and Methods). We 
first looked at the editorial process by considering each of the fol­
lowing steps separately: (i) the editorial selection of referees, (ii) the 
referee recommendations, and (iii) the editorial decision on the 
manuscript. All these steps included specific actions performed by 
either referees or editors that could reveal a bias. Following previous 

research and based on data availability, we considered both the po­
sition of women in the author list (i.e., whether they were first or 
last authors) and the proportion of women among the authors as 
main predictors (10, 13, 21) while controlling for the proportion of 
women among the referees, the impact factor of the journal, the 
number of authors in each manuscript, and the type of peer review 
adopted by the journal (29, 30).

Given that the effect of many of these variables, and crucially of 
the gender of first and last authors, is likely to be different in each 
field of research, we estimated separated models for each field. This 
allowed us to consider field specificities, including the journal prestige 
and potential diversity of evaluation standards, through in-depth 
data that have never been available before in this type of research 
(15). We then built a Bayesian-learning network model (31) to esti­
mate the effect of complex interactions more systematically and 
understand the extent and persistence of gender bias across all steps 
of the editorial process (see Materials and Methods).

Regarding the editorial selection of referees (step i), we found 
that in all fields of research, manuscripts with a higher proportion 
of women among the authors were more usually reviewed by wom­
en referees (see table S1). This is consistent with previous research 
(13) and was confirmed after controlling for the number of authors 
in the manuscript, the journal’s impact factor, and the type of peer 
review model (single versus double blind). Whether such author-
referee gender matching is due to any intentional preference or de­
liberate practice of journal editors or simply reflects an unequal 
distribution of men and women in expertise and fields of research is 
beyond the scope of this study. Our findings here simply indicate 
that manuscripts by women were not differently treated because of 
being usually reviewed by men.

Furthermore (step ii), we found that manuscripts by women re­
ceived systematically more positive reviews in biomedicine and 
health sciences, as well as in social sciences, whereas they were less 
positively treated in life sciences (weak statistical effect) and physi­
cal sciences journals (strong statistical effect). Women tended to 
provide more positive recommendations than men in all fields but 
physical sciences. This effect was consistent after controlling for all 
other variables and can therefore not be explained by the gender 
matching between referees and authors or other factors (see table 
S2). The fact that our model could only explain a small fraction of 
the outcome variance (between 4 and 11%, depending on the field 
of research), though many model coefficients were significant, suggests 
that other manuscript characteristics that we could not measure, 

Table 1. Number of journals and frequency distribution of selected sample characteristics by field of research.  

Biomedicine and health Life sciences Physical sciences Social sciences and 
humanities

Number of journals 55 24 50 16

Mean impact factor (SD) 2.99 (1.49) 3.14 (1.60) 3.04 (1.32) 2.18 (1.07)

Number of submissions 113,421 31,331 184,315 19,051

Percentage first-round 
rejections 45.8 35.2 41.2 50.0

Percentage final rejections 58.8 48.1 48.5 62.3

Percentage women authors 31.5 27.7 19.1 38.0

Percentage women referees 24.6 21.0 16.3 38.1
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such as its quality and content, had the strongest effect on referee 
recommendations. This effect was independent of any editorial 
matching or referee selection options.

To check whether our results were robust in taking into consid­
eration alternative specifications of our gender variable, we estimated 
two further models that considered (i) whether a woman was first 
or last author of a manuscript (see table S3) and (ii) whether effects 
were different for our five mutually exclusive groups of authors: a 
man sole author, a woman sole author, all-men teams, all-women 
teams, and co-ed teams of authors (see table S4) (10). In general, 
our results show that the author gender did not have a consistent 
effect, although we found the emergence of complex patterns of 
interaction when the field of research of journals and the specific 
composition of author groups were taken into account (for a more 
systematic analysis of these complex interactions, see the Bayesian-
learning network below).

Regarding the final editorial decisions (step iii), we found that 
manuscripts with a higher proportion of women among authors 
were accepted more frequently in biomedical, health sciences, and 
physical sciences journals (strong statistical effect), whereas no evi­
dence of any effect of the gender variable was found in life sciences 
and social sciences journals. Note that in case of biomedical and 
physical sciences journals, the positive effect was robust across vari­
ation of contexts and controlling for the referee recommendations 
and the journal’s field of research (Table 2). Furthermore, consider­
ing the review scores (for details on referee recommendations, see 
Materials and Methods), our models were able to explain over 80% 
of the outcome variance.

Alternative specifications of the gender variable did not lead to 
any systematic difference in the gender effects mentioned above, 
although resulting in less clear-cut results than in previous models 
(Table 3). When we considered the gender of the first author, we 
found that manuscripts by women were more favorably treated in 
physical sciences journals (strong statistical effect) and less in life 
sciences journals (weak statistical effect). Being the last author had 

no significant effect on acceptance, except for a weak negative effect 
in case of biomedical and health sciences journals. We did not find 
any systematic bias against manuscripts submitted by women across 
journals and disciplines when considering the four author groups 
mentioned above (see table S5).

Last, to consider the whole editorial process in which indirect 
opportunities for bias may exist and assuming that complex in­
teractions among variables could affect editorial decisions, we esti­
mated a Bayesian-learning network including all the previous steps 
of the analysis. After learning coefficients and conditional proba­
bilities through maximum likelihood estimation, our model was 
able to predict with 82% accuracy whether or not a manuscript 
would ultimately be accepted by the editor (see Materials and 
Methods). Figure 2 shows that after controlling for all direct and 
indirect effects of all variables, the effect of authors’ gender on ref­
eree recommendations depended on the field of research. While 
manuscripts with a higher proportion of women among authors 
received slightly more positive recommendations in journals from 
social sciences and biomedical and health sciences, referee recom­
mendations were slightly more negative for manuscripts submitted 
to life and physical sciences journals. However, even when compar­
ing the extreme cases where manuscripts were authored exclusively 
by women or men, our model predicted a change in review scores 
by less than 4%, showing that these effects were minimal.

Note that while the directionality of paths is necessary to esti­
mate path coefficients in Bayesian networks, the direction of arrows 
does not necessarily imply causation (32). Variables on a path be­
tween two other variables are equivalent to mediating/moderating 
variables in statistics. For instance, the Bayesian network identified 
certain paths systematically leading to a higher probability of man­
uscript acceptance: While, as expected, the highest path coefficients 
for the prediction of an acceptance were the review score, a higher 
proportion of women as referees in interaction with a high propor­
tion of women as authors also predicted whether a manuscript was 
accepted.

Fig. 1.  Distribution of final editorial decisions of manuscripts that were sent out for review by the gender of the first and last author.
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Tables S10 and S11 show further statistical tests on some interac­
tions shown in the Bayesian network. We found that manuscripts 
written by women received better reviews when reviewed by other 
women in all scientific fields, although the effect was weak in case of 
manuscripts submitted to journals in life sciences. Manuscripts by 
women generally received worse reviews in social science journals 
using single-blind peer review (see table S10), but these journals are 
the minority in a field typically dominated by double-blind peer re­
view. We also examined whether manuscripts written by women 
needed to be of higher quality to be published, by checking whether 
there was a negative interaction effect between authors’ gender and 
the review score on the editorial decision. We found that such an 
interaction exists only in case of journals in biomedical and health 

sciences, while we found only weak effects in the case of journals in 
social sciences (see table S11).

Although we could not directly estimate the intrinsic quality of 
manuscripts (if this were possible even only in theory), we used the 
recommendations of referees as a control variable of the quality and 
used it to identify bias in the editorial decision. Our results indicated 
no statistical gender gap in acceptance rates. The Bayesian-learning 
model found that, after controlling for all other variables (including 
the recommendations), manuscripts by women were more likely to 
be accepted in journals of all disciplines except social sciences, where 
we did not find any significant gender difference. To quantify the 
effect of gender, we used the model to predict the final acceptance of 
all manuscripts in our dataset with the hypothetical scenario that all 

Table 2. Logistic mixed-effects models on the final editorial decision (accept) by field of research using the gender ratio as predictor. Mean estimate, 
95% CI, and Bayes factor ( > 0) are reported for each variable. 

Variable Biomedicine and health 
science Life science Physical science Social science

(Intercept) −6.224 −4.698 −7.069 −5.124

[−6.629, −5.827] [−6.048, −3.366] [−7.970, −6.174] [−6.071, −4.200]

1:20,000 1:20,000 1:20,000 1:20,000

Women proportion (authors) 0.129 0.050 0.205 −0.065

[0.022, 0.235] [−0.143, 0.244] [0.115, 0.296] [−0.291, 0.156]

103:1 2:1 20,000:1 1:2

Women proportion (referees) −0.154 −0.042 −0.041 −0.234

[−0.240, −0.070] [−0.206, 0.122] [−0.119, 0.036] [−0.448, −0.020]

1:2,856 1:2 1:6 1:59

Review score 6.020 6.176 6.095 5.823

[5.907, 6.134] [5.936, 6.416] [5.996, 6.194] [5.470, 6.181]

20,000:1 20,000:1 20,000:1 20,000:1

Agreement 1.214 0.667 0.708 0.202

[1.086, 1.339] [0.449, 0.879] [0.613, 0.801] [−0.122, 0.525]

20,000:1 20,000:1 20,000:1 8:1

IF −0.059 −0.140 0.058 −0.143

[−0.112, −0.004] [−0.215, −0.065] [0.020, 0.095] [−0.403, 0.114]

1:57 1:20,000 832:1 1:6

Number of authors 0.002 −0.039 0.045 0.014

[−0.006, 0.011] [−0.053, −0.025] [0.035, 0.054] [−0.026, 0.055]

2:1 1:20,000 20,000:1 3:1

Number of referees −0.184 −0.160 −0.103 −0.300

[−0.226, −0.142] [−0.234, −0.0986] [−0.133, −0.072] [−0.420, −0.180]

1:20,000 1:19,999 1:20,000 1:20,000

PR type: single-blind 0.532 0.117 1.185 1.091

[0.97, 0.962] [−1.228, 1.472] [0.281, 2.110] [−0.391, 2.592]

105:1 1:1 162:1 14:1

Number of revision rounds 4.094 3.670 3.99 3.756

[4.037, 4.152] [3.578, 3.766] [3.95, 4.04] [3.624, 3.889]

20,000:1 20,000:1 20,000:1 20,000:1

Sensitivity 0.93 0.93 0.93 0.92

Specificity 0.96 0.95 0.97 0.97
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authors were either men or women. In case of biomedical and 
health sciences journals, manuscripts written by women were pre­
dicted to be 5% more likely to be accepted than manuscripts written 
by men (women were predicted to be accepted in 45% of cases). 
While in the case of life and physical sciences journals, this proba­
bility decreased to 1.5% (for women, the prediction was 53% in both 
fields), in the case of social sciences journals, the probability was 
close to zero (with a predicted overall acceptance of 38% of manu­
scripts). This suggests that women are treated less favorably in the 

field of research where the ratio of women among authors is the 
highest (38% in social sciences versus 19% in physical sciences). 
Figure 3 shows the predicted editor decisions by authors’ gender, 
controlling for different review scores. Last, the Bayesian-learning 
network further confirmed a systematic effect of gender on the match 
of authors and referees.

Given that peer review typically includes multiple rounds of 
revision, we also looked at the extent to which the length of the 
revision process could be influenced by the gender of authors and 

Table 3. Logistic mixed-effects models on the final editorial decision (accept) by field of research using the first and last author’s gender as 
predictors. Mean estimate, 95% CI, and Bayes factor ( > 0) are reported for each variable. 

Variable Biomedicine and health 
science Life science Physical science Social science

(Intercept) −6.116 −4.502 −7.020 −5.291

[−6.530, −5.700] [−5.844, −3.156] [−7.960, −6.088] [−6.282, −4.322]

1:20,000 1:20,000 1:20,000 1:20,000

First author woman 0.001 −0.099 0.099 −0.065

[−0.067, 0.069] [−0.218, 0.022] [0.035, 0.163] [−0.259, 0.127]

1:1 1:18 768:1 1:3

Last author woman −0.056 −0.050 −0.034 0.039

[−0.125, 0.014] [−0.181, 0.081] [−0.109, 0.024] [−0.148, 0.223]

1:16 1:3 1:8 2:1

Women proportion (referees) −0.135 −0.063 −0.033 −0.190

[−0.233, −0.037] [−0.254, 0.130] [−0.132, 0.066] [−0.429, 0.044]

1:302 1:3 1:3 1:16

Review score 6.017 6.246 6.056 5.785

[5.889, 6.145] [5.966, 6.532] [5.928, 6.186] [5.393, 6.181]

20,000:1 20,000:1 20,000:1 20,000:1

Agreement 1.207 0.635 0.646 0.353

[1.063, 1.353] [0.387, 0.886] [0.523, 0.769] [−0.003, 0.710]

20,000:1 20,000:1 20,000:1 38:1

IF −0.059 −0.139 0.044 −0.173

[−0.120, 0.002] [−0.223, −0.053] [−0.003, 0.091] [−0.454, 0.113]

1:33 1:1,817 28:1 1:8

Number of authors 0.005 −0.045 0.051 0.024

[−0.005, 0.015] [−0.061, −0.029] [0.039, 0.063] [−0.020, 0.068]

6:1 1:20,000 20,000:1 6:1

Number of referees −0.188 −0.199 −0.137 −0.286

[−0.236, −0.141] [−0.285, −0.114] [−0.177, −0.098] [−0.416, −0.155]

1:20,000 1:20,000 1:20,000 1:20,000

PR type: single-blind 0.537 0.099 1.336 1.094

[0.113, 0.974] [−1.245, 1.435] [0.405, 2.284] [−0.406, 2.601]

143:1 1:1 391:1 14:1

Number of revision rounds 4.100 3.707 4.018 3.834

[4.036, 4.165] [3.597, 3.819] [3.961, 4.076] [3.687, 3.988]

20,000:1 20,000:1 20,000:1 20,000:1

Sensitivity 0.93 0.93 0.93 0.92

Specificity 0.97 0.96 0.97 0.96
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Fig. 2. Learned structure of the Bayesian network. For the sake of readability, we did not report the scientific field effect, which was linked to all nodes. Orange arrows 
indicate a negative relationship, and blue arrows indicate a positive relationship (dotted black, if the sign depends on the scientific field taken into consideration). Path 
coefficients are only shown for paths that were consistent across scientific fields. All path coefficients can be found in table S9.

Fig. 3. Bayesian network predictions of the rejection probability by author gender, referee recommendation score panels, and field of research. 
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referees. Table 4 shows the estimates of a Poisson regression, which 
predicted the number of revision rounds that any manuscript even­
tually underwent before publication. We did not find any effect of 
gender on the number of required rounds of revision before publi­
cation. With the exception of journals in social sciences, the more 
women among the reviewer team, the higher the probability of 
more rounds of revisions before publication. 

CONCLUSIONS
Although we could not perform a large-scale, multi-journal random­
ized experiment and worked only on existing journal data, our find­
ings indicate that manuscripts submitted by women or coauthored 
by women are generally not penalized during the peer review pro­
cess. We found that manuscripts by all women or cross-gender 
teams of authors had even a higher probability of success in many 
cases. This is especially so in journals in biomedicine, health, and 
physical sciences, thereby confirming previous research (16, 18, 22).

However, given that we did not have an objective or predefined 
estimation of the quality of manuscripts (if any) and could use only 
referee recommendations as an indication, this positive inclination 
by referees and editors could simply reflect some intrinsic charac­
teristics of the manuscripts. Previous research suggests that women 
could be inclined to invest more in their manuscripts to prevent 
expected editorial bias (10, 33), which could also explain why they 
submit fewer manuscripts (18, 23, 24, 28). In this respect, the fact 
that manuscripts by cross-gender teams of authors received system­
atically more positive treatments in our sample could even reveal an 
exploitation opportunity by men, who benefit from collaborating 
with women colleagues.

Unfortunately, while the potential positive effect of higher inclu­
sion of women in scientific networks has also been found in other 
studies (10, 34), our dataset did not permit us to control any possi­
ble distortions in the potential pool of authors and referees available 
in each journal, age cohorts, or other (institutional/personal) status 
characteristics. Therefore, it is impossible to understand whether 

Table 4. Poisson regression model predicting the number of rounds of reviews before manuscript’s acceptance. Mean estimate, 95% CI, and Bayes factor 
( > 0) are reported for each variable. 

Variable Biomedicine and health 
science Life science Physical science Social science

(Intercept) 0.571 −1.171 −1.537 −1.427

[0.488, 0.654] [−1.444, −0.894] [−1.821, −1.255] [−1.710, −1.149]

20,000:1 1:20,000 1:20,000 1:20,000

Women proportion (authors) −0.002 −0.001 0.016 −0.006

[−0.031, 0.027] [−0.072, 0.071] [−0.019, 0.052] [−0.080, 0.069]

1:1 1:1 4:1 1:1

Women proportion (referees) 0.037 0.083 0.049 0.007

[0.013, 0.060] [0.022, 0.143] [0.019, 0.079] [−0.069, 0.082]

951:1 307:1 951:1 1:1

Review score −0.389 1.712 1.812 2.251

[−0.423, −0.355] [1.642, 1.783] [1.783, 1.842] [2.153, 2.349]

1:20,000 20,000:1 20,000:1 20,000:1

IF −0.007 0.021 0.036 0.026

[−0.021, 0.007] [−0.002, 0.043] [0.022, 0.049] [−0.06, 0.111]

1:6 28:1 20,000:1 3:1

Number of authors 0.002 0.010 0.014 −0.005

[0, 0.005] [0.004, 0.015] [0.01, 0.017] [−0.018, 0.008]

43:1 6,666:1 20,000:1 1:3

Number of referees 0.053 0.065 0.106 0.089

[0.042, 0.063] [0.039, 0.091] [0.095, 0.117] [0.051, 0.127]

20,000:1 20,000:1 20,000:1 20,000:1

Agreement −0.022 0.031 0.056 0.033

[−0.055, 0.012] [−0.048, 0.111] [0.019, 0.092] [−0.075, 0.145]

1:9 4:1 799:1 3:1

PR type: single-blind −0.072 −0.051 0.095 −0.133

[−0.155, 0.011] [−0.303, 0.196] [−0.192, 0.383] [−0.554, 0.278]

1:22 1:2 3:1 1:3
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these potentially positive effects penalize older women and/or 
authors from less prestigious institutions (14). This also applies to 
the gender matching of authors and referees, which is in line with 
previous research (13). Rather than reflecting any editorial bias, this 
could simply reveal a gendered concentration of expertise in specific 
fields or a downstream effect of gendered patterns of citations (e.g., 
women/men authors citing in their manuscripts more references from 
women/men, who are possibly used by editors for referee selection).

It is worth noting that besides the lack of an objective measure of 
the quality of manuscripts, which is problematic and probably even 
impossible to establish consistently across fields, there are poten­
tially important factors that are not included in our dataset. Some of 
them could be at least potentially minimized with extensive data 
search, such as the effect of authors’ academic affiliation; others are 
impossible to capture, such as the role of authors’ seniority and rep­
utation, especially considering the scale and the cross-discipline 
nature of our dataset. For instance, it is extremely difficult to esti­
mate the gender composition of various communities to calculate 
the potential pool of authors and referees in each journal, while we 
do not have robust proxies of authors’ investment in manuscripts to 
estimate gender differences in submissions and volume of output (23).

In any case, our findings do not mean that peer review and journals 
are free from biases. For instance, the reputation of certain authors 
and the institutional prestige of their academic affiliation, not to 
mention authors’ ethnicity or the type of research submitted, could 
influence the process, and these factors could also have gender im­
plications (30, 35). Here, data on the demographic composition of 
each disciplinary community and data on the invitation and accept­
ance to review at the journal level could help to complete our 
picture. On the other hand, these distortions could reflect built-in 
gendered norms and expectations, which could then persist and be 
reproduced either consciously or not, even when their expected 
“true” effects have disappeared (33). Considering the persistent and 
usually non-acknowledged obstacles that women still face in hyper-
competitive academia (36), these expectations would be consistent 
even if the editorial processes of a set of journals were not objectively 
biased against women (24).

Our findings suggest that promoting more gender diversity in 
editorial teams and pools of referees could help scholarly journals to 
inform potential authors and referees about their attention to these 
factors and to stimulate the inclusion and participation of women  
(24, 37, 38). While diversity is beneficial for science and innovation 
per se (37), in this case, it would also be a signal that could contribute 
to reshaping the social construction of gender categories in academia 
and help scholarly journals to increase submission rates by women. 
Unfortunately, our research could not examine these complex 
expectations and norms characterizing academic life across all its 
spectrum, including academic choices of priorities and specialties 
(5, 39), and educational stereotypes (40).

As previously stated, our aim was to concentrate on peer review, 
which is an important process determining the quantity and prestige of 
scholars’ publication, while contributing to shaping their reputa­
tion in the community. However, studies capable of combining 
academic standards of promotion and the effect of author prestige 
and institutional affiliation on editorial process in scholarly jour­
nals are required to examine the complex nexus of gender discrim­
ination (and even other sources of bias) in academia (33), including 
reconstructing the gender gap–gender bias link in a comprehensive 
manner. However, this raises the problem of data availability (26). 

While data sharing on editorial processes of journals should be en­
couraged more systematically on a large scale with collaboration 
between publishers and independent research groups (27, 41, 42), 
examining structural mechanisms that determine academic oppor­
tunities requires data integration from various sources (i.e., funding 
agencies, academic institutions, and scholarly citation databases). 
Only collaborative efforts on data sharing by various stakeholders 
will help us to grasp all the pieces of this gender puzzle.

MATERIALS AND METHODS
Data overview
Our dataset included internal data for 157 scholarly journals between 
2010 and 2016, of which 61 were in biomedicine and health, 50 in 
physical sciences (including engineering and computer science), 
24 in life sciences, and 22 in social sciences and humanities. Details 
on journal selection and the protocol for data sharing are provided 
in the Supplementary Materials. Data consisted of all actions or 
events performed by one of the journal editors, such as inviting 
referees, receiving reviews, or deciding about manuscripts. They 
included 753,909 submitted manuscripts, of which 389,431 (51.7%) 
were sent out to referees.

To ensure better comparability of peer review and editorial stan­
dards, in our analyses, we only considered journals included in the 
Journal Citation Report based on the Web of Science (WoS) and 
with an impact factor (98% of our observations, see fig. S1).The 
resulting dataset included 145 journals and 348,223 submissions. 
Because of a few missing observations in the data, the actual num­
bers of complete observations used in the analysis were 348,118 
(Table 1). These included a total of 1,689,944 authors and 745,693 
referees, with an average of 2.1 completed reviews per manuscript.

The dataset includes the following variables: Manuscript ID, 
unique manuscript identifier; SubmissionDate, initial submission date; 
JournalID, unique journal identifier; ScientificArea, journal’s field 
of research (scientific area); PRType, peer review type; IFRounded, 
journal’s impact factor rounded to integer (this was to ensure jour­
nal’s anonymity); nAuthors, number of authors; NumRounds, number 
of review rounds; Agreement, referee agreement score; nRev, num­
ber of referees; RevScore, review score; AutRatFem, ratio of women 
authors; RevRatFem, ratio of women referees; FirstAuthorGender, 
gender of the first author; LastAuthorGender, gender of the last author; 
FinalDecision, final editorial decision.

The number of manuscripts reviewed by these journals was ap­
proximately constant over time, with about 50,000 editorial decisions 
per year, and a majority of records from physics and biomedicine 
and health journals (see fig. S2). Given that we aimed to focus on 
the peer review process, we considered each submitted manuscript 
as our unit of analysis. Statistics showed that the proportion of 
accepted papers varied across scientific fields, from 51.9% in life 
sciences to 37.7% in social sciences (see fig. S3).

Referee recommendations were combined so that a review and 
an agreement score were calculated for each manuscript (29). While 
in (29) the former was bounded in the [0,1] interval, we multiplied 
these with 100 to make estimates in the table more informative. The 
review score was calculated independently of the number of referees, 
with higher values reflecting more positive referee recommendations. 
Following (29), the agreement score was calculated in the same in­
terval, with higher values meaning a stronger agreement between 
referee recommendations (29).
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More specifically, to calculate review scores, we first recoded 
each referee recommendation (which sometimes appeared as non­
standard expressions in our database) in a standard ordinal scale: 
reject, major revisions, minor revisions, accept. We then derived 
the set of all possible unique combinations of recommendations for 
each manuscript (from now on, the “potential recommendation 
set”). Using this set, we counted the number of combinations that 
were clearly less favorable (#worse) or more favorable (#better) 
than that actually received by the manuscript (e.g.,{accept, accept} 
was clearly better than {reject, reject}). Last, we calculated the score 
of each manuscript as follows

	​ reviewScore  = ​   #worse ─  #better + #worse ​​	 (1)

Note that while (29) calculated a disagreement score, here, we 
assumed an agreement score for each manuscript, i.e., one minus 
the number of referee recommendations that should be changed to 
reach a perfect agreement between referees divided by the number 
of referees assigned to the manuscript. This permitted full compara­
bility between manuscripts receiving a different number of reviews.

Statistical analysis
We estimated our mixed-effects models using the R 3.6.1 platform 
(43). Our plots were generated using the ggplot2 package on the same 
platform. In all linear and logistic mixed-effect models, we included 
random effects for journals. We tested all model specifications in­
cluding nested random effects for journals by considering the 
potential distortions due to sampling by publishers and found no 
effect on results. To comply with the data sharing protocol, we did 
not report details here to avoid journal identification. Mixed-effects 
models were estimated using the brms package (44) and are the out­
come of four independent chains, each including 10,000 iterations 
(5000 burn-in + 5000 sampling). To ensure that the estimates are 
reliable, we checked that all scale reduction factors (​​  R​​) (45) were 
below 1.01. In each table, we reported the coefficients’ mean estimates, 
95% credible intervals (CIs), and the Bayes factor corresponding to 
the hypothesis  > 0. The interpretation of Bayes factors was done 
following the recommendations in (46). To compute the propor­
tion of variance explained by the models (pseudo-R2), we used the 
approach proposed in (47). All models used flat priors with a zero 
mean for all model parameters.

Bayesian network
Our analysis followed a previous study on network effects on peer 
review in four journals (29). Building a Bayesian network was pivotal 
in modeling complex interactions between variables and potential 
indirect paths of bias (31). We selected this method over alternative 
machine learning techniques (e.g., neural networks) as it allowed us 
to generate a directed acyclic graph that was more appropriate to 
examine the structure of relations characterizing the editorial pro­
cess. Furthermore, this graph permitted us to calculate the proba­
bility of an event (e.g., a rejection) depending on the value of other 
variables of interest (e.g., all authors being men).

The Bayesian network was estimated using the bnlearn package. 
We first trained the network on a random sample of 80% of all 
available manuscripts, while the other 20% were used as indepen­
dent test data for model validation. Note that all nodes corresponded 
to the variables used in the statistical models presented in the main 
text. The structure of the Bayesian network and the direction of 

influence were learned through various constraint- and score-based 
structure learning algorithms. All algorithms resulted in structurally 
similar graphs, which were then aggregated in one network by in­
cluding all links learned by at least 70% of structure learning algo­
rithms. Figure 2 shows the resulting network. Note that we only 
imposed restrictions on the structure learning algorithms such that 
links pointing from the review score and the editorial decision to 
any of the other nodes were not allowed, as were any links that were 
chronologically impossible.

It is worth noting here that our data were imbalanced in respect 
of certain variables considered in the Bayesian network. This is the 
case of the lower amounts of women among submission authors and 
the overrepresentation of manuscripts from physical sciences. On the 
one hand, this, in principle, implies that the learned structure of the 
network cannot be fully generalized to all manuscripts. However, all 
model diagnostics showed that these imbalances did not affect our 
results (see table S6). Therefore, we decided not to rebalance data 
manually, which would have been difficult given the amount of 
variables characterizing our dataset and, in any case, would have led 
to loss of information.

Gender guessing
The method used for gender guessing was inspired by previous research 
(1, 13, 48) and prioritized accuracy above other considerations (49). 
We followed a standard disambiguation algorithm recently validated 
on a dataset of scientist names extracted from the WoS database 
and tested with the same time window used in our study (50).

Gender was estimated for each individual record following a 
multistage gender inference procedure consisting of three steps, in 
order of priority. First, we performed preliminary gender guessing 
using, when available, gender salutation (i.e., Mr., Mrs., Ms., etc.). 
Second, we queried the Python package gender-guesser about the 
extracted first names and country of origin, if any, to corroborate 
our procedure. To maximize accuracy, we did not follow gender-
guesser for names classified as mostly_man, mostly_woman, andy 
(androgynous), or unknown (name not found). Previous research 
shows that gender-guesser achieves the lowest misclassification rate 
and minimizes bias (50). We then queried the best performer gender 
inference service, Gender API (https://gender-api.com/), and used 
the returned gender whenever we found a minimum of 62 samples 
with at least 57% accuracy. These confidence parameters for 
Gender API permitted us to comply with the optimal values ensur­
ing that the rate of misclassified names did not exceed 5% [see 
Benchmark 2 in (50)].

As a result, we were able to estimate the gender of 82% of referees 
and 77% of authors (table S7). The remaining scientists were assigned 
an unknown gender, a proportion that is in line with up-to-date 
nonclassification rates for names of scientists found in literature 
(50). This method is robust because it implies that a human coder 
would hardly be able to identify these uncertain gender cases, there­
by potentially introducing further bias, if involved.

Our three-step gender guessing procedure was mostly based on 
gender-guesser (table S8), which is currently the best tool to assign 
names by origin. We estimated gender of 57% of authors and 63% 
of referees from this library, which also showed a fraction of mis­
classification under 5% [see table 6 in (50)]. Note that the validation 
performed by (50) limited misclassification to 1.5% for European 
names, 3.6% for African names, and 6.4% for Asian names [see table 5 
in (50)]. We followed Gender API to assign the gender to 13% of 

https://gender-api.com/
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referees and 16% of authors. The percentage of misclassification of 
this gender service was 2.1% for European names, 4.7% for African 
names, and 11.2% for Asian names [see table S5 in (50)]. Last, salu­
tation was used to guess gender of 4% authors and 6% referees.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/7/2/eabd0299/DC1
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