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Cells are exposed to changes in extracellular stimulus concentra-
tion that vary as a function of rate. However, how cells integrate
information conveyed from stimulation rate along with concen-
tration remains poorly understood. Here, we examined how varying
the rate of stress application alters budding yeast mitogen-activated
protein kinase (MAPK) signaling and cell behavior at the single-cell
level. We show that signaling depends on a rate threshold that
operates in conjunction with stimulus concentration to determine
the timing of MAPK signaling during rate-varying stimulus treat-
ments. We also discovered that the stimulation rate threshold and
stimulation rate-dependent cell survival are sensitive to changes in
the expression levels of the Ptp2 phosphatase, but not of another
phosphatase that similarly regulates osmostress signaling during
switch-like treatments. Our results demonstrate that stimulation
rate is a regulated determinant of cell behavior and provide a par-
adigm to guide the dissection of major stimulation rate dependent
mechanisms in other systems.
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All cells employ signal transduction pathways to respond to
physiologically relevant changes in extracellular stressors,

nutrient levels, hormones, morphogens, and other stimuli that
vary as functions of both concentration and rate in healthy and
diseased states (1–7). Switch-like “instantaneous” changes in the
concentrations of stimuli in the extracellular environment have
been widely used to show that the strength of signaling and
overall cellular response are dependent on the stimulus con-
centration, which in many cases needs to exceed a certain threshold
(8, 9). Previous studies have shown that the rate of stimulation can
also influence signaling output in a variety of pathways (10–17) and
that stimulation profiles of varying rates can be used to probe
underlying signaling pathway circuitry (4, 18, 19). However, it is
still not clear how cells integrate information conveyed by changes
in both the stimulation rate and concentration in determining
signaling output. It is also not clear if cells require stimulation
gradients to exceed a certain rate in order to commence signaling.
Recent investigations have demonstrated that stimulation rate

can be a determining factor in signal transduction. In contrast to
switch-like perturbations, which trigger a broad set of stress-
response pathways, slow stimulation rates activate a specific re-
sponse to the stress applied in Bacillus subtilis cells (10). Mean-
while, shallow morphogen gradient stimulation fails to activate
developmental pathways in mouse myoblast cells in culture, even
when concentrations sufficient for activation during pulsed treat-
ment are delivered (12). These observations raise the possibility
that stimulation profiles must exceed a set minimum rate or rate
threshold to achieve signaling activation. Although such rate
thresholds would help cells decide if and how to respond to dy-
namic changes in stimulus concentration, the possibility of sig-
naling regulation by a rate threshold has never been directly
investigated in any system. Further, no study has experimentally
examined how stimulation rate requirements impact cell pheno-
type or how cells molecularly regulate the stimulation rate required

for signaling activation. As such, the biological significance of any
existing rate threshold regulation of signaling remains unknown.
The budding yeast Saccharomyces cerevisiae high osmolarity

glycerol (HOG) pathway provides an ideal model system for
addressing these issues (Fig. 1A). The evolutionarily conserved
mitogen-activated protein kinase (MAPK) Hog1 serves as the
central signaling mediator of this pathway (20–22). It is well
established that instantaneous increases in osmotic stress con-
centration induce Hog1 phosphorylation, activation, and trans-
location to the nucleus (18, 21, 23–30). Activated Hog1 governs
the majority of the cellular osmoadaptation response that en-
ables cells to survive (23, 31, 32). Multiple apparently redundant
MAPK phosphatases dephosphorylate and inactivate Hog1,
which, along with the termination of upstream signaling after
adaptation, results in its return to the cytosol (Fig. 1A) (23, 25,
26, 33–39). Because of this behavior, time-lapse analysis of Hog1
nuclear enrichment in single cells has proven an excellent and
sensitive way to monitor signaling responses to dynamic stimu-
lation patterns in real time (18, 27–30, 40, 41). Further, such
assays have been readily combined with traditional growth and
molecular genetic approaches to link observed signaling re-
sponses with cell behavior and signaling pathway architecture
(27–29).
Here, we use systematically designed osmotic stress treatments

imposed at varying rates of increase to show that a rate threshold
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condition regulates yeast high-stress survival and Hog1 MAPK
signaling. We demonstrate that only stimulus profiles that satisfy
both this rate threshold condition and a concentration threshold
condition result in robust signaling. We go on to show that the
protein tyrosine phosphatase Ptp2, but not the related Ptp3 phos-
phatase, serves as a major rate threshold regulator. By expressing
PTP2 under the control of a series of different enhancer–promoter
DNA constructs, we demonstrate that changes in the level of Ptp2
expression can alter the stimulation rate required for signaling in-
duction and survival. These findings establish rate thresholds as a
critical and regulated component of signaling biology akin to
concentration thresholds.

Results
Stimulus Treatment Rate Affects Yeast High Osmotic Stress Survival
and Hog1 Nuclear Translocation Pattern. We hypothesized that a
rate threshold governs the budding yeast HOG pathway. The
existence of such a threshold would place a minimum stimulation
rate on osmoadaptation. Shallow rates of stimulation that fall
below this minimum would not result in a robust osmoadaptive
response, even if the same stimulus concentration triggered a
response when applied at a faster rate.
To test this hypothesis, we first took advantage of the fact that

preexposure to a mild pulsed stress treatment increases the stress
tolerance of yeast through induction of the osmoadaptive re-
sponse (42–44). This increased tolerance enables cells to survive
a second, otherwise lethal, high-stress pulse treatment (42, 43).
This preconditioning protection paradigm enables us to examine
the rate dependence of mild stress responses independent of
whether the stresses themselves differentially impact cell fitness.

Cells were initially exposed to preconditioning osmostresses
(400 mM NaCl final concentration, equivalent integrated osmolar-
ity) delivered at different rates. The impact of these preconditioning
treatments on high-stress susceptibility was determined by com-
paring the viability of cells after a second transient high-stress
treatment and no stress treatment (2 M and 0 M NaCl) (Fig.
1B). No substantial difference in growth was observed among the
preconditioned cultures immediately following the initial treat-
ments (SI Appendix, Fig. S1). However, the rate of preconditioning
stress delivery profoundly influenced cell survival after the second
high stress; cells exposed to a slow-rate treatment (4 mM NaCl/min
[gray]) were significantly more sensitive to a high second stress than
cells exposed to faster-rate treatments (16 mM NaCl/min [cyan] or
pulse [blue], Fig. 1C). Further, extending the time cells were ex-
posed to the final concentration of 0.4 M by an additional 60 min
did not improve the high second-stress survival of cells precondi-
tioned with the slow-rate treatment (SI Appendix, Fig. S2).
To investigate the mechanism(s) underlying the priming of

high second-stress survival in response to variations in pre-
conditioning stimulation rate, we tracked the nuclear enrichment
of Hog1-yellow fluorescent protein (YFP), a proxy for canonical
salt-stress signaling activation, during rate-varying stress treatments
via single-cell time-lapse microscopy. Because previously published
studies show that Hog1 nuclear translocation follows changing
external stress patterns in real time (29, 30, 40), we began probing
the relationship between stimulation rate and translocation using a
stress treatment applied as a quadratic function (linearly increasing
rate over time) (Fig. 1 D and E). Compared to pulse treatment,
quadratic treatment resulted in an unprecedented delayed and
diminished Hog1 nuclear accumulation response (Fig. 1F). Stim-
ulation rate thus strongly influences signaling as well as high-stress
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Fig. 1. Hog1 signaling and cell survival are sensitive to the rate of preconditioning osmotic stress application. (A) Schematic of the budding yeast HOG
response. (B) Preconditioning protection assay workflow indicating the first stress treatments to a final concentration of 0.4 M NaCl (Left), high-stress ex-
posure (Middle), and colony formation readout (Right). (C) High-stress survival as a function of each first treatment relative to the untreated first stress
condition. Bars and errors are means and SD from three biological replicates. *Statistically significant by Kolmogorov–Smirnov test (P < 0.05). NS = not
significant. (D) Treatment concentration over time. (E) Treatment rate over time for quadratic and pulse treatment. The rate for the pulse is briefly infinite
(blue vertical line) before it drops to 0. (F) Hog1 nuclear localization during the treatments depicted in D and E. (Inset) Localization pattern in the quadratic-
treated sample. Lines represent means and shaded error represents the SD from three to four biological replicates.
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survival phenotype, consistent with expectations based on rate
threshold regulation of the HOG pathway.

A Rate Threshold Regulates Hog1 Nuclear Enrichment. The Hog1
quadratic stimulation response pattern could be related to either
a proposed stimulus concentration threshold requirement (25) or
stimulation rate, since both are changing over time (Fig. 2 A and
B). To investigate these relationships, Hog1 nuclear localization
during the quadratic stress gradient was reanalyzed separately as
a function of either the treatment concentration or rate. The
concentration and rate corresponding with nuclear enrichment
were extrapolated using two intersecting lines fitting Hog1 nu-
clear localization baseline and accumulation increase for each
independent experiment. The thresholds for Hog1 translocation
were 117.5 ± 34.5 mM NaCl and 12.1 ± 1.6 mM NaCl/min, re-
spectively (Fig. 2 A and B). Surprisingly, the concentration as-
sociated with nuclear accumulation was much higher than the 50
to 70 mM salt expected based on published switch-like treatment
responses measured via well-established immunoblotting assays
(25, 27). This result raises the possibility that the rate of stress
change drives Hog1 nuclear enrichment pattern during quadratic
stimulation.
To systematically test if ∼12 mM NaCl/min represents an

unreported rate threshold requirement for signaling we exposed
cells to linear ramp treatments delivered at rates above, at, and
below 12 mM NaCl/min (Fig. 2 C and D). Only ramps with rates
greater than 12 mM NaCl/min resulted in detectable, albeit
slightly delayed, Hog1 translocation (Fig. 2E). This result directly
demonstrates that stimulus profiles must exceed a rate threshold
to induce Hog1 nuclear enrichment.

Hog1 Translocation Requires Both the Rate and Concentration
Thresholds. If stimulation rate solely determines signaling re-
sponse, all ramps with gradients steeper than the rate threshold
should bring about Hog1 translocation at the onset of treatment.
Instead, we observed a delay in translocation in the 16 mM NaCl/
min and 20 mM NaCl/min ramp treatments (Fig. 2E). Previously
published data also show a lag in nuclear translocation during
ramp treatment (28), although the corresponding report does
not discuss this observation. Reanalyzing translocation during
our ramp treatments that resulted in Hog1 nuclear localization
as a function of concentration revealed that the timing of
translocation in both activating ramps was associated with 57 ±
14.5 mM NaCl (SI Appendix, Fig. S3). This value agrees with the
anticipated concentration threshold of 50 to 70 mM salt.
To directly test if 57 ± 14.5 mM NaCl serves as a concentra-

tion threshold condition in our system, we exposed cells to a
switch-like change to a final concentration well below this thresh-
old (30 mM NaCl). We observed a low level of Hog1 nuclear
translocation during this treatment (SI Appendix, Fig. S4 A–C),
consistent with another study that measured Hog1 activity via time-
lapse microscopy instead of immunoblot (45). Thus, the 57 ±
14.5 mM NaCl is the concentration that is simply associated with
translocation in finite rate treatments that exceed the rate threshold
rather than an absolute concentration required for activation. We
will henceforth refer to this value as the concentration term.
These results suggest that during finite rate treatments Hog1

nuclear accumulation pattern is set by the rate threshold and the
concentration term (Fig. 2F). Yeast cell stress signaling responses
to such treatments thus appear to follow AND logic where the
output (signaling) occurs only once both input conditions (the rate
threshold and concentration term) are met. In this model, slow
increases in NaCl fail to trigger signaling. Meanwhile, both the
rate threshold and concentration term determine the timing of
Hog1 translocation in stimulus treatments that exceed the rate
threshold, and Hog1 translocation corresponds with whichever
condition was met last. The activating ramps exceed the rate
threshold before the concentration term such that the timing of

Hog1 translocation corresponds with the concentration term
(Fig. 2 C–F and SI Appendix, Fig. S3). Meanwhile in our quadratic
stimulation, the order in which these conditions are met is flipped
and nuclear accumulation corresponds with the rate threshold
instead (Fig. 2 G–J).
To further probe our AND logic model, we examined Hog1

nuclear translocation using additional and specifically designed
quadratic stimulation patterns. These quadratic stimulation pat-
terns enable the dissection of the concentration term, the rate
threshold, and their AND logic relationship. As in the original
quadratic perturbation, two of these stimulus profiles satisfy the
concentration term before the rate threshold (SI Appendix, Fig.
S5 A and B). The other two satisfy the rate threshold before the
concentration term (SI Appendix, Fig. S6). As in the original
quadratic stimulation, there is a noticeable time lag between the
onset of stimulation and Hog1 nuclear accumulation in all treat-
ments (SI Appendix, Figs. S5 A–C and S6). Hog1 translocation
corresponds with very different NaCl concentrations in the first
two quadratic gradients (SI Appendix, Fig. S5D). However, it
corresponds with very similar rates (SI Appendix, Fig. S5E), which
are of comparable value to the rate threshold identified in our
original quadratic gradient (Fig. 2B and SI Appendix, Figs. S5E
and S7A), consistent with expectations based on our AND logic
model (Fig. 2J). Also, in agreement with this model, Hog1 trans-
location in the other two quadratic treatments corresponds with
the concentration term and very different rates (SI Appendix, Figs.
S4, S6, and S7).
As final tests of our model, we probed cells with four more

stimulation profiles. The first three treatments (two ramps and
one quadratic stimulation profile from 0.2 M to 0.4 M NaCl)
were designed to explore how the absolute salt concentration
affects the rate threshold and concentration term (SI Appendix,
Fig. S4). The fourth was a very fast ramp (80 mM/min) that
promptly satisfies both conditions (SI Appendix, Fig. S8). Hog1
translocation during all three 0.2 M to 0.4 M NaCl stimulation
profiles exhibited a pattern consistent with the concentration
term and rate threshold regulation (SI Appendix, Fig. S7 A and
B). Meanwhile, the 80 mM/min ramp induced Hog1 nuclear
localization at its onset (SI Appendix, Fig. S8). As with our pre-
vious results, this outcome is consistent with our model. We
would expect rapid translocation when both conditions are sat-
isfied at essentially the same time. However, it also underscores
the fact that without a significant difference in the time each
condition is met a single stimulation is insufficient to detect and/
or measure either of them.

Identification of a Rate Threshold Regulator. The existence of a rate
threshold raises the possibility of a rate threshold regulator. The
ideal regulator would prevent Hog1 from responding when stim-
ulation patterns fail to reach the rate threshold without impinging
on the concentration term. To identify such a regulator, we first
considered key modulators of Hog1 function (Fig. 3A). We spe-
cifically focused on the protein tyrosine phosphatases Ptp2 and
Ptp3, which act as partially redundant Hog1 off switches during
instantaneous changes in stress concentration (23, 33, 35), because
these factors counteract phosphorylation of the Hog1 tyrosine
residue (Tyr-176) required for salt-induced Hog1 activity (46).
We hypothesized that the deletion of Ptp2 and/or Ptp3 would

remove a barrier to stimulus-induced Hog1 activation in stress
treatments that exceed the concentration term but fall below the
rate threshold. To test this hypothesis, we examined Hog1 nu-
clear accumulation patterns in wild-type (WT), ptp2Δ, and ptp3Δ
yeast strains during our original quadratic stimulation, in which
reduction or removal of the rate threshold would enable trans-
location earlier in the treatment time course according to the
AND logic model (Fig. 3 B–D). While the pattern of Hog1 nu-
clear accumulation in ptp3Δ cells appeared similar to WT during
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quadratic stimulation, accumulation in ptp2Δ cells occurred
much earlier (Fig. 3E).
Reanalyzing accumulation as a function of rate revealed that

accumulation in ptp2Δ corresponds with a substantially reduced

rate threshold (Fig. 3F) compared to WT. Further, reanalyzing
accumulation as a function of concentration revealed that the
timing of nuclear enrichment in ptp2Δ corresponds with a con-
centration that is within error of our measured concentration
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Fig. 4. Ptp2 expression levels fine-tune the stimulation rate required to activate Hog1 signaling. (A) Table of predicted rate thresholds as a function of Ptp2
expression level indicating how the quadratic treatment to 0.4 M correspond with the predictions. (B) NaCl concentration during a 0.4 M NaCl quadratic
stimulation indicating the C and tC. (C) NaCl rate during these stimulations indicating RTh and tRTh. (D) Hog1 nuclear localization response to the quadratic
stimulation in A and B depicted as a function of time in each PTP2 expression strain. (E) Signaling response plotted as a function of NaCl treatment rate. The
RTh in each strain are indicated in bold. (F) High stress survival in the ptp2Δ strain containing an empty plasmid. (G) High-stress survival in the ptp2Δ strain
where PTP2 is expressed using the TEF1 upstream regulatory DNA. In both F and G, cells were treated as in Fig. 1B and the data are plotted as in Fig. 1C. Bars
and errors are means and SD from three biological replicates. (H) Model showing signaling correspondence with C, RTh, both, or neither depending on
stimulation type.
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term (57 ± 14.5 mM NaCl) (Fig. 3G). These effects are invisible
in the Hog1 translocation responses during pulse treatment,
which are very similar in WT, ptp2Δ, and ptp3Δ strains (SI Ap-
pendix, Fig. S9). Thus, finding that nuclear accumulation in ptp2Δ
cells apparently depends only on the concentration term condi-
tion (Fig. 3H) required the use of a rate-varying stimulus treatment.

Tuning the Rate Threshold. If Ptp2 indeed serves as a major rate
threshold regulator, its overexpression should increase the
stimulation rate required for Hog1 nuclear enrichment. Testing
this hypothesis requires a series of PTP2 expression strains. To
generate such strains, we constitutively expressed PTP2 in the
ptp2Δ strain under the control of the upstream regulatory DNA
sequences for other genes (ADH1 and TEF1). This effort resulted
in strains with highly increased Ptp2 expression levels (SI Appen-
dix, Fig. S10). We anticipated that the empty vector in the ptp2Δ
strain and the PTP2 plasmid strain in the ptp2Δ strain, which ex-
presses PTP2 from its native promoter, would phenocopy the
ptp2Δ and WT strains, respectively. We also hypothesized that the
induction of Hog1 translocation in ptp2Δ strains overexpressing
PTP2 would require a higher rate of stimulus addition than that
observed in the PTP2 plasmid expressing strain in the ptp2Δ
background. To test these hypotheses, we studied the Hog1 trans-
location patterns in these strains during quadratic stimulations.
A quadratic treatment delivering rates up to 16 mM/min (SI

Appendix, Fig. S10 B and C) induced Hog1 nuclear translocation
in the empty vector and PTP2 plasmid strains in the ptp2Δ
background, but not in either of the overexpression strains (SI
Appendix, Fig. S10D). Hog1 translocation in the empty vector
strain corresponded with a lower rate than the PTP2 plasmid
strain under this stimulation (SI Appendix, Fig. S10E). These
findings agree with our predictions for empty vector and PTP2
plasmid in the ptp2Δ background strains.
Meanwhile, the lack of nuclear accumulation in the over-

expression strains could be attributed to either complete sup-
pression of signaling of these strains or the requirement for a
stimulation rate greater than those included in the quadratic
stimulation tested (Fig. 4A). To determine if higher stimulation
rates could induce Hog1 translocation in the overexpression
strains, we treated our PTP2 expression strains in the ptp2Δ
background with a second quadratic gradient that included rates
up to 30 mM/min (Fig. 4 B and C). Because the time between
both required thresholds is minimal in this quadratic (Fig. 4 B
and C), we anticipated that unless Ptp2 knockout decreases the
concentration term as well as the rate threshold the difference in
Hog1 translocation pattern during this treatment between the
empty vector and PTP2 plasmid in the ptp2Δ background strains
would be minimal. However, the increased rates of addition in-
cluded in this quadratic could enable Hog1 translocation in the
PTP2 overexpression strains in the ptp2Δ background.
Hog1 translocation was observed in all strains under this

stimulation pattern (Fig. 4D). The pattern of nuclear accumu-
lation in the empty vector and PTP2 plasmid strains in the ptp2Δ
background was comparable in this stimulus treatment, as
expected based on our AND logic mode (Fig. 4E). This result is
also consistent with the conservation of the concentration term
in the empty vector in the ptp2Δ background strain resulting in
minimal differences in the observed time of Hog1 activation and
minimal difference in the rate thresholds. In addition, these re-
sults support our hypothesis that the PTP2 plasmid strain in the
ptp2Δ background would phenocopy WT yeast (SI Appendix,
Figs. S7 C and D and S11). Meanwhile, translocation in the
overexpression strains corresponded with higher stimulation rates
(Fig. 4E). Taken together, the results of our two quadratic stim-
ulations agree with our predictions of PTP2 expression variant
high-stress survival strain behavior (Fig. 4 F and G).
Finally, we hypothesized that the changes in the stimulus ad-

dition rate required to induce Hog1 translocation in our PTP2

expression strains would alter their survival pattern in our pre-
conditioning protection assay. Specifically, both ramp treatments
should promote second high-stress survival in the empty vector
strain. Meanwhile, neither ramp should induce high-stress sur-
vival in a PTP2 overexpression strain in the ptp2Δ background.
As predicted, empty vector strain cell high-stress survival was
similar among the pulse and two ramp treatments (Fig. 4F),
whereas PTP2 overexpression (TEF) cells treated with the two
ramps were more sensitive to high-stress than the same cells
preconditioned with a pulse (Fig. 4G). These results demonstrate
that Ptp2 expression levels can affect preconditioning protection
as well as fine-tune the rate required to activate signaling and
cell survival (Fig. 4A).
In summary, the experiments we have presented directly de-

scribe regulation of the HOG pathway by a rate threshold whose
set point can be modulated by Ptp2 expression levels. Our rate
threshold discoveries represent a paradigm shift in the logic of
signaling regulation, and in the next section we discuss their
implications.

Discussion
Because stimulation patterns vary in terms of both stimulus
concentration and rate of addition in vivo (1–7), it is important
to thoroughly understand how the rate of stimulation affects
signal transduction and resulting cell behavior. Here, we have
investigated how stimulation rate impacts the budding yeast
Hog1 model MAPK pathway. We find that shallow rates of
stimulation that fall below a rate threshold underprepare cells
for future high-stress survival, corresponding with a failure to
induce signaling. We also find that this rate threshold collabo-
rates with a concentration term in that both conditions must be
met in a finite-rate stimulation gradient for signaling to occur.
These findings demonstrate that the timing of activation de-

pends as much upon stimulation rate as it does upon stimulus
concentration change. Thus, stimulation profile matters at least
as much as stimulus identity in determining whether, when, and
to what extent signaling and associated cellular activity occur.
Using our innovative application of rate-varying stimulus treat-
ments, we find that signal transduction can correspond with
neither, both, or either variable depending on the specific type of
stimulus profile applied (Fig. 4H). This correspondence pattern
appears to exist regardless of the absolute salt concentration
baseline (SI Appendix, Fig. S4). Meanwhile, signaling pathway
mutations, such as the PTP2 deletion and expression-level vari-
ants, may eliminate or alter the rate threshold requirement and
preconditioning protection phenotype (Figs. 3 and 4). However,
such alterations are invisible under widely utilized switch-like
treatments (SI Appendix, Fig. S12).
These findings are important because the signaling logic par-

adigm that controls the yeast osmostress pathway likely also
governs other pathways. Given the failure of shallow stimulus
gradients to trigger B. subtilus general stress and mouse myoblast
morphogen signaling even when concentrations are sufficient for
activation during pulsed treatment (10, 12), it seems likely that at
the minimum these two pathways also operate using an AND
logic mechanism. Adapting pathways, which by definition must
be sensitive to the changes in stimulus concentration over time
(e.g., the rate), should also follow AND logic (1, 2, 40, 47, 3–6,
11–13, 16). Furthermore, any pathway that displays sensitivity to
stimulation rate due to its particular activation and deactivation
dynamics may be subject to AND regulation (7, 10, 14, 48). We
therefore speculate that rate thresholds are a general operating
principle of signaling systems, particularly those where known
physiological variation in stimulation rate exists (1–7). A general
rate threshold logic mechanism carries with it implications for 1)
how cells make signaling decisions, 2) experimental design, and
3) apparent redundancy in signaling networks.
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Rate threshold logic mechanisms likely set important limits on
pathway sensitivity to extracellular stimulation. In the case of the
HOG pathway studied here, these limits likely serve the same
purpose as the sensitivity limits set by concentration thresholds in
many systems (8, 9): conserve cellular resources specifically for
significant stressors/stimulations. Slow increases in osmostress
may not immediately threaten cell fitness. Consistent with this
idea, we do not observe any substantial growth difference be-
tween yeast treated with single ramp stimulations above and
below the rate threshold (SI Appendix, Fig. S1). Rate threshold
regulation of osmostress signaling thus appears to ensure an
advantageous level of cell sensitivity to stimulation rate. In other
pathways, rate threshold mechanisms would provide a helpful
way to differentiate signal from noise. The likely rate threshold
in the B. subtilis general stress pathway (10) probably also helps
conserve resources by activating only when the type of stress the
cells experience is unclear. Meanwhile, having cells effectively
ignore very shallow morphogen gradients, as appears to be the
case in the mouse myoblast morphogen signaling pathway, likely
helps direct cells into separate fates during development (11, 12).
Because both rate and concentration thresholds set the limits

of cellular sensitivity to extracellular stimuli, measuring these
conditions in other signaling pathways serves as an essential goal
in signaling biology. Having these measurements in hand would
enable better understanding and prediction of how cells will
respond to a given dynamic stimulation profile. Further, defining
the limits of cellular sensitivity would enable the detection of
changes in these limits caused by signaling pathway mutations
such as those common in cancer and developmental disorders
(49). Identifying these aberrant sensitivities would improve our
understanding of disease etiology and aid in the design of better
treatments. Importantly, the signaling logic paradigm uncovered
by our study provides the necessary guide for designing dynamic
stimulation profiles that rapidly detect and measure threshold
conditions. These profiles are easy to implement and can be
readily applied to make threshold condition measurements in
any signaling pathway and/or cell type (4, 14, 50).
The existence of any detected threshold condition begs the

question of what regulates the condition. We found that in the
yeast HOG pathway the protein tyrosine phosphatase Ptp2 serves
as one major regulator of our newly discovered rate threshold
condition. Excitingly, this function provides Ptp2, which is other-
wise partially redundant with Ptp3 (23, 33, 35), with an apparently
unique role. Additionally, it expands the list of possible roles for
phosphatases, which remain generally much less understood than
kinases despite the fact that both types of factors contribute to
balancing cellular phosphorylation levels (51). While phosphatases
have been thought of as pathway on/off switches, our findings and
those of another pioneering study performed using bacterial two-
component systems (52) show that these important signaling fac-
tors can regulate cellular sensitivity to extracellular stimulation.
Further investigations using dynamic stimulation profiles are
needed to determine whether phosphatases in other signaling
systems regulate cellular sensitivity to stimulus concentration and
rate of addition. Such studies may also enable the identification of
unique functions for specific phosphatases as well as other factors
that appear redundant or partially redundant during switch-like
changes in stimulus concentration, thereby facilitating the disen-
tanglement of complex signaling networks.
In conclusion, we have demonstrated a rate threshold mech-

anism in the HOG pathway along with a highly generalizable
strategy for investigating threshold conditions and the signaling
pathway components that regulate them. Given the complexity in
the signaling pattern seen in the Hog1 pathway, we expect that
concentration and rate thresholds are only some of the mecha-
nisms that contribute to signaling dynamics in the Hog1 pathway.
Therefore, it is likely that other signaling mechanisms will be
discovered in the future through specific combinations of different

dynamic stimulation profiles. We strongly anticipate that the ap-
plication of this strategy to other systems will transform our un-
derstanding of the logic underlying the complex signaling networks
present in higher eukaryotes and possibly even enable improved
disease diagnosis and treatment.

Materials and Methods
Yeast Constructs and Strains. All plasmids used in this study (SI Appendix,
Table S1) were constructed via standard restriction enzyme cloning. Ap-
propriate restriction sites were either included in custom synthesized oli-
gonucleotides (IDT) or introduced by PCR with Q5 High-Fidelity Polymerase
(NEB) according to the manufacturer’s instructions. All constructs were
sequence-verified.

The yeast strains used in this study (SI Appendix, Table S2) were derived
from the haploid S. cerevisiae BY4741 strain (53). All yeast genomic deletions
and integrations were confirmed via PCR. The PTP2 and PTP3 genes have
been replaced with the kanamycin resistance cassette (KANMX4) in the
ptp2Δ and ptp3Δ strains (54). Strains used to track Hog1-YFP nuclear local-
ization were obtained from a previous study (40) or generated by
C-terminally tagging the endogenous HOG1 with sequences encoding YFP
(33) through homologous DNA recombination. Ptp2 expression and empty
vector control plasmids were introduced into yeast via high-efficiency yeast
transformation (55).

Yeast Growth. Three days before an experiment, yeast cells from a glycerol
stock stored at −80 °C were streaked out on Complete Synthetic Media (CSM)
(Formedium) or CSM lacking uracil (CSM-Ura) (Formedium) for selection as
needed. The day before the experiment, a single colony from the plate was
inoculated in liquid media (preculture). After 2 to 6 h, the optical density at
600 nm (OD600) of the preculture was measured and diluted into fresh liquid
culture to reach an OD600 of 0.3 to 0.5 (depending on the experimental
application) the next morning. These OD600 values represent 1.5 to 2.5 × 106

cells per mL.

Pump Profile Generation. Pump profiles designed to deliver varying rate salt
treatments were generated using an in-house-developedMATLAB script that
accounts for stock NaCl concentration, pump withdraw rate, volume in the
container in which the profile is generated, and culture volume change (14).
Profiles were loaded onto programmable syringe pumps (New Era Pump
Systems) prior to treatment.

High-Stress Preconditioning Assay. High-stress preconditioning assays were
designed based on previous work (43, 44). Initial stress treatments began
when cells in culture grown overnight reached an OD600 of 0.3. The un-
treated and 1-h 0.4 M NaCl pulse first stress treatments were chosen as
negative and positive controls. Ramp treatments were delivered directly to
cells in culture via tubing connecting culture flasks to stock CSM NaCl solu-
tion placed in programmable syringe pumps (New Era Pump Systems). These
treatments were designed in order to deliver salt at a rate of either 4 mM
NaCl/min or 16 mM NaCl/min to a final concentration of 0.4 M NaCl. The
time each ramp treatment was held at 0.4 M NaCl was determined such that
all first stress treatments that included NaCl received the same cumulative
salt exposure (see calculations below). Because treatment duration varied,
first stress treatment start times were adjusted such that all treatments
ended at the same time. Upon completion of the first treatment, culture
OD600 was measured and 14 mL of each culture was transferred to 15-mL
conical tubes, and cells were harvested by centrifugation for 5 min at 3,000 ×
g. The supernatant was removed, and cells were resuspended in 1 mL sterile
H2O, transferred to 1.5-mL microcentrifuge tubes (Eppendorf), and pelleted
by centrifugation for 5 min at 21,300 × g. Supernatant was removed and
pellets were resuspended in 100 μL sterile H2O. Five microliters of each
resuspended culture was transferred to 145 μL of either CSM (0 M NaCl
second stress) or 2 M NaCl CSM (high second stress) in the first well of each
row of a 96-well plate. Once all cultures were transferred, each was diluted
1:2 across the wells of each plate column containing 100 μL of each second
stress treatment. Ninety-six-well plates were incubated at 30 °C with shaking
at 250 rpm for 2.5 h. After this time, 150 μL CSM was added to each well.
Culture in the wells was spotted using a replica plater (Sigma R2508) onto a
15-cm 2% agar CSM plate to enable the determination of relative high-stress
survival. To quantitate differences in high second stress survival, culture
from the first well of each row (containing the highest concentration of cells
from each sample) was diluted 1:2,000, and 600 μL of each treatment was
spread onto a 15-cm 2% agar CSM plate.
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Plates were incubated for 2 to 3 d at 30 °C and imaged using a ChemiDoc
MP (Bio-Rad). Individual colonies from the plates generated to enable high
second stress survival quantitation were counted using in-house-developed
MATLAB scripts. In brief, after the user is prompted to define the plate di-
ameter by clicking, the scripts process the plate images to generate a uni-
form background. The image is converted to binary with the background
and colonies converted into opposite values and the number of centroids
within a user-defined size range in the binary colony value are recorded.

For each first stress treatment, survival was calculatedmanually by dividing
the number of colonies formed from culture exposed to the 2 M NaCl second
stress by the number formed from exposure to 0 M NaCl second stress.
Relative survival mean and SD were calculated by normalizing the survival
resulting from each first stress to mean survival in the untreated first stress
culture for three independent biological replicates. Statistical significance
was calculated using the Kolmogorov–Smirnov test.

Example cumulative salt exposure calculation:

Cumulative  exposure = NaClmax[∫ t=tmax

t=0 f(t)dt + (tend − tmax)],
where f(t) = profile function, NaClmax =maximum NaCl concentration, tmax =
time to reach maximum NaCl exposure, and tend = end of the treatment.

Example: linear gradient to 0.4 M in 100 min; f(t) = t; tmax =100 min;
NaClmax = 0.4 M, and tend = 110 min:

Cumulative  exposure = 0.4 M[∫ t=100
t=0 t * dt + (110 min − 100 min)]

= 0.4 M * (100 min
2

) + 0.4 M * 10 min = 24 M *min

Time-Lapse Microscopy.
Treatments. Three milliliters of yeast cells expressing HOG1-YFP from the
chromosome grown to an OD600 of 0.45 to 0.55 (2.25 to 2.75 × 106 cells per
mL) were pelleted by centrifugation at 500 × g for 6 min. Cell pellets were
resuspended in 50 μL CSM and loaded into a flow chamber as previously
described (18). Three types of perturbations were used in time-lapse mi-
croscopy treatments: pulse, linear ramp, and quadratic gradients. To deliver
the pulse treatments, flow chambers containing cells were connected via
tubing to a conical tube containing the CSM NaCl treatment to be delivered
on one end and a programmable syringe pump (New Era Pump Systems) set
to withdraw media on the other. Ramp and quadratic perturbations were
set up as described previously (14). In brief, these perturbations were gen-
erated in a beaker containing CSM subjected to constant mixing on a stir
plate by delivering CSM NaCl stock solution in preprogrammed steps via
syringe pump (New Era Pump Systems). Media was drawn from this beaker
to the flow chamber over the time course of treatment profile generation
using a syringe pump programmed to withdraw media at a rate of 0.1 mL/
min. At the completion of all NaCl treatments, cells were returned to CSM by
switching the beaker or conical containing CSM NaCl to a conical containing
CSM only. For the precondition experiments cells are grown in 0.2 M NaCl
for 24 h prior to time-lapse microscopy. Cells are then loaded into the flow
chamber for time-lapse microcopy experiments applying different step,
ramp, or quadratic treatments.
Image acquisition. The Micro-Manager program (https://micro-manager.org/)
version 1.4 was used to control a Nikon Ti Eclipse epifluorescent microscope
equipped with perfect focus (Nikon), a 100× VC DIC lens (Nikon), a fluo-
rescent filter for YFP (Semrock), an X-cite fluorescent light source (Excelitas),
and an Orca Flash 4v2 CMOS camera (Hamamatsu). YFP images were col-
lected every 1 min with an exposure of 20 ms. Bright-field (TRANS) images
with an exposure of 10 ms were collected every 10 s during each time-lapse
experiment. Three or four YFP images of cells loaded on the flow chamber
were taken prior to the start of each treatment to enable Hog1 nuclear
localization baseline level determination.
Image analysis. Image segmentation was performed in two steps. First, YFP
images (detecting Hog1-YFP) were smoothed and background-corrected. A
threshold was set to identify the brightest pixels for each cell. The region
containing the 100 brightest pixels in each cell was then used as an intra-
cellular marker. Second, TRANS images were smoothed, background-
corrected, and overlain with the corresponding YFP image (or the YFP im-
age from the previous time point in the case were no YFP image was taken).
A watershed algorithm was applied to these overlain images to segment and
label the objects (cells). After segmentation, objects that deviate signifi-
cantly in size from the average cell or on the border of the image are

removed, resulting in an image with segmented cells. This process was re-
peated for each image. After segmentation, the centroid of each cell was
computed and stored. The distances between the centroids of each cell in
consecutive images were compared. The centroids that show the smallest
distance difference between two consecutive images are considered the
same cell at two different time points. This whole procedure is repeated for
each image, resulting in single-cell trajectories. Each single-cell trace was
visually inspected, and cells exhibiting large fluctuations in YFP or TRANS
signal over the time course were removed. In a typical experiment, 20 to
30% of a starting population of 200 to 450 single cells remained after this
filtering step for further processing.

To determine Hog1 nuclear localization in each cell, the average per-pixel
fluorescent intensity of the whole cell (Iw) and of the top 100 brightest
fluorescent pixels (It) was calculated. In addition, fluorescent signal per pixel
of the camera background (Ib) was recorded. Hog1 nuclear localization was
calculated as Hog1(t) = [(It(t) − Ib)/(Iw(t) − Ib)]. The value for Hog1(t = 0)
defines Hog1 nuclear localization baseline level. Single-cell traces were
smoothed and nuclear localization over the time course was determined by
subtracting Hog1(t = 0) from Hog1(t). For cell volume measurements, vol-
ume change relative to the volume at the beginning of the experiment was
calculated. For both the single-cell volume and Hog1(t) fluorescent traces,
the median and the average median distance (the equivalent of the SD if the
median is used instead of the mean) were computed to put less weight on
sporadic outlier cells due to the image segmentation process.

The in-house-developed codes used for image segmentation (56) and
time-lapse image analysis (14, 41, 57) have been previously described.
Determination of concentration and rate thresholds. The rate and concentration
thresholds were determined by plotting the median Hog1 nuclear localiza-
tion in each biological replicate as a function of treatment concentration or
rate, respectively. Two points weremanually selected from each of these plots
demarcating the beginning and end point of robust Hog1 nuclear enrich-
ment. The data between these points was automatically fit to the linear
function (y = mx + b). The “x” value (concentration or rate) at the inter-
section point of a horizontal line at Hog1 = 0 (baseline) and the line fitting
Hog1 nuclear enrichment pattern (activation) was determined. The average
and SD of the “x” values from the replicates for each treatment profile
represent the concentration and rate thresholds corresponding with Hog1
nuclear localization in those treatment profiles. The average slope (“m”)
and y-intercept (“b”) from the linear function fit to the Hog1 activation data
for each biological replicate obtained from a particular treatment profile
were used to generate the dotted lines overlaying Hog1 nuclear enrichment
in the threshold determination figures.
Immunoblotting.Mild alkali treatment and heating in standard electrophoresis
buffer (58) were used to extract total protein from yeast cell pellets con-
taining 1 OD600 unit (5 × 106 cells). Proteins were fractionated on a NuPAGE
4 to 12% Bis-Tris denaturing polyacrylamide gel (Thermo Fisher Scientific).
Gels were equilibrated in transfer buffer (30 mM bicine, 25 mM Bis-Tris,
1 mM EDTA, and 60 μM chlorobutanol) and electrotransferred to Poly-
vinylidene difluoride (PVDF) membranes preequilibrated in transfer buffer
(Immobilon-P. 0.45 μM; GE); 5% wt/vol nonfat milk in 1× Tris-buffered saline
(TBS) (100 mM Tris·Cl, pH 7.5, and 150 mM NaCl) was used for blocking.
HAx3-Ptp2 was detected using an anti-hemagglutinin (HA) horseradish
peroxidase (HRP) conjugate 3F10 (Roche) at a 1:5,000 dilution. Endogenous
actin (used as a loading control) was detected using a 1:5,000 dilution of
anti–β-actin antibody (ab8224; Abcam) followed by incubation with a
1:2,500 dilution of HRP-conjugated horse anti-mouse immunoglobulin G
(IgG) antibody (7076S; Cell Signaling). All antibody incubations were per-
formed in 1% wt/vol nonfat milk blocking in 1× TBS. Antibody signals were
visualized using. Enhanced chemiluminescence (ECL) reagent (GE) was used
to detect antibody signals. Signals were visualized using a ChemiDoc MP
Imaging System (Bio-Rad).

Data and Code Availability. The datasets generated during the current study
are included for each figure and have been deposited as Dataset S1 at http://
dx.doi.org/10.17632/ms9y3wdjjc.1. Cell segmentation codes have been pre-
viously described (56) and are available in the public OSF repository: https://
osf.io/kwbe6/. Image processing codes have also been previously described
(14, 41, 57). All codes used for image processing and analysis in this study are
available at https://osf.io/kwbe6/.
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