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a b s t r a c t 

The Coronavirus disease (Covid-19) has been declared a pandemic by World Health Organisation (WHO) 

and till date caused 585,727 numbers of deaths all over the world. The only way to minimize the number 

of death is to quarantine the patients tested Corona positive. The quick spread of this disease can be 

reduced by automatic screening to cover the lack of radiologists. Though the researchers already have 

done extremely well to design pioneering deep learning models for the screening of Covid-19, most of 

them results in low accuracy rate. In addition, over-fitting problem increases difficulties for those models 

to learn on existing Covid-19 datasets. In this paper, an automated Covid-19 screening model is designed 

to identify the patients suffering from this disease by using their chest X-ray images. The model classifies 

the images in three categories – Covid-19 positive, other pneumonia infection and no infection. Three 

learning schemes such as CNN, VGG-16 and ResNet-50 are separately used to learn the model. A standard 

Covid-19 radiography dataset from the repository of Kaggle is used to get the chest X-ray images. The 

performance of the model with all the three learning schemes has been evaluated and it shows VGG- 

16 performed better as compared to CNN and ResNet-50. The model with VGG-16 gives the accuracy 

of 97.67%, precision of 96.65%, recall of 96.54% and F1 score of 96.59%. The performance evaluation also 

shows that our model outperforms two existing models to screen the Covid-19. 

© 2021 Elsevier Ltd. All rights reserved. 
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. Introduction 

The Severe Acute Respiratory Syndrome Coronavirus (SARS- 

oV-2) is a novel virus causing respiratory illness known as Coro- 

avirus disease (Covid-19). It has emerged in December 2019 in 

uhan, China [27] and spread rapidly by human-to-human trans- 

ission to other parts of the world [15,21,45] . Till date Covid- 

9 has affected 13,616,593 numbers of worldwide patients with 

85,727 numbers of deaths across 216 countries according to the 

eport of World Health Organization (WHO) [20] . On January 2020, 

HO declared Covid-19 as international health concern [26] . The 

umber of infected people is still increasing at a rapid rate on the 

ay to day basis. To control the novel Coronavirus, quarantine of 

he patient seems to be the only way. Thus fast large scale screen- 

ng for the virus is required. 

The standard method used for the screening of Coronavirus 

s the detection of nucleic acid using reverse transcription poly- 

erase chain reaction, in which the false negative rate is high and 
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he screening needs to be repeated several times [46] . The clinical 

tudies [7] show that chest X-ray is an effective screening tech- 

ique as it can identify the similar features among the Corona 

ases and it outperformed lab testing using reverse transcription 

olymerase chain reaction. Therefore, chest X-ray is considered es- 

ential for the early diagnosis of Covid-19 positive patients. The 

umber of Covid-19 positive cases is far greater than the number 

f radiologists. Thus the manual testing process should be replaced 

y automated screening of Covid-19. This will not only speed up 

he screening process, but also resolves the issues like cost of test, 

aiting time of result and unavailability of RT-PCR test kits. 

The automatic diagnosis of diseases in medical field using ma- 

hine learning have gained a lot of popularity by making the di- 

gnosis faster using minimum man power. It enables the creation 

f the model that achieves promising results just by providing the 

nput data, which do not need any manual feature extraction [18] . 

achine learning techniques have been applied in various medical 

elds such as skin cancer classification [8,11] , detection of malaria 

 10 , 14 , 22 ], breast cancer detection [ 5 , 9 ], pneumonia detection us-

ng chest x-ray [31] , brain disease classification [40] , arrhythmia 

lassification [1,17,47] lung segmentation [ 12 , 37 ] and fundus image 

egmentation [41] . Further Deep learning methods are involved in 

https://doi.org/10.1016/j.chaos.2021.110713
http://www.ScienceDirect.com
http://www.elsevier.com/locate/chaos
http://crossmark.crossref.org/dialog/?doi=10.1016/j.chaos.2021.110713&domain=pdf
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 4 , 7 ] to increase the accuracy of the test result. However the ex-

sting automated screening processes of Covid-19 have over-fitting 

roblem due to smaller size of dataset and thus have lower ac- 

uracy rate. The Deep learning algorithms using chest CT images 

16] have higher complexity. 

The deficiencies of the existing works revealed from the state of 

he art study have motivated us to propose an automated Covid-19 

creening model. In this paper, a model, called TLCoV, is proposed 

o screen the Coronavirus by using transfer learning algorithms 

n chest X-ray images. To learn the model we have used classical 

NN and two transfer learning techniques VGG-16 and ResNet-50 

ndividually. The chest X-ray images are collected from standard 

ataset of Kaggle. The TLCoV model is trained using 2905 chest x- 

ay images which are resized to 224 × 224 pixels. The horizontal 

ffline augmentation technique is applied to the dataset as it en- 

ances the accuracy to detect covid-19. Finally, the performance of 

LCoV model is measured with all the three learning techniques 

eparately. The experimental results show that TLCoV with VGG- 

6 outperforms other learning techniques in terms high accuracy, 

recision and recall value. The major contributions of the authors 

re listed as follows- 

• A novel automated Covid-19 screening model, called TLCoV, is 

proposed to fasten accurate screening of Coronavirus. The im- 

plementation of TLCoV model is available at https://github.com/ 

chiranjeevbitm/Covid- 19- detection- with- chest- scan . 

• The classical CNN and two transfer learning techniques VGG-16 

and ResNet-50 are individually used with the proposed TLCoV 

model to find better combination in terms of higher accuracy. 

• Data augmentation is applied on the images so that it can ef- 

fectively classify the covid-19 cases. 

• The chest X-ray images are collected from a standard dataset. 

• The performance of the proposed TLCoV model is compared 

with two existing automated screening model of Covid-19. 

.1. Roadmap 

The remainder of the paper is organized as – Section 2 ex- 

lains the state of the art study in related field, Section 3 describes 

he proposed work, Section 4 depicts the experimental results and 

nalyses the performance, Section 5 describes the future research 

irection of our work and Section 6 concludes the paper followed 

y references. 

. Literature survey 

The Coronavirus is originated in bats [36] and are transmitted 

o humans through various intermediary sources. It is transmitted 

ith the close contact of infected person and its incubation period 

anges between 2-14 days. Various computational intelligent tech- 

iques are used to detect Covid-19. Deep learning is introduced to 

etect the abnormal breathing pattern of the person [43] . It has 

roposed Respiratory Simulation Model to minimize the gap be- 

ween the training data and the sparse real world data. The res- 

iratory pattern is classified with accuracy of 94.5%, precision of 

4.4%, recall of 95.1% and F1 score of 94.8%. A weakly supervised 

eep learning framework for classifying Covid-19 and localization 

f lesions by using 3D CT volumes was developed by [44] . They fed

he segmented lung region to the 3D deep neural network for pre- 

icting the probability of Covid-19 infection which achieves 0.959 

OC AUC and 0.976 PR AUC. 

An attention based deep 3D multiple instance learning (AD3D- 

IL) scheme is proposed by [16] for the screening of covid-19, 

here the label named patient-level is marked in 3D chest CT that 

s considered as a bag of instances. AD3D-MIL generates deep 3D 

nstances for applying an attention based pooling approach and 
2 
urther the bag of instance is converted into Bernoulli distribution 

o achieve more approachable learning. It yields the overall accu- 

acy of 97.9%, AUC of 99% and Cohen kappa score of 95.7%. Another 

utomated diagnosis of Covid-19 was developed by [25] using the 

eatures extracted from the CT images guarantee the completeness 

y using the backward neural network for each type of features. It 

chieves the accuracy of 95.5%, sensitivity of 96.6% and specificity 

f 93.2%. 

A 3D deep learning method, named COVNet, is proposed for 

etection of Covid-19 cases with the accuracy of 96%. A combi- 

ation of 3D CNN ResNet-18 and location-attention mechanism is 

esigned by [4] to detect Covid-19 cases using pulmonary CT im- 

ges. A drop weight-based Bayesian CNN is proposed by [13] for 

he detection of covid-19 using posterior–anterior chest radiogra- 

hy images, which achieves the accuracy of 89.92%. The modified 

nception transfer learning model by [44] detects Covid-19 using 

he CT images with the accuracy of 79.3% and sensitivity of 0.67. 

A multilayer perceptron and LSTM model is applied by [2] on 

linical data and achieves an AUC of 0.954. 2D CNN is used by 

24] for the diagnosis of covid-19 using the Chest CT with an ac- 

uracy of 94.98% and AUC of 97.91%. Another method combines 

D UNet ++ and ResNet-50 by [23] to identify Covid-19 using 

hest CT images and achieves the sensitivity of 0.974 and speci- 

city of 0.922. CNN along with pre-trained transfer learning, called 

lexNet, is applied on X-ray and chest CT images by [28] to achieve 

he accuracy of 98% and 94.1% respectively. The supervised ma- 

hine learning is combined with digital signal processing (MLDSP) 

y [48] for the analysis of genomes and it achieves 100% accuracy 

or the classification of covid-19. 

The authors of [42] have proposed an automated system for 

ovid-19 detection to reduce the load of radiologists. The system 

as used a Multi Scale Convolutional Neural Network (MSCNN) 

nd evaluated on the dataset of Chest Tomography (CT) images. 

 Deep Convolutional Neural Network (CNN) model, viz. CVDNet 

6] , is proposed to classify Covid19, other pneumonia and normal 

atient by using their chest X-ray images. The residual neural net- 

ork based architecture is proposed in this research. The global 

nd local features of the input are captured by using two parallel 

evels that are constructed with different kernel sizes. The model is 

ested on a dataset that consists of 2905 number of chest x-ray im- 

ges. The experimental results show that the model has achieved 

6.69% of accuracy. In [34] , the authors have proposed a deep fea- 

ure plus support vector machine (SVM) based methodology to de- 

ect the Covid19 infected patient with the help of x-ray images. 

hey have extracted the deep features from the fully connected 

ayers and provided to SVM to classify the Covid19 infected pa- 

ients from others. The deep features from 13 numbers of individ- 

al CNN models are fed to CNN. The performance analysis shows 

hat ResNet-50 plus SVM achieves the highest accuracy of 98.66%. 

Apart from the screening of Covid-19, machine learning algo- 

ithms have been used to make future prediction of the number of 

nfections and deaths. Various supervised machine learning tech- 

iques namely SVM, LASSO, ES, and LR has been used by [33] to 

orecast the predictions such as number of new cases, number of 

eaths and number of recoveries for the upcoming 10 days. The 

mplementation and evaluation shows that ES outperforms all the 

ther three models. Another Machine Learning and Deep learn- 

ng based model has proposed by [30] to forecast the transmission 

f Covid-19. It shows that polynomial regression yields minimum 

MSE score as compared to other approaches. 

In [29] , support vector regression (SVR), ridge regression 

RIDGE), autoregressive integrated moving average (ARIMA), ran- 

om forest (RF) and cubist regression (CUBIST) are used to fore- 

ast for the Covid19 confirmed cases in Brazilian states in next 

ne, three and six-days. The efficiencies of these models are eval- 

ated based on the parameters like mean absolute error, improve- 

https://github.com/chiranjeevbitm/Covid-19-detection-with-chest-scan
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Fig. 1. Workflow diagram of TLCoV model. 
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ent index and symmetric mean absolute percentage error. The 

erformance analysis reveals that SVR achieves highest accuracy 

or the prediction of Covid19 among all the involved algorithms. 

nother model SEIR [39] is proposed to predict the future number 

f Covid19 in Indonesia. Isolation and vaccination parameters are 

lso considered as model parameters. The simulation results show 

hat isolation may take a big role to prevent from quick spread of 

his disease. 

The authors of [32] have proposed a similar approach to fore- 

ast the probable Covid19 cases in next one, three and six days in 

ve American and Brazilian states. The shallow machine learning 

echniques coupled with Variational Mode Decomposition (VMD) 

re used for forecasting and the performance evaluation shows 

hat the model has the accuracy of 70%. In [3] , the authors are in-

erested in predict the number of possible Covid19 positive cases 

n the second wave of Iran. The proposed model considers most 

f the scenarios for the spread of Covid19 and their performance 

valuation shows the higher accuracy. 

The authors of [49] have proposed various regressor machine 

earning techniques to find the relationship between the spreading 

ate and the various factors of Covid19. The relationship between 

he weather variables and the number of confirmed cases are ex- 

racted to compute the impact of humidity and temperature on the 

ransmission of Covid19. The experimental results show that the 

eather variables are more appropriate for predicting the mortal- 

ty rate compared to other parameters such as age and population. 

. Proposed work 

In this paper a deep learning model TLCoV is proposed for the 

utomated screening of Covid-19. In TLCoV initially standard CNN 

s used, which works by extracting the relevant features from the 

onvolution layers followed by passing from the pooling layer and 

hen from a fully connected layer. Finally, two transfer learning al- 

orithms VGG-16 and ResNet-50 is used on the same model to in- 

rease the accuracy. Transfer learning uses the pre trained model, 

.e. the model is trained for one problem and is used in another 

elevant problem. The workflow diagram for the proposed TLCoV 

odel is depicted in Fig. 1 . 

.1. Data preparation and preprocessing 

The dataset of Covid-19 radiography database is downloaded 

rom the website of kaggle.com, which consists of three types of 

hest X-ray images - Covid-19 positive cases, viral pneumonia and 

o infection. There are 219 Covid-19 positive images, 1345 viral 

neumonia images and 1341 no infection images that are depicted 

n Figs. 2–4 respectively. The behaviours of all the three types of 

hest x-ray images are analysed and all the three directories are 

oined together as a single directory. Each image is converted into 

qual size of pixel value 224 × 224 grids. 

Further the whole data is divided into training and test set in 

he ratio of 80:20. The offline augmentation technique is applied to 

he images that increase the size of the dataset by a factor equal to 

he number of the augmentation techniques. In TLCoV, horizontal 

ip is applied with rotation range 20 to increase the size of the 

ataset by the factor of 2. 

.2. Classification of Images 

The images are classified as covid-19 positive cases, viral pneu- 

onia and no infection using CNN, VGG-16 and ResNet-50 tech- 

iques. The following subsections describe all the techniques indi- 

idually. 
3 
.2.1. Classification using CNN 

TLCoV-CNN model is used for the detection of covid-19 positive 

ases in which input layer reads the pre-processed images of chest 

-ray from the dataset. The batch normalization layer is of shape 

24 × 224 × 1 with 4 parameters, which is used for the stan- 

ardization of inputs to the layers of each mini batch. It reduces 

he number of epochs required for the training of the model. The 

ext layer, named convolution layer, has 640 parameters and out- 

ut shape 224 × 224 × 64. It is used to detect the pattern in the 

hest X-ray images and retrieves the features from those images by 

sing the set of filters with learning structures. The filters moved 

long with the images and the calculated activation feature map is 

rovided as an output to the next layer of CNN. 

Max pooling layer streamline the spatial size of network com- 

utation. It combines the parameter output of one layer into a 

ingle neuron and drops all the parameter in each stride having 

utput shape of 112 × 112 × 64. The next layer dropout selects 

he value of outgoing edges of hidden unit randomly and set it as 

 to avoid the problem of overfitting. The value of rate parame- 

er is taken as 0.2. It has output shape of 112 × 112 × 64 and 

oes not have any parameters. These layers are followed by con- 

olution of output shape 110 × 1110 × 32 with 18464 parame- 
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Fig. 2. Corona positive chest X-ray images. 

Fig. 3. Viral pneumonia chest X-ray images. 

Fig. 4. Non Infected chest X-ray images. 
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ers which is followed by max pooling and dropout layer of output 

hape 55 × 55 × 32. 

The next flatten layer with 96800 parameters is used to trans- 

orm the n-dimension matrix of features into vector that is pro- 

ided as an input to the dense layer. Dense layer has 128 filters 

ith 12390528 activation and unit parameters. In this layer, the ac- 

ivation function ReLu is used, which replaces the negative valued 

ixels with zero in the computed convolved features for the gen- 

ration of non-linearity map of features model. The dropout layer 

onsists of 128 filters followed by dense layer having 3 filters to 

onnect the neurons of this layer with the activation function of 

ll the previous layers and classifies the convolved features of the 

hest X-ray images. The layers construction of TLCoV model using 

NN is depicted in Fig. 5 . 

It uses softmax activation function to interpret the probable val- 

es of the activation function results from the previous layer and 

alculates the probability distribution for 3 classes namely 0, 1 and 

. The output probability range is 0 to 1, while the sum of all the

robabilities is equal to 1. The softmax function is defined in Eq. 

1 ). 

 

(
y j 

)
= 

e y j ∑ m e y k 
(1) 
k=1 

4 
here, p( y j ) is the normalized probability distribution, y j are the 

lements of input vector, m refers to the number of classes in 

ulti-class classifier and 

m ∑ 

k=1 

e y k is the normalization term that all 

he output values of the function will be equal to 1. Finally, the 

utput layer labels the result as Covid-19 positive case, no infec- 

ion and other viral pneumonia if the output value of the previous 

ayer is 0, 1 and 2 respectively. The layer wise summary of TLCoV 

odel is depicted in Fig. 6 . 

.2.2. Classification using transfer learning 

Transfer learning leverage the knowledge gained from training 

f the previous model to train the new related model. Formally, a 

ransfer learning includes – (i) a source domain ∂ s and its corre- 

ponding source task � s and (ii) a target domain ∂ t and its cor- 

esponding target task � t . A domain ∂ is defined by two compo- 

ents tuple that consists of feature space η and marginal probabil- 

ty P(Y), where Y = {y 1 , y 2 , y 3 ,...., y n }. If two domains are different,

hen either of their feature space or marginal probability is differ- 

nt. A specific vector is represented by y i . A task � is defined as

wo component tuple that consists of label space χ and an objec- 

ive function γ which can be denoted as P( χ |Y) from the point of 

iew of probability. The main motive of the transfer learning is to 

nable the model to learn the target conditional probability distri- 
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Fig. 5. Layers construction of TLCoV-CNN model. 
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ution P( χT |Y T ) in ∂ t with the help of the information gained from

he ∂ s and � s , where ∂ s � = ∂ t and � s � = � t . Two transfer learning

lgorithms VGG-16 and ResNet-50 is used individually in the pro- 

osed TLCoV model. 

.2.2.1. VGG-16. The pre trained transfer learning model VGG-16 

s developed for computer vision benchmark dataset such as Im- 

geNet image recognition task [35] . It is trained on millions of 

mages using ImageNet in the range of many classes. The main 

otive of using transfer learning is weight, bias and features of 

he pre trained model can be transferred to our TLCoV scheme 

nstead of starting from the scratch. This is achieved by applying 

hese parameters while training on X-ray image dataset. Training a 

NN model from scratch is a time consuming task as compared to 

raining a pre trained model and it is computationally cheap if the 

ataset contains less number of images. VGG-16 model consists of 

6 layers network that is built on the ImageNet database whose 

ain aim is recognition and classification of the images. The chest 

-ray images fed to the TLCoV model are unified and resized to 

24 × 224. The set of parameters are configured for the model 

uch as batch size is equal to 32, number of epoch is equal to 50
5 
nd learning rate is equal to 3e-4. The VGG-16 model consists of 

3 convolution layer that uses 3 × 3 convolution filters, 5 max- 

ooling layers that is responsible for downsampling, 2 fully con- 

ected layers and 1 dense and flatten layer. The layers construction 

f TLCoV model using VGG-16 is depicted in Fig. 7 . 

If the input and output are represented as y and x and are in 

he form of usual maps, then they can be indexed as y k,l where k,

 are the spatial coordinates. Let us consider a layer x = f(y). Slid- 

ng rectangular window field, also known as receptive field, is used 

o establish the relation that finds which component of y is influ- 

nced by which component of x. The output components x(k ′ ,l ′ ) 
epends only on the input component y(k,l), where (k,l) ∈ λ(k ′ ,l ′ ). 
he set λ(k ′ ,l ′ ) is a rectangular window field that can be defined

sing Eqs. (2 ) and (3) . 

 ∈ α( k ’ − 1 ) + βi + 

[
−δi − 1 

2 

, 
δi − 1 

2 

]
(2) 

 ∈ α( l ’ − 1 ) + β j + 

[
−δ j − 1 

2 

, 
δ j − 1 

2 

]
(3) 
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Fig. 6. Summary of TLCoV model using CNN. 
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here, ( αi , αj ) is the stride, ( β i , β j ) is the offset and ( δi , δj ) is the

eceptive field size that measures the dependency of six network 

omponents. To calculate the receptive field filters size, it requires 

tride and padding for each layer, which is represented as i, s, p 

′ 
nd sample point j o . The range of points that affect j 0 in the input

eld can be represented as j in ∈ q, where q is defined as in Eq. (4 ),

hich is further simplified in Eqs. (5 ) and (6) . 

 = s ∗ j 0 − p + [ 0 , i − 1 ] (4) 

 = s ∗ j 0 + 

(
i − 1 

2 

− p ′ 
)

+ 

[
− i − 1 

2 

, 
i − 1 

2 

]
(5) 

 = s ∗ j 0 + p ′′ + 

[
− i − 1 

2 

, 
i − 1 

2 

]
(6) 

here, p = 

i −1 
2 − p ′ and p ′′ = 

i −1 
2 − p ′ . 

The composing of receptive fields need to calculate the combi- 

ation of two layers (i 0 , s 0 ) and (i 1 , s 1 ) as in Eqs. (7 ) and (8) . 

j 0 = s 0 ( j 1 − 1 ) + p 0 ± i 0 − 1 

2 

(7) 

j 1 = s 1 ( j 2 − 1 ) + p 0 ± i 1 − 1 

2 

(8) 

Eq. (9 ) is obtained by replacing value of j 1 from Eq. (8 ) to Eq.

7 ). 

j 0 = s 0 

(
s 1 ( j 2 − 1 ) + p 0 ± i 1 − 1 

2 

− 1 

)
+ p 0 ± i 0 − 1 

2 

(9) 

Eq. (9 ) can further be simplified as in Eq. (10 ). 

j = s s ( j − 1 ) + ( s ( p − 1 ) + p ) ± ( s 0 ( i 1 − 1 ) + i 0 ) − 1 

(10) 
0 0 1 2 0 0 0 
2 

r

6 
.2.2.2. ResNet-50. ResNet-50 stands for Residual Network where 

0 represent the number of layers. ResNet was introduced to solve 

xploding gradient and degradation problem that is faced while 

raining a deep neural network model. It is pre trained on more 

han millions of images from ImageNet database [19] . This pre 

rained model is applied to train TLCoV on chest X-ray image 

ataset. ResNet 50 consists of 48 convolution layers, 1 average pool 

ayer and 1 max pool layer and it consists of 3.8 × 10 9 floating 

oint operations. The chest X-ray images are fed to the model and 

arious parameters are configured like batch size is equal to 32, 

umber of epoch is equal to 50 and learning rate is 3e-2. The work 

ow of TLCoV model using ResNet-50 is depicted in Fig. 8 . 

The identity shortcut can be used directly and the output func- 

ion x is defined as in Eq. (11 ), when the input and output are of

he same dimensions. 

 = F 
(
y , { W j } 

)
+ y (11) 

here, y is the input to the residual block Ƒ(y, {W j }) and W j repre-

ents weight layers. In case of different dimensional input and out- 

ut, the shortcut performs identity mapping by padding the extra 

ero entries with the dimension that is increased. The dimension 

s matched by using the projection shortcut as in Eq. (12 ). 

 = F 
(
y , { W j } 

)
+ W s y (12) 

here, W s is the extra parameter. 

. Experiments and results 

This section describes the experimental setup, dataset, and per- 

ormance metrics followed by analysing the performance of pro- 

osed TLCoV model by using CNN, VGG-16 and ResNet-50 sepa- 

ately and finds the best suite for our model. Finally, the perfor- 
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Fig. 7. Layers construction of TLCoV-VGG-16 model. 
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Fig. 8. Workflow of TLCoV-ResNet-50 model. 
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ances of two existing schemes are also compared with our model 

LCoV. 

.1. Experimental setup 

The chest X-ray images are converted into 224 × 224 pixel 

alue for achieving the requirement of the TLCoV model. It is 

rained and tested on Mac OS having Intel i5 1.6GHz dual core pro- 

essor, 128GB PCI based SSD, 8GB of 2133MHz LPDDR3 on board 

AM, boost upto 3.6 GHz and 4MB L3 cache. Online GPU from kag- 

le is used. Keras and tensorflow is used for the implementation 

nd evaluation. The experiment is conducted to evaluate the per- 

ormance of TLCoV model. 

.2. Dataset 

The TLCoV scheme has used Covid-19 radiography dataset [19] , 

hich is downloaded from kaggle.com and consists of chest X- 

ay images of Covid-19 positive patients, normal patients and viral 
7 
neumonia patients. There are 219 corona positive images, 1345 vi- 

al pneumonia images and 1341 images for non-infected patients. 

.3. Performance metrics 

The performance of the TLCoV model is evaluated based on var- 

ous performance metrics such as accuracy, precision, recall and F- 

 score which uses the following terminologies: 

True Positive (TP): It signifies that a covid-19, normal and pneu- 

monia case is correctly predicted as covid-19, normal and 

pneumonia respectively. 

True Negative (TN): It signifies that a normal or pneumonia case 

is correctly predicted as normal or pneumonia. 

False Positive (FP): It signifies that the case is normal or pneu- 

monia infected case and is predicted as covid-19 case. 

False Negative (FN): It signifies that the case is covid-19 and is 

predicted as normal or pneumonia case. 

Accuracy is defined in Eq. (13 ) as the total number of records 

hat is classified correctly to the total number of present records 

n the dataset. 

ccuracy = 

T P + T N 

T P + T N + F P + F N 

(13) 

Precision is defined in Eq. (14 ) as the ratio of positive records 

hat is correctly classified to the total number predicted positive 

ecords in the dataset. 

recision = 

T P 

T P + F P 
(14) 

Recall is defined in Eq. (15 ) as the ratio of positive records that 

s correctly classified to the total number of positive records in the 

ataset. The higher rate of recall represents that the cases are cor- 

ectly recognized. 

ecall = 

T P 

T P + F N 

(15) 

High recall and low precision represents the positive records 

hat are classified correctly though it contains large number of 

alse positives, whereas low recall and high precision represents 

hat the number of positive records may be missed, but either are 

redicted as positive or are truly positive. 
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Table 1 

Performance comparison of different classifiers. 

Method Accuracy Loss Val_accuracy Val_loss 

CNN 93.67% 17.62% 89.16% 32.86% 

VGG-16 97.67% 3.23% 96.01% 13.58% 

ResNet-50 96.41% 7.03% 93.29% 21.36% 

Fig. 9. Performance comparison between different classifiers. 

Table 2 

Multi class performance comparison of different classifiers. 

Classifier Disease Precision Recall F-1 score 

CNN Covid-19 91% 95.97% 95.27% 

Normal 95.95% 92% 95.81% 

Pneumonia 96% 92% 94% 

VGG- 

16 

Covid-19 93.98% 95.67% 94.82% 

Normal 96.62% 97.34% 97.48% 

Pneumonia 97.35% 96.62% 97.49% 

ResNet- 

50 

Covid-19 85.19% 95.52% 89.35% 

Normal 95.11% 88.68% 93.55% 

Pneumonia 90.76% 93.42% 93.97% 
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Fig. 10. Multi class performance comparison of various classifiers. 

Fig. 11. Confusion matrix of TLCoV-CNN model. 

Table 3 

Comparison between TLCoV-VGG-16 and existing schemes. 

Method Accuracy F1score Precision Recall 

Han et al. [16] 94.3 ± 0.7 92.3 ± 0.4 95.9 ± 0.3 90.5 ± 0.5 

Zheng et al. [48] 90.6 ± 0.6 86.1 ± 0.3 93.7 ± 0.5 84.1 ± 0.6 

TLCoV-CNN 93.67 95.03 95.65 94.66 

TLCoV-VGG-16 97.67 96.59 96.65 96.54 

TLCoV-ResNet-50 94.41 93.29 93.58 93.21 

t

t

i

f

c

4

b

o

s

p

5

m

F-1 score is the harmonic mean of precision and recall which is 

efined in Eq. (16 ). It reaches its best value at 1 and worst value

t 0. 

 − 1 score = 

2 ∗( pr ecision ∗r ecall ) 

recall + precision 

(16) 

.4. Performance evaluation of TLCoV using CNN, VGG-16 and 

esNet-50 

The performance of the TLCoV model is evaluated by perform- 

ng the experiment using CNN, VGG-16 and ResNet-50. The perfor- 

ance metrics namely accuracy, loss, validation accuracy and val- 

dation loss are depicted in Table 1 and it -is represented graph- 

cally in Fig. 9 . The calculated value for precision, recall and F-1 

core is presented in Table 2 and their graphical representation is 

epicted in Fig. 10 . 

Confusion matrix for CNN, VGG-16 and ResNet-50 is depicted in 

igs. 11–13 which gives evidence that the TLCoV model can screen 

oivid-19 cases correctly without missing any case. 

Accuracy and loss curve for TLCoV model using CNN, VGG-16 

nd ResNet-50 is depicted in Figs. 14–16 respectively. 

The proposed TLCoV model is solving a multiclass classification 

roblem, in which the performance with various threshold settings 

an be measured by ROC (Receiver Operating Characteristics) curve 

nd AUC (Area Under the Curve). The probability curve ROC depicts 

wo parameters – True Positive Rate and false Positive Rate. AUC 

epresents the entire two-dimensional area under the ROC curve 

rom (0,0) to (1,1). Higher AUC means better model in classifying 
8 
he patient as Covid-19 positive, viral pneumonia or with no infec- 

ion. Roc curve of TLCoV model with CNN, VGG-16 and ResNet-50 

s depicted in Figs. 17–19 respectively. The average ROC-AUC value 

or CNN is 0.96, for VGG-16 is 0.97 and for ResNet-50 is 0.95 indi- 

ates that VGG-16 is better suite with proposed TLCoV model. 

.5. Performance comparison of TLCoV with the existing schemes 

The previous subsection describes that TLCoV-VGG-16 is the 

est suite out of all the three combination. Thus the performance 

f TLCoV-VGG-16 is compared with two existing schemes as de- 

cribed in Table 3 and depicted in Fig. 20 , which show that the 

roposed model outperforms both the schemes. 

. Future research 

The main deficiency of standard convolutional neural network 

odels is the use of successive pooling layers, which reduces the 
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Fig. 12. Confusion matrix of TLCoV-VGG-16 model. 

Fig. 13. Confusion matrix of TLCoV-ResNet-50. 
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Fig. 15. a . Accuracy curve of TLCoV-VGG-16 model. b . Loss curve of TLCoV-VGG-16 

model. 

I

t

(

d

s

ata dimension to achieve spatial invariance. Thus it is unable 

o recognize the object when direction is changed. Moreover, the 

ooling layer loses the required spatial information about the ro- 

ation, location, scale and different positional attributes of the ob- 

ect. This creates difficulties in object detection and segmentation. 
Fig. 14. Loss and Accuracy curv

9 
n CNN models, generally Max Pooling Layer is used as primitive 

ype of routing mechanism. The most active feature in a local pool 

say 4 × 4 grid) is routed to the higher layer and the higher-level 

etectors are not allowed to take the decision. This limitation of 

tandard CNN models is motivated us to introduce Capsule Net- 
e of TLCoV-CNN model. 
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Fig. 16. a . Accuracy curve of TLCoV-ResNet-50 model. b . Loss curve of TLCoV- 

ResNet-50 model. 

Fig. 17. ROC curve of TLCoV-CNN model. 
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Fig. 18. ROC curve of TLCoV-VGG-16 model. 

Fig. 19. ROC curve of TLCoV-ResNet-50 model. 

Fig. 20. Comparision between TLCoV and existing schemes. 
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ork (CapsNet) [38] for the screening of Covid19. In CapsNet, only 

hose features that agree with high-level detectors will be allowed 

o be routed. We have designed a model for Covid19 screening as 

 future scope of this proposed work. The Capsule Network is used 

n our model for its superior dynamic routing mechanism. 

Capsule Network (CapsNet) is a completely different approach 

han classical Neural Network. The CapsNet is more emphasized on 
10 
reating a model of hierarchical relationships. A capsule is a group 

f neurons that stores different information about the identifiable 

bject in a given image. The mostly stored information is about 

ts position, rotation and scale in a high dimensional vector space. 

he dimensions are representing something special about the ob- 

ect than can be understood intuitively. The purpose of the capsule 

s to detect a feature and also to train the model to learn the vari-

nt such that the same capsule can detect the same object class 

ith different orientations (for example, rotate clockwise). In or- 

er to screen Covid19, our model is using chest scan images as 

nput images. Thus training on multiple convolutional layers will 

e beneficial. Hence, the novelty of our work is to use 5 convolu- 

ional layers in CapsNet to provide more deep analysis. Moreover, 

e have varied kernel size from 32 to 1024 to provide more ac- 

urate dot products for the pixels and lead to correct prediction. 

ernel is a matrix that moves over the input data, performs the 
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Fig 21. Proposed Capsule Network Architecture for Covid19 detection. 
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ot product with the sub-region of input data, and gets the out- 

ut as the matrix of dot products. Kernel moves on the input data 

y the stride value. If the stride value is 2, then the kernel moves

y 2 columns of pixels in the input matrix. Our proposed CapsNet 

rchitecture for the future implementation to detect the Covid19 

isease from chest x-ray images is given in Fig. 21 . 

In the proposed architecture, two capsule layers is there, 

amely Primary Capsule Layer and Covid Capsule Layer. The out- 

ut of the next layer j is predicted by each capsule i using the 

rainable weight matrix W i j as in Eq. (17 ). 

ˆ p j | i = W i j p i (17) 

here, p i is the instantiation parameter. The prediction is com- 

uted by Routing by Agreement process [38] . The agreement be- 

ween the prediction and output is determined in Eq. (18 ). 

greemen t ij = Ca p j × ˆ p j | i (18) 

The summation of agreements is calculated in Eq. (19 ). 

 ij = S ij + Agreemen t ij (19) 
11 
The score that determines the contribution of prediction to the 

utput is calculated in Eq. (20 ). 

cor e ij = 

exp 

(
S ij 

)
∑ 

n exp ( S in ) 
(20) 

The actual output of Capsule j is determined by Eq. (21 ). 

a p j = 

∑ 

i 
Scor e ij ̂  p j | i (21) 

The CapsNet loss function los s n associated with capsule n is 

omputed in Eq. (22) . 

os s n = T n max 
(
0 , h 

+ − ‖ 

Ca p n ‖ 

)2 

+ λ( 1 − T n ) max 
(
0 , ‖ 

Ca p n ‖ 

− h 

−)2 
(22) 

The value of T n is 1 if the class n is present, otherwise it will

e 0. h 

+ , h 

− and λ represents the hyper parameter of the model. 

. Conclusion 

In the proposed TLCoV model three learning techniques CNN, 

GG-16 and ResNet-50 is used individually and the experimental 

esults show that TLCoV-VGG-16 is the best suite for the detection 

nd classification of Covid-19 positive cases from the chest X-ray 

mages. The automated Covid-19 screening model TLCoV did multi 

lass classification with accuracy of 97.67% and average ROC-AUC 

f 0.97. The performance evaluation of the proposed model proves 

hat it outperforms two similar types of existing automated Covid- 

9 screening models. It helps in reducing the workload of radiol- 

gists and accelerates the screening process to identify Covid-19 

ositive patients. 
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