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a b s t r a c t 

Background and Objective: The new type of Coronavirus (2019-nCov) epidemic spread rapidly, causing 

more than 250 thousand deaths worldwide. The virus, which first appeared as a sign of pneumonia, was 

later called the SARS-COV-2 with Severe Acute Respiratory Syndrome by the World Health Organization. 

The SARS-COV-2 virus is triggered by binding to the Angiotensin-Converting Enzyme 2 (ACE 2) inhibitor, 

which is vital in cardiovascular diseases and the immune system, especially in conditions such as cere- 

brovascular, hypertension, and diabetes. This study aims to evaluate the prediction performance of death 

status based on the demographic/clinical factors (including COVID-19 severity) by data mining methods. 

Methods: The dataset consists of 1603 SARS-COV-2 patients and 13 variables obtained from an open- 

source web address. The current dataset contains age, gender, chronic disease (hypertension, diabetes, 

renal, cardiovascular, etc.), some enzymes (ACE, angiotensin II receptor blockers), and COVID-19 severity, 

which are used to predict death status using deep learning and machine learning approaches (random 

forest, k-nearest neighbor, extreme gradient boosting [XGBoost]). A grid search algorithm tunes hyperpa- 

rameters of the models, and predictions are assessed through performance metrics. Steps of knowledge 

discovery in databases are applied to obtain the relevant information. 

Results: The accuracy rate of deep learning (97.15%) was more successful than the accuracy rate based 

on classical machine learning (92.15% for RF and 93.4% for k-NN), but the ensemble classifier XGBoost 

method gave the highest accuracy (99.7%). While COVID-19 severity and age calculated from XGBoost 

were the two most important factors associated with death status, the most determining variables for 

death status estimated from deep learning were COVID-19 severity and hypertension. 

Conclusions: The proposed model (XGBoost) achieved the best prediction of death status based on the 

factors as compared to the other algorithms. The results of this study can guide patients with certain 

variables to take early measures and access preventive health care services before they become infected 

with the virus. 

© 2021 Elsevier B.V. All rights reserved. 
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. Introduction 

The new type of Coronavirus (2019-nCov) pandemic, which 

tarted in December 2019 in Wuhan, China, spread rapidly, causing 

ore than 250 thousand deaths worldwide [1] . The virus, which 

rst appeared as a sign of pneumonia, was later called the Coro- 

avirus 2 (SARS-COV-2) with Severe Acute Respiratory Syndrome 

y the World Health Organization (WHO) [2] . Although pharmaco- 

ogical treatment has not been reported in the first studies on pa- 

ients with severe symptoms; Some patients with Cardiovascular 

isorders (CVD) have been shown to cause severe damage and an 
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ncreased risk of death [3] . The SARS-COV-2 virus is triggered by 

inding to the Angiotensin-Converting Enzyme 2 (ACE 2) inhibitor, 

hich is vital in CVD and the immune system, especially in condi- 

ions such as cerebrovascular, hypertension, and diabetes [ 4 , 5 ]. 

The most prevalent symptoms of the virus are high fever, dry 

ough, and weakness. Headache, pain in the muscles, sore throat 

nd diarrhea, loss of taste and smell, and rash on the skin are less 

ommon. Dyspnea, shortness of breath, chest pain, loss of speech, 

nd movement are severe symptoms [ 7 , 8 ]. 

According to the recommendation of the WHO, those who show 

evere symptoms should get medical help immediately and call by 

hone before visiting their doctor or health facility; People with 

ild symptoms and no other health problems should spend their 

reatment at home. People infected with the virus begin to show 

https://doi.org/10.1016/j.cmpb.2021.105951
http://www.ScienceDirect.com
http://www.elsevier.com/locate/cmpb
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cmpb.2021.105951&domain=pdf
mailto:cemilcolak@yahoo.com
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Table 1 

The detailed explanation of the variables/attributes in the dataset. 

Abbreviation Explanation Role 

Age Birth year (year) Input 

Gender Gender (0 = female, 1 = male) Input 

Diabetes Diabetes (1 = presence, 0 = absence) Input 

Hypertension Hypertension (1 = presence, 0 = absence) Input 

COPD Chronic Obstructive Pulmonary Diseases (bronchitis, pneumonia, asthma, and emphysema) Input 

Cancer Cancer Diseases (1 = presence, 0 = absence) Input 

Renal Renal Diseases (1 = presence, 0 = absence) Input 

ACE Angiotensin-Converting Enzyme (ATC classes: C09A and C09B) Input 

ARBs Angiotensin II Receptor Blockers (C09C and C09D) Input 

CVD Cardiovascular disorders (heart failure, myocardial infarction, and stroke-CVD) Input 

COVID Severity SARS-COV-2 Severity (0 = mild, 1 = severe, 2 = very severe) Input 

Death Status (DS) (0 = alive, 1 = dead) Output 
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ymptoms within an average of 5-6 days. However, this duration 

an take up to 14 days [6] . 

Data mining, which is also called the discovery of data in the 

ystems, including databases, is a process of obtaining unearthed 

nd potentially beneficial information from the data attained be- 

orehand. The new-found data can be used in areas consisting of 

nformation management, inquiry work, and decision-making pro- 

ess control in this aspect. A great number of researchers work- 

ng in the area of database systems, information base systems, ar- 

ificial intelligence, machine learning, data-acquiring, statistic, spa- 

ial databases, and visualization of data show great interest in data 

ining [ 9 , 10 ]. Data mining has vital significance and potential, es- 

ecially for the field of health [ 4 , 5 ]. 

The current study aims to evaluate the effects of age, gender, 

hronic disease (hypertension, diabetes, renal, cardiovascular, etc.), 

ome enzymes (ACE, ARBs), and COVID-19 severity on the death 

tatus with deep learning and machine learning approaches. 

. Methods 

.1. Dataset 

The current study included 1603 patients and 13 variables suf- 

ering from SARS-COV-2 disease and the public dataset was ob- 

ained from the related website ( https://doi.org/10.1371/journal. 

one.0235248.s001 ) on 16 July 2020 [11] . The related data on back- 

round pharmacological treatment up to the previous two years 

January 1, 2018) were achieved from the National database of 

rug prescription and integrated with clinical chart information for 

ospitalized subjects. Data have been gathered on the subsequent 

rugs: angiotensin-converting enzyme (ACE) inhibitors (anatomical 

herapeutic chemical classes: C09A and C09B), angiotensin II recep- 

or blockers (ARBs) (C09C and C09D), and other anti-diabetic or in- 

ulin medicines. Data on all subjects’ age, gender, and pre-existing 

onditions was collected through data-linkage with hospital dis- 

harge abstracts (Italian SDO), which were queried from the day 

f diagnosis until January 1, 2015. Two physicians (LM and MEF) 

anually analyzed all admission data. They included the following 

onditions in the analysis: Malignant tumours, major cardiovascu- 

ar disorders (heart failure, myocardial infarction, and stroke CVD), 

ype II diabetes, renal disease, and chronic pulmonary obstructive 

isorders (COPD, bronchitis, pneumonia, asthma, and emphysema) 

11] . Detailed explanations about the variables used in the current 

tudy are given in Table 1 . 

.2. Knowledge discovery in databases (KDD) 

In the process of KDD, data selection (output: DS; inputs: fac- 

ors in Table 1 ), data preprocessing (outlier/extreme observation by 

ocal outlier factor (LOF) and missing value analyses by random 
2 
orest), data transformation, statistical analyses, data mining (deep 

earning, random forest, k-nearest neighbor and extreme gradient 

oosting), evaluation (performance metrics), and interpretation of 

he results are performed throughout the study [12] . 

.3. Data mining 

.3.1. Deep learning 

Deep Learning can automatically extract feature representation 

rom raw data, which is a new method of machine learning de- 

ived from artificial neural networks [13] . DL learns characteristic 

ierarchies with higher hierarchy features with a combination of 

ow-level features. Thus, DL successfully solves complex and se- 

ere dimensional problems. It is used. Convolutional Neural Net- 

ork (CNN) is one of the most successful deep learning models 

14] . The value of the location of the layer l and its location in the

 feature map (i, j), Z l 
i, j,k 

, can be estimated as shown in Eq. (1) . 

 

l 
i, j,k = w 

l T 

k x 
l 
i, j + b l k (1) 

Where = w 

l 
k 

and b l 
k 

are l th layers in the k property map is the

eight vector and the bias. The activation value a l 
i , j , k 

for the con- 

olution feature Z l 
i , j , k 

can be expressed, as shown in Eq. (2) . 

 

l 
i, j,k = a (Z l i, j,k ) (2) 

Hyperparameters of the deep learning model are epsilon, rho, 

1, L2, max w2, and dropout, which are tuned by a grid search 

ptimization algorithm. 

.3.2. Machine learning methods 

.3.2.1. Random forest. Random Forest (RF) is a collection of tree- 

ype classifiers. It can be considered an advanced type of method 

f bagging. The RF algorithm consists of the following steps. Each 

ecision tree in RF, bootstrap re-sampling method technique (to 

reate datasets of any size and quantity can be re-sampled by re- 

lacing observations from any size dataset. Thus, more information 

an be obtained from the dataset. The method described in this 

ay is the “Bootstrap Re-sampling Method.”, and different samples 

re created by selection [15] . Forest brings together the class esti- 

ates made by the trees and reveals the best class estimation. The 

ifferentiating variable in RF is selected among m variables ran- 

omly determined from all variables. The number of m is constant 

or each tree, and it is generally predicted to be taken as 
√ 

p (p: 

umber of variables) [16] . Hyperparameters of the random forest 

odel are minimal gain, minimal leaf size, minimal size for sp, 

nd the number of preprun, which are calibrated by grid search 

ptimization algorithm. 

.3.2.2. K-Nearest neighbor (K-NN). K-Nearest Neighbor (K-NN) is a 

idely used machine learning method. Like the classifiers of the 

https://www.ncbi.nlm.nih.gov/pmc/articles/
https://doi.org/10.1371/journal.pone.0235248.s001
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Fig. 1. SARS-COV-2 (yellow) from humans [6] . 
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upervised learning paradigm, k-NN h (x) needs training data P ⊆X 

ontaining data points x ∈ X whose values are known., The classi- 

er is expected to estimate the class tag of the new sample using 

 information. K-NN is widely used due to its good performance 

s well as its simplicity. Also, k-NN, a nonparametric classifier, is 

ot dependent on previously made assumptions about data dis- 

ribution. However, for successful classification, the k-NN k value 

equires three essential factors: the distance metric used to deter- 

ine neighbors and the sample size [17] . Hyperparameters of the 

-NN model are k, measures type, mixed measures, which are op- 

imized by a grid search algorithm. 

.3.2.3. Extreme Gradient Boosting (XGBoost). The Extreme Gradient 

oosting (XGBoost) by Chen and Guestrin [18] is a highly scalable 

nd-to-end tree boosting system, a machine learning technique for 

lassification and regression problems. XGBoost uses an ensemble 

f K classification and regression trees (CARTs), each of which has 

 

i 
E 
\ i ∈ 1 , . . . , K nodes [19] . The ultimate prediction is the sum of

he prediction scores for each tree: 

ˆ 
 i = ∅ ( x i ) = 

K ∑ 

k =1 

f k ( x i ) , f k ∈ F (3) 

Where x i are members of the training set and y i are the cor- 

esponding class labels, f k is the leaf score for the k th tree, and F

s the set of all K scores for all CARTs. Regularization is applied to 

mprove the final result: 

 (∅ ) = 

∑ 

i 

l 
(

ˆ y i , y i 
)

+ 

∑ 

k 

‘�( f k ) (4) 

Hyperparameters of the XGBoost model are maximal depth, 

umber of bins, and learning rate, which are tuned by grid search 

ptimization algorithm. 

.4. Performance metrics 

The 10-fold cross-validation method was used in the perfor- 

ance evaluation of all classifier methods to verify the quality of 

he models. Cross-validation is the re-sampling procedure used to 

valuate machine learning models in a data sample. The proce- 

ure has a single parameter named k that expresses the number of 

roups to split a given data sample. In 10-fold cross-validation, the 

odels are trained and tested ten different times, and then, mean 

erformance metrics (i.e., accuracy, precision, and so on) are esti- 

ated at the end of the process [20] . All the model performances 

ere calculated based on accuracy, precision, sensitivity, specificity, 

lassification error, and kappa metrics [21] . 

.5. Data analysis 

Quantitative data were summarized as the arithmetic mean 

ith standard deviation, median with min and max values, and 

ualitative data as the number by percentage. Differences among 

he groups with mild, severe, or very severe/fatal diseases were 

erformed with Pearson chi-square test (cross-table) for categor- 

cal data and Kruskal Wallis H test for continuous data since 

he dataset did not show normal distribution given in Table 3 . 

hen significant differences in categorical data were determined 

mong the groups ( p < 0.05), pairwise comparisons were performed 

y Bonferroni-adjusted Pearson chi-square test. Upon seeing sig- 

ificant differences ( p < 0.001) in the Kruskal Wallis H test, pair- 

ise comparisons of the groups with significant differences were 

dentified using the post-hoc Conover multiple comparison test. 

ata analyses were performed using “Statistical Analysis Software”

22] , RStudio Version 1.1.463 [23] , and RapidMiner Studio 8.1.001 

24] softwares. All p values < 0.05 were accept statistically signifi- 

ant. 
3 
. Results 

Missing value analysis was applied to the variables in the data 

et first. Missing values were imputed with the random forest as- 

ignment method. Then, extreme and outlier values in the data 

et were examined. With the local outlier factor (LOF), object dis- 

ances close to itself were calculated for each observation, and a 

otal of 8 extreme or outlier values were deleted from the data set. 

ata transformation was applied to the quantitative variables in 

he data set. The transformation with the lowest test statistic was 

elected by calculating the Pearson P test statistic for each variable. 

ox-Cox transformation was applied for the age variable. 

The average age of the sample consisting of 1603 people is 58.0, 

nd 47.3% are males. In the overall sample, approximately 59.7% 

ad mild symptoms, 28.3% severe symptoms, and 12% very severe 

r fatal illness. While the proportion of diabetic patients in the 

verall sample was 12.1%, approximately 34% of these patients had 

ild symptoms, 37.7% severe symptoms, and 28.3% very severe or 

atal disease. Approximately 22.2% of diabetic patients died after 

ailing to treatment. While the proportion of hypertensive patients 

n the overall sample was 33.9%, approximately 38.3% of these pa- 

ients had mild symptoms, 38.1% severe symptoms, and 23.6% very 

evere or fatal disease. Approximately 20% of hypertensive patients 

ied without treatment. While the proportion of cancer patients in 

he overall sample was 7.6%, 41% of these patients had mild symp- 

oms, 37.7% severe symptoms, and 21.3% very severe or fatal dis- 

ase. While the proportion of CVD patients in the overall sample 

as approximately 16.1%, 26% of these patients had mild symp- 

oms, 47.3% severe symptoms, and 26.7% very severe or fatal dis- 

ase. Approximately 25.2% of CVD patients died without treatment. 

hile the proportion of COPD patients in the overall sample was 

%, 30% of these patients had mild symptoms, 43.3% severe symp- 

oms, and 26.7% very severe or fatal disease. Approximately 26.8% 

f COPD patients died without treatment. While the proportion of 

enal patients in the overall sample was 5.4%, 26.7% of these pa- 

ients had mild symptoms, 46.5% severe symptoms, and 26.8% very 

evere or fatal disease. Approximately 26.7% of renal patients died 

ithout treatment. The proportion of patients receiving antihyper- 

ensive treatment with ACE inhibitor enzyme was 15.7%, 43% of 

hese patients had mild symptoms, 35.5% severe symptoms, and 

1.5% very severe or fatal disease. Approximately 17.9% of the pa- 

ients who received antihypertensive treatment with ACE inhibitor 

nzyme died after failing the treatment. The proportion of patients 

eceiving antihypertensive treatment with ARBs inhibitor enzyme 

as 14.2%, 38.2% of these patients had mild symptoms, 39.5% se- 

ere symptoms, and 22.3% very severe or fatal disease. Approxi- 

ately 20.1% of the patients who received antihypertensive treat- 

ent with the ARBs inhibitor enzyme died without a result of the 

reatment ( Table 2 and Figure 3 ). The characteristics of the pa- 

ients with respect to the variables are demonstrated in Figure 3 

nd Table 2 . 

According to Table 3 , a statistically significant difference was 

bserved between the variables of age, diabetes, hypertension, 

OPD, CVD, cancer, renal, ACE, and ARBs and the severity of COVID 
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Table 2 

The baseline characteristics of the sample. 

Variables Overall Sample Mild Severe Very Severe 

n 1603 957 454 192 

Mean age in years (X¯±SD) 58.0 ±20.9 50.4 ± 20.2 66.4 ±16.9 76.2 ±12.9 

Male gender (Count (%)) 758 (47.3) 407 (53.7) 241 (31.8) 110 (14.5) 

Diabetes (Count (%)) 194 (12.1) 65 (34) 75 (37.7) 54 (28.3) 

COPD (Count (%)) 97 (6.0) 28 (28.9) 42(43.3) 27 (27.8) 

Cancer (Count (%)) 122 (7.6) 49 (40.2) 46 (37.7) 27 (22.1) 

CVD (Count (%)) 258 (16.1) 66 (25.6) 122 (47.3) 70 (27.1) 

Renal Disease (Count (%)) 86 (5.4) 23 (26.7) 40 (46.6) 23 (26.7) 

Hypertension (Count (%)) 543 (33.9) 207 (38.1) 207 (38.1) 129 (23.6) 

ACE inhibitors (Count (%)) 251 (15.7) 107 (42.6) 88 (35.1) 56 (22.3) 

ARBs (Count (%)) 228 (14.2) 86 (37.7) 90 (39.5) 52 (22.8) 

Fig. 2. SARS-COV-2 symptoms [6] . 

Fig. 3. The characteristics of the sample. 

Table 3 

The group comparisons of the variables. 

Variables Mild Severe Very Severe 

Test Statistics 

X 2 p -value 

Age ( X¯±SD)/Med 

(Min-Max)) 

50.4 ± 20.2 / 

51 (0-100)a 

66.4 ± 16.9 / 

67.9 

(19.1-100)b 

76.2 ± 12.9 / 

78 (32.5-100)c 

355.1 < 0.001 ∗

Diabetes (Count (%)) 65a (34%) 75b (38%) 54c (28%) 79.98 < 0.001 ∗∗

Hypertension (Count (%)) 207a (38%) 207a (38%) 129b (24%) 186.9 < 0.001 ∗∗

COPD (Count (%)) 28a (29%) 42b (43%) 27a,c (28%) 46.27 < 0.001 ∗∗

Cancer (Count (%)) 49a (40%) 46b (38%) 27b (22%) 23.9 < 0.001 ∗∗

CVD (Count (%)) 66a (26%) 122b (47%) 70a,c (27%) 157.9 < 0.001 ∗∗

Renal (Count (%)) 23a (27%) 40b (46%) 23a,c (27%) 43.67 < 0.001 ∗∗

ACE (Count (%)) 107a (43%) 88b (35%) 56c (22%) 45.79 < 0.001 ∗∗

ARBs (Count (%)) 86a (38%) 90b (39%) 52c (23%) 59.18 < 0.001 ∗∗

Gender (Count (%)) Mild Severe Very Severe X 2 p -value 

Female 550a (65%) 213b (25%) 82b (10%) 22.523 < 0.001 

Male 407a (54%) 241b (32%) 110b (14%) 

Total 957 (60%) 454 (28%) 192 (12%) 

The data are summarized as X¯±SD or median (min-max) and Count (Percent). Different superscripts in each row imply a 

significant difference between categories (Conover or Bonferroni-corrected Pearson chi-square tests for pairwise comparisons; 

p < 0.05); ∗: Kruskal Wallis H test; ∗∗: Pearson chi-square test. 

4 
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Fig. 4. The pseudo-codes of the XGBoost algorithm. 
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p < 0.05). When significant differences were seen in the Kruskal 

allis H test for continuous variable (age), and cross tabulation 

hi-squared test for categorical ones. The groups with differences 

etween them were determined with the Post Hoc Multiple com- 

arison test. Significant differences were observed in all COVID-19 

everity categories with age variable, diabetes, hypertensive dis- 

ase, and antihypertensive treatment with ACE inhibitor enzyme. 

ccording to the ARBs inhibitor enzyme, renal, COPD, and, cancer 

isease, there was no difference in severe and very severe COVID- 

9 disease categories. In contrast, a significant difference was ob- 

erved in mild and severe and mild and very severe COVID-19 dis- 

ase categories. According to gender, there was no difference in 

evere and very severe COVID-19 disease categories in males and 

emales. In contrast, a significant difference was observed in mild 

nd severe, and mild and very severe COVID-19 disease categories. 

Hyperparameters of the deep learning model were 1.0E-8 for 

psilon, 0.99 for rho, 1.0E-5 for L1, 0.0 for L2, 10.0 for max w2, and

.15 for dropout, respectively. Hyperparameter values related to the 

andom forest model were 0.1 for minimal gain, 2 for minimal leaf 

ize, 4 for minimal size for sp, and 3 for the number of preprun,

tted into the optimization algorithm for a grid search. The k-NN 

odel’ hyperparameters were 1 for k, mixed measures for mea- 

ures type, mixed Euclidean for composite measures, grid search 

ptimization algorithm. In the same way, the XGBoost model had 

he hyperparameters, which were 5 for maximal depth, 20 for the 

umber of bins, and 0.1 for learning rate hyperparameters, which 

re tuned by grid search optimization algorithm. 

Figure 4 depicts the pseudo-codes of the XGBoost algorithm, 

hich gives the best result of death status based on the demo- 

raphic/clinical factors. 
5 
Table 4 tabulates the importance levels of variables in SARS- 

OV-2 patients on the death status in the deep learning and XG- 

oost modeling. COVID-19 severity (1-10.3%), hypertension (0.98- 

0.1%), COPD (0.95-9.8%) and gender (0.92-9.5%) were calculated 

rom deep learning. In comparison, the lowest relative significance 

as estimated for diabetes disease (0.77- 7.6%) from deep learn- 

ng. COVID-19 severity (1-89.9%) and age (0.095-8.6%) provided the 

ighest importance, while the lowest importance values were for 

ancer and COPD from the XGBoost technique. 

In the classification process performed with deep learning and 

achine learning approaches (random forest and k-NN), the cor- 

ect positive rate in the deep learning algorithm, according to the 

onfusion matrix indicated in Table 5 , is 92.2%. In comparison, the 

orrect negative rate is 88.5%. According to the random forest algo- 

ithm, the correct positive rate is 98.3%, while the correct negative 

ate is 85.9%. In the k-NN algorithm, the true positive rate is 95.1%, 

hile the rate of true negative is 71.2%. In the XGBoost algorithm, 

he true positive rate is 100%, while the rate of true negative is 

7.3%. 

The graphical representation of the confusion matrix for the 

odels is given in Figure 5 . 

According to the model performance metric results in Table 6 , 

he XGBoost classification algorithm gave the most successful re- 

ult. The accuracy rate based on deep learning (97.15%) was more 

uccessful than the accuracy rate based on classic machine learn- 

ng (RF 92.15% and k-NN 93.4%). Still, the ensemble classifier XG- 

oost method gave the highest accuracy. In kappa statistics, which 

easure the reliability of the statistical fit, the XGBoost and DL ap- 

roaches represent a perfect fit with the values of 0.91 and 0.82. In 

he machine learning approach, the k-NN algorithm shows a good 
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Table 4 

Variable importance values for the deep learning and the XGBoost algorithms. 

Algorithms Deep learning XGBoost 

Variable Relative Importance Percentage (%) Relative Importance Percentage (%) 

Covid-19 severity 1.00 10.3 1.00 89.9 

Hypertension 0.98 10.1 0.004 0.35 

COPD 0.95 9.8 0.000 0.00 

Gender 0.92 9.5 0.002 0.15 

Renal 0.89 9.2 0.001 0.11 

CVD 0.89 9.1 0.004 0.4 

ARBs 0.85 8.8 0.003 0.3 

Cancer 0.84 8.7 0.000 0.00 

Age 0.83 8.5 0.095 8.6 

ACE 0.81 8.4 0.000 0.03 

Diabetes 0.77 7.6 0.001 0.11 

Fig. 5. The graphical representation of the confusion matrix for the models. 

Table 5 

Confusion matrix for the techniques. 

Random Forest true alive true dead class precision 

alive 1011 85 92.24% 

dead 3 23 88.46% 

class recall 99.70% 21.30% 

Deep Learning 

alive 999 17 98.33% 

dead 15 91 85.85% 

class recall 98.52% 84.26% 

k-NN 

alive 991 51 95.11% 

dead 23 57 71.25% 

class recall 97.73% 52.78% 

XGBoost 

alive 1011 0 100 

dead 3 108 97.3 

class recall 99.7 100 

fi
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Table 6 

Performance metrics of the models. 

Model Accuracy Precision Sensitivit

DL 97.15 98.5 92.2 

RF 92.15 99.7 98.3 

k-NN 93.4 97.7 95.1 

XGBoost 99.7 99.7 99.7 

6 
t with a value of 0.58, while in the RF algorithm, it was ob- 

erved that the fit with 0.19 value is insignificant. 

. Discussion 

COVID-19 is an infectious disease caused in humans by a new 

irus never before described. With symptoms such as cough, fever, 

nd, in extreme cases, pneumonia, this virus causes respiratory ill- 

ess (for example, flu). The test is conducted on sputum or blood 

amples to detect the presence of this virus in humans, and the re- 

ult is usually available within a few hours or, at most, days [25] .

he current study intends to classify the effects of age, gender, 

hronic diseases (hypertension, diabetes, renal, cardiovascular, etc.), 

nd some enzymes (ACE, ARBs) on the course of the COVID-19 

andemic in patients under treatment with deep learning and ma- 

hine learning methods. Early diagnosis and prediction of COVID- 

9 are crucial in terms of saving people’s lives and managing pan- 

emic. If considered clinically, the COVID-19 causes illness in hu- 

ans and creates severe damage in the lungs. COVID-19 has killed 

any people in the entire world, and chronic diseases, cancer, age, 
y Specificity Class. Error Kappa 

88.5 2.85 0.82 

85.9 7.85 0.19 

71.2 6.6 0.58 

1.00 0.03 0.91 
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nd gender are essential variables in the course of SARS-COV-2 dis- 

ase. Cardiovascular disease, endocrine system disease, and respi- 

atory system disease are the three most common chronic diseases 

oexisting. While imaging (CT) devices can follow the course of the 

isease, access to treatment is often difficult for COVID-19 patients. 

pplying to health centers in case of home quarantine and specific 

ymptoms makes it difficult to monitor the course of the disease 

ith imaging devices. Therefore, the steps to be followed in the 

arly course of the disease are of vital importance. In the current 

tudy, we developed an early diagnosis and treatment method by 

lassifying the effects of age, gender, chronic diseases, and some 

nzymes on the course of COVID-19 using artificial intelligence ap- 

roaches. 

The study conducted by Ahamad et al. (2020) [26] employed a 

achine learning model to identify early-stage symptoms of SARS- 

ov-2 infected patients. They developed and tested a range of ma- 

hine learning approaches and found the most significant clinical 

OVID-19 predictive features were (in descending order): lung in- 

ection, cough, pneumonia, runny nose, travel history, fever, iso- 

ation, age, muscle soreness, diarrhea, and gender. Their models 

redicted the stage of COVID-19 based on necessary patient infor- 

ation (age and gender), travel and isolation, and clinical symp- 

oms (including fever, cough, and runny nose, and pneumonia). 

imilarly, the study of Banerjee et al. (2020) [27] used machine 

earning and artificial intelligence to forecast SARS-CoV-2 infection 

rom full blood counts in a population. The authors mentioned the 

ultiple independent models (statistical, random forest, and shal- 

ow learning) that can predict SARS-COV-2 with an AUC of up to 

6% for community and 95% for regular ward patients, using only 

ata collected from their normalized full blood counts. This situa- 

ion provides an initial screen of SARS-CoV-2 positive from nega- 

ive using biomarkers at an early stage in the disease presentation. 

his screen has been conducted on a set of data based on severity 

udged by the location of the patient in hospital (admitted to the 

egular ward compared to not admitted to hospital; ICU patients 

ere excluded). Hence the models can distinguish from altered 

lood profiles in patients who were later diagnosed with other 

athogens. In another paper, Brunese et al. (2020) [25] have sug- 

ested the adoption of deep learning for the detection of COVID- 

9 from X-rays to provide a fully automated and faster diagnosis. 

his experimental research study of 6,523 chest X-rays belonging 

o various institutions demonstrated the feasibility of the method 

roposed, with an average time of approximately 2.5 seconds for 

OVID-19 detection and an average accuracy of 0.97. 

Based on biological criteria, Albari et al. (2020) [28] proposes a 

escue framework for the transfusion of the best CP to the most 

ritical patients with COVID-19 by using machine learning and 

ovel multi-criteria decision-making approaches. They recommend 

hat an intelligence-integrated concept is suggested to classify the 

ost suitable convalescent plasma for corresponding COVID-19 

riority patients to help doctors accelerate treatment. Consider- 

ng another study of artificial intelligence, Pereira et al. (2020) 

29] used only chest X-ray images to classify pneumonia caused by 

OVID-19 from other forms and even from healthy lungs. In the 

ierarchical classification scenario, the proposed solution tested 

n RYDLS-20 obtained a macro-average F1-Score of 0.65 using a 

ulti-class solution and an F1-Score of 0.89 for the COVID-19 iden- 

ification. In an unbalanced setting of more than three classes, the 

op identification rate obtained in this paper is the best nominal 

ate obtained for COVID-19 identification. 

Several studies have been reported examining death outcomes 

rom the COVID-19 pandemic in the past few months. In a study 

ublished in recent months, researchers aim to define baseline 

haracteristics that predispose patients with COVID-19 to death in 

he hospital and evaluates retrospective analysis of 3,894 SARS- 

oV-2 infected patients from 19 February to 23 May 2020 at 30 
7 
ealth centers across Italy. Random forest and Cox survival analysis 

re used for the specified prediction. After all, in a broad cohort of 

nselected patients with COVID-19, admitted to 30 separate clini- 

al centers across Italy, impaired renal function, elevated C-reactive 

rotein, and advanced age are significant predictors of in-hospital 

eath [30] . Different regressor machine learning models are pro- 

osed in another work to extract the relationship between differ- 

nt factors and the COVID-19 spreading rate. By extracting the re- 

ationship between the number of reported cases and the weather 

ariables in some regions, the machine learning algorithms used in 

he work estimate the effect of weather variables such as temper- 

ture and humidity on the transmission of COVID-19. From the ex- 

erimental results, the researchers demonstrate that weather vari- 

bles are more important in predicting the mortality rate, and 

hus, that temperature and humidity are essential characteristics 

or predicting the mortality rate of COVID-19 [31] . In order to find 

ssociations between these habits and the mortality rates caused 

y COVID-19 in another study, the eating habits of 170 countries 

re analyzed using machine learning techniques that group coun- 

ries together according to the different distributions of fat, energy, 

nd protein across 23 different types of food. The findings of the 

tudy show that obesity and high fat consumption occur in coun- 

ries with the highest fat rate, while in countries with the lowest 

at rate, higher cereal intake is correlated with a lower overall av- 

rage intake [32] . 

Unlike the previously mentioned studies, our work presents a 

ovel direction via the proposed model XGBoost, which attained 

he highest rate of predictive value, and the study outcomes can 

uide the related parties via the certain parameters so that the in- 

ividuals can take the prompt measures and access to preventative 

ealth care service before getting infected by the COVID-19. Be- 

ides, our study successfully advocates the implementation of ma- 

hine learning and deep learning in a thorough data mining con- 

ext for the classification of survivability for people afflicted with 

OVID-19. 

In brief, the SARS-COV-2 virus, which is effective worldwide, 

s very severe in people over 60 with chronic diseases. During 

he treatment process, the first amnesia is taken in patients with 

he disease, and the patient is examined. Vital signs are exam- 

ned (heart rate, rhythm, respiratory rate, blood pressure, body 

emperature, and oxygen saturation are checked if the conditions 

re appropriate). The individual is admitted to the relevant service 

y providing respiratory support and circulatory support, and his 

xaminations and chest radiography (CT) are taken. All of these 

rocesses are long, tiring, and risky processes. Due to the rapid 

pread of the virus in society and the rapid increase in the emer- 

ency density in the health center, it is necessary to take new and 

arly measures in the fight against the virus. In our study, the pro- 

osed model (XGBoost) achieved the best prediction of death sta- 

us based on the factors as compared to the other algorithms. The 

esults of this study can guide patients with certain variables to 

ake early measures and access preventive health care services be- 

ore they become infected with the virus. 
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