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Abstract
The need for healthcare equipment has increased due to the COVID-19 outbreak. Forecasting of these demands allows states 
to use their resources effectively. Artificial intelligence-based forecasting models play an important role in the forecasting 
of medical equipment demand during infectious disease periods. In this study, a deep model approach is presented, which is 
based on a multilayer long short-term memory network for forecasting of medical equipment demand and outbreak spreading, 
during the coronavirus outbreak (COVID-19). The proposed model consists of stages: normalization, deep LSTM networks 
and dropout-dense-regression layers, in order of process. Firstly, the daily input data were subjected to a normalization pro-
cess. Afterward, the multilayer LSTM network model, which was a deep learning approach, was created and then fed into a 
dropout layer and a fully connected layer. Finally, the weights of the trained model were used to predict medical equipment 
demand and outbreak spreading in the following days. In experimental studies, 77-day COVID-19 data collected from the 
statistics data put together in Turkey were used. In order to test the proposed system, the data belonging to last 9 days of this 
data set were used and the performance of the proposed system was calculated using statistical algorithms, MAPE and R2. 
As a result of the experiments carried out, it was observed that the proposed model could be used to estimate the number of 
cases and medical equipment demand in the future in relation to COVID-19 disease.
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1  Introduction

Clusters of pneumonia, for which some local health insti-
tutions in China do not have clear information about the 
cause, have been on the world agenda since December 
2019 [1]. After the first findings were obtained, the World 
Health Organization (WHO) was warned by Chinese offi-
cials regarding this pneumonia patient group. At the begin-
ning of the 2020, Chinese officials pointed at a new coro-
navirus as the cause of pneumonia [2]. When it came to 
December 2020, it was confirmed that there were 70 million 

confirmed cases of COVID-19 and 1.6 million deaths world-
wide (covid19.who.int). These high numbers put pressure on 
public policy-makers and health sector managers.

It is now seen that the virus, of which human-to-human 
transmission is unpreventable, causes various diseases and 
deaths. Studies on related diseases, public health policies 
and containment mechanisms continue. Countries endeavor 
to ensure that hospitals can respond to the demands for 
healthcare services by preventing the rapid rising of infec-
tions through different quarantine practices. In a possible 
worse scenario, it is anticipated that healthcare institutions 
may not be able to respond to patients’ demands for health-
care services if the number of COVID-19 patients increases. 
When the infection rates, too, are taken into consideration, 
it is important that the health capacities of the countries are 
used effectively and the need for the equipment required for 
the medical infrastructure is predictable. It is suggested that 
public health strategies be developed in this regard [3].

Recent experiences in Italy have also revealed the high 
demand for intensive care equipment in the event of a peak 
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of the outbreak [4]. It is known that COVID-19 patients have 
a 5% intensive care ratio [5]. Due to the effect of COVID-19 
on the airways, the ventilators and intensive care beds are 
often at the forefront of medical equipment in demand. The 
reason is that the absence of the equipment in question causes 
patient deaths due to insufficiency of health care [6, 7]. In this 
study, the demand for healthcare equipment and the number of 
patients during the course of the pandemic are attempted to be 
estimated through deep learning methods. It is seen that there 
is a limited number of studies in the literature with regard 
to the subject. In the studies conducted, mathematical and 
statistical methods were frequently used as demand forecast-
ing method [8, 9]. However, there are serious disagreements 
regarding the use of mathematical methods [10]. This study 
contributes to the literature, especially with the increasing 
demand for medical equipment due to COVID-19 and the use 
of deep learning methods to predict the number of patients.

Recently, several studies based on machine learning have 
been conducted using the regression algorithms, in relation 
to the COVID-19 outbreak. Many of these studies were car-
ried out for forecasting of COVID-19 cases. Out of these 
studies; Hu et al. [11] proposed a modified stacked autoen-
coder to real-time forecast the confirmed cases of Covid-19 
in China. The experimental studies showed that the accu-
racy of the AI-based methods used for forecasting of the 
outbreak of COVID-19 was high. Ceylan [12] presented a 
model to predict the epidemiological COVID-19 prevalence 
in Italy, Spain and France, the most affected countries of 
Europe. This model included ARIMA models, which were 
formulated with different ARIMA parameters. In experi-
mental studies, they used the prevalence data of COVID-
19 from February 21, 2020, to April 15, 2020. According 
to the results obtained, the lowest MAPE values for Italy, 
Spain, and France were calculated as 4.75%, 5.84%, and 
5.63%, respectively. Torrealba-Rodriguez et al. [13] evalu-
ated the performances of Gompertz model, logistic model 
and artificial neural network for prediction of COVID-19 
outbreak in Mexico. The experimental results show that per-
formance (R2) of the Gompertz, logistic and artificial neural 
networks models was obtained as 99.98%, 99.96%, 99.99%, 
respectively. Parbat and Chakraborty [14] used support vec-
tor regression model to predict the total number of deaths, 
recovered cases, cumulative number of confirmed cases and 
number of daily cases in India. This model achieved above 
97% accuracy for predicting deaths, recoveries, cumulative 
number of confirmed cases and 87% accuracy for predict-
ing daily new cases. Similar to all these studies, Ribeiro 
et al. [15] and Utkucan and Tezcan [16] conducted studies 
that were based on machine learning for forecasting of the 
COVID-19 cumulative confirmed cases.

In this paper, a novel hybrid scheme for forecasting of 
demand for medical equipment and outbreak spreading of 
COVID-19 disease is presented. The proposed model uses 

a multilayer LSTM network to effectively forecast the num-
ber of respiratory equipment and intensive care bed needed 
due to COVID19 pandemic. The input layer of the system 
proposed is fed with COVID-19 data belonging to the first 
68 days of occurrence in Turkey. Normalization process 
was applied to these data and then fed into different LSTM 
layers, and the LSTM layers were then sequentially con-
nected to each other. After the last LSTM layer, the sys-
tem proposed was trained by adding a dropout layer, a fully 
connected layer and a regression layer. Then, the proposed 
model based on trained weights was tested using the last 
9 days of data. According to results obtained from in exper-
imental studies, it was observed that the proposed model 
would yield a high success ratio for forecasting of the medi-
cal equipment demand and the number of COVID-19 cases.

The study continues with a second section, where mate-
rials and methods are presented. The proposed forecasting 
model is presented in the third section, while the findings 
based on the experimental studies are given in the fourth sec-
tion. Finally, the study is concluded with Conclusion section.

2 � Materials and methods

2.1 � Dataset

The dataset used in this study consists of confirmed COVID-
19 data that occurred in Turkey from March 27, 2020, up 
until June 11, 2020. This dataset was extracted from the 
Web site (https​://covid​19.sagli​k.gov.tr/) belonging to Health 
Ministry of Turkey. The dataset included number of inten-
sive care patients and intubated patients as well as confirmed 
daily cases. In addition, a sample for the data available in the 
dataset is illustrated in Table 1.

During the experimental studies for intensive care 
patients and intubated patients, data for the first 68 days in 
the dataset were used for the purpose of training, whilst the 
remaining data for the last 9 days were used in testing the 
network model proposed. In addition, for confirmed daily 

Table 1.   Eight-day data belonging to COVID19 disease

Date Number of cases Total number of 
intensive care 
patients

Total number 
of intubated 
patients

March 27, 2020 2069 344 241
March 28, 2020 1704 445 309
March 29, 2020 1815 568 394
March 30, 2020 1610 725 523
March 31, 2020 2704 847 622
April 01, 2020 2148 979 692
April 02, 2020 2456 1101 783
April 03, 2020 2786 1251 867

https://covid19.saglik.gov.tr/
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cases, the first 84 days in the dataset were used for training, 
whilst the last 9 days were used in testing.

2.2 � Long short‑term memory network

The long short-term memory was proposed by Hochreiter 
and Schmidhuber as a type of recurrent neural network 
(RNN) architecture for modeling sequential data [17]. RNN 
architecture is based on analyzing information in input data, 
taking into account the values of the previous output. The 
working principle of LSTM architecture is based on long-
term information reminder approach. This architecture 
contains hidden units, called memory cells. In general, the 
LSTM structure includes layers of forget, input and output 
gates. These layers determine whether an entry is significant 
and what information to delete or save [17–19]. The overall 
structure of the LSTM architecture is shown in Fig. 1.

As can be seen in Fig. 1, LSTM architecture consists of 
repetitive sequential blocks. The general processing steps of 
this architecture are as follows [18–21]:

1.	 Firstly, using the information xt and ht−1 , what informa-
tion is to be deleted from the cell state is decided. These 
operations are carried out using (ft) in Eq. (1) in the 
forget layer:

where sigmoid is used as the activation function. h, w 
and b refer to the output of the LSTM, the weight matrix 
and the bias vector, respectively.

2.	 The next step is to decide what new information to store 
on the cell state. First, the information is updated using 
the sigmoid function ( it ). Then, the tanh function is used 
for candidate values that will generate new information 
( Ct ). These operations are formulated by Eqs. (2) and (3):

(1)ft = �
(
wf xt + wf ht−1 + bf

)

(2)it = �
(
wixt + wiht−1 + bi

)

Then, new information is created using Eq. (4):

3.	 In the last step, output data are decided using Eqs. (5) 
and (6) for the output layer:

2.3 � ADAM algorithm

ADAM (Adaptive Moment Estimation) [22] is a popular 
optimization method used in neural networks. This algo-
rithm is designed to combine the advantages of Adagrad and 
Rmsprop methods. The updating of w (weight) and b (bias) 
values using this algorithm is given in Eq. (7):

where vdw and vdb are the exponentially weighted average of 
past gradients and gradients square history, respectively. In 
addition, � and � represent the learning rate, and the fixed 
value assigned to prevent the learning coefficient from being 
divided by 0, respectively [22–24].

3 � Proposed forecasting model

This section describes model proposed for forecasting of 
the demand for medical equipment as well as the number of 
cases in COVID19 disease. The proposed model consists of 
three main steps, normalization, multilayer LSTM network 
and dropout-dense-regression layers.

These steps are as follows:

1.	 In order to facilitate the calculations in the training, we 
applied the normalization process in input data. The max–
min method was used for the normalization process.

2.	 The normalized data are fed into the multilayer LSTM 
network, and the LSTM layers are, then, sequentially 
connected to each other.

3.	 Following the processes in the last LSTM layer, dropout 
layer and dense layer are employed for the training of the 
proposed system.

4.	 Finally, using the trained weights of the test data, fore-
casting of the number of Intensive Care Beds, the num-
ber of Respiratory Equipment and the number of cases 
was performed.

(3)Ct = tanh
(
wcxt + wcht−1 + bc

)

(4)Ct = Ct−1 ∗ ft + it ∗ C̃t

(5)ot = �
(
woxt + woht−1 + bo

)

(6)ht = ot ∗ tanh
(
ct
)

(7)w ← w − �
vdw

√
sdw + �

b ← b − �
vdb

√
sdb + �

Fig. 1   LSTM structure
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 A general representation of the working principle of the 
above-mentioned proposed model is presented in Fig. 2.

In this paper, an experimental study was carried out for 
the individual estimation of the number of intensive care 
beds, the number of respiratory equipment and number of 
cases using the proposed system. For this purpose, the total 
number of intensive care patients was used to estimate the 
number of Intensive Care Beds. Similarly, the total number 
of intubated patients used for the estimation of the number 
of respiratory equipment is fed as the input in the system.

In the training phase of the proposed method, the number 
of hidden units in the LSTM layers was set in the range of 
[5 100]. The training parameters and values are presented 
in Table 2.

Considering the parameters given in Table 2, the number 
of epochs was set in the range of [10, 100] with a step size 
of 5 and the batch sizes of 8, 16 and 24 were used. The 
“ADAM” optimization algorithm was used in the training 
of the LSTM network.

4 � Experimental studies

The experimental studies were performed using MATLAB 
2019b software on a computer with an Intel Xeon Silver 
2.19 GHz processor, NVDIA P4000 Quadro GPU card and 
32 GB RAM. In this study, the performance metrics used for 
the analysis of the experimental studies are the mean absolute 
percentage error (MAPE) and R2 values. The mathematical 

equations for each of these metrics are given in Eqs. (8) and 
(9):

where Xi is the actual value, Xi is the mean value of the 
actual value,Pi is the predicted value, Pi is the mean value 
of predicted value and N is the size of the dataset.

In this paper, performance measures of proposed model 
for forecasting of the medical equipment demand, and num-
ber of cases in COVID19 disease were calculated. The results 
obtained from these experimental studies are detailed below.

(8)R2 =

�∑N

i=1

�
Xi − Xi

��
Pi − Pi

��2

∑N

i=1

�
Xi − Xi

�2 ∑N

i=1

�
Pi − Pi

�2

(9)MAPE =
100

N

N∑

i=1

||Xi − Pi
||

||Xi
||

Fig. 2   The operation principle of the proposed system

Table 2   Training parameters 
and values

Parameter Value

Initial learning rate 0.001
Learn rate schedule Piecewise
Learn drop period 100
Learn drop factor 0.001
Gradient threshold 2
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4.1 � Forecasting of number of cases

In this section, the forecast values of the multilayer LSTM-
based model proposed for the number of COVID-19 cases 
are calculated. For this purpose, the number of cases in a 
93-day period was used. The figures in the first 84 days of 
this period were used for training and the last 9 days for 
testing. Performance measures obtained from these experi-
mental studies are presented in Table 3.

In Table 3, MAPE and R2 values based on the predicted 
and actual number of cases are given. When the predictions 
made are analyzed, the number of cases was predicted, by 
the model proposed, to be 931 for June 10, where the actual 
number of cases is 922, and MAPE value of 0.99% was 
obtained. Other estimates are included in Table 3. Based on 
these results, the forecasting results of the last 9 days are 
observed to be very close to the real values. In addition, the 
best estimates were made for cases on date: June 4, June 5, 
June 7 and June 10. In conclusion, MAPE and R2 values were 
obtained as 4.8% and 99.72%, respectively, on average using 
the model proposed for COVID19 case estimation. The time 
graph showing the forecasting of the values with the test data 
by means of the proposed model is given in Fig. 3.

Figure 3 shows the actual values of the test data between 
June 3–June 11 and the values estimated by the proposed 
model. As far as Fig. 3a is concerned, it is observed that 
the forecast values of the model proposed exhibit approxi-
mately the same tendency compared to the actual values. In 
addition, the forecasting results appear to be very close to 
actual values. On the other hand, Fig. 3b shows the number 
of residual errors between the actual values and the esti-
mated values of the proposed model. According to these 
results, June 11 is the day in which the model proposed has 
the highest number of errors. The relationship between the 
84-day data used for raw training and the forecast values of 
the model proposed for the last 9 days is presented in Fig. 4.

The training phase of the proposed LSTM network-based 
model for forecasting of number of cases was ended after 

300 iterations. In addition, batch size, the first layer and the 
second layer of the LSTM network achieved the best perfor-
mance using the values of 16, 30 and 10, respectively.

4.2 � Forecasting of intensive care bed number

In this section, the forecast values of the multilayer LSTM-
based model proposed for the number of intensive care beds 
are calculated. For this purpose, the total number of inten-
sive care patients in a 77-day period was used. The figures 
in the first 68 days of this period were used for training and 
the last 9 days for testing. Performance measures obtained 
from these experimental studies are presented in Table 4.

In Table 4, MAPE and R2 values based on the predicted 
and actual number of intensive care beds are given. When the 
predictions made are analyzed, the number of intensive care 
beds was predicted, by the model proposed, to be about 612 

Table 3   Performance results (%) of model proposed for forecasting of 
case numbers

Date Test Prediction MAPE R2

June 3, 2020 867 926.44 6.42 99.55
June 4, 2020 988 961.05 2.80 99.92
June 5, 2020 930 963.52 3.48 99.88
June 6, 2020 878 957.64 8.32 99.31
June 7, 2020 914 950.38 3.82 99.85
June 8, 2020 989 943.46 4.83 99.77
June 9, 2020 993 937.11 5.96 99.64
June 10, 2020 922 931.25 0.99 99.99
June 11, 2020 987 925.72 6.62 99.56
Average values 4.80 99.72

Fig. 3   Forecasting results of proposed model and actual values for 
number of COVID-19 cases

Fig. 4   Forecasting values of model proposed and training values for 
number of COVID-19 cases
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for June 7, where the actual number of intensive care beds is 
613, and MAPE value of 0.13% was obtained. Other estimates 
are included in Table 4. Based on these results, the forecast-
ing results of the last 9 days are observed to be very close to 
the real values. In addition, the best estimates were made for 
intensive care beds on date: June 3, June 7, June 8 and June 10. 
In conclusion, MAPE and R2 values were obtained as 2.89% 
and 99.90%, respectively, on average using the model proposed 
for COVID19 intensive care bed estimation. The time graph 
showing the forecasting of the values with the test data by 
means of the proposed model is given in Fig. 5.

Figure 5 shows the actual values of the test data between 
June 3–June 11 and the values estimated by the proposed 
model. As far as Fig. 5a is concerned, it is observed that 
the forecast values of the model proposed exhibit approxi-
mately the same tendency compared to the actual values. In 
addition, the forecasting results appear to be very close to 
actual values. On the other hand, Fig. 5b shows the number 
of residual errors between the actual values and the esti-
mated values of the proposed model. According to these 
results, June 9 is the day in which the model proposed has 
the highest number of errors. The relationship between the 
67-day data used for raw training and the forecast values of 
the model proposed for the last 9 days is presented in Fig. 6.

The training phase of the proposed LSTM network-based 
model for forecasting of number of intensive care beds was 
ended after 500 iterations. In addition, batch size, the first layer 
and the second layer of the LSTM network achieved the best 
performance using the values of 16, 20 and 10, respectively.

4.3 � Forecasting of respiratory equipment number

In this section, the forecast values of the multilayer LSTM-
based model proposed for the number of respiratory equip-
ment are calculated. For this purpose, the total number of 
intubated patients in a 77-day period was used. The figures 
in the first 68 days of this period were used for training and 

the last 9 days for testing. Performance measures obtained 
from these experimental studies are presented in Table 5.

In Table 5, MAPE and R2 values based on the predicted 
and actual number of respiratory equipment are given. When 
the predictions made are analyzed, the number of respira-
tory equipment was predicted, by the model proposed, to 
be about 264 for June 11, where the actual number of res-
piratory equipment is 266, and MAPE value of 0.69% was 
obtained. Other estimates are included in Table 5. Based 
on these results, the forecasting results of the last 9 days 
are observed to be very close to the real values. In addi-
tion, the best estimates were made for respiratory equip-
ment on dates: June 5, June 6, June 7  and June 11. In con-
clusion, MAPE and R2 values were obtained as 2.65% and 

Table 4   Performance results (%) of model proposed for forecasting of 
intensive care bed number

Date Test Prediction MAPE R2

June 3, 2020 612 626.98 2.39 99.94
June 4, 2020 602 620.76 3.05 99.91
June 5, 2020 592 616.29 3.94 99.84
June 6, 2020 591 613.48 3.66 99.87
June 7, 2020 613 612.20 0.13 100
June 8, 2020 625 612.34 2.06 99.96
June 9, 2020 642 613.71 4.61 99.79
June 10, 2020 631 616.17 2.40 99.94
June 11, 2020 643 619.57 3.78 99.86
Average values 2.89 99.90

Fig. 5   Forecasting results of proposed model and actual values for 
number of COVID-19 intensive care beds

Fig. 6   Forecasting values of model proposed and training values for 
number of COVID-19 intensive care beds
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99.90%, respectively, on average using the model proposed 
for COVID19 respiratory equipment estimation. The time 
graph showing the forecasting of the values with the test data 
by means of the proposed model is given in Fig. 7.

Figure 7 shows the actual values of the test data between 
June 3 and June 11and the values estimated by the pro-
posed model. As far as Fig. 7a is concerned, the forecasting 
results appear to be very close to actual values. On the other 
hand, Fig. 7b shows the number of residual errors between 
the actual values and the estimated values of the proposed 
model. According to these results, June 3 is the day in which 
the model proposed has the highest number of errors. The 
relationship between the 67-day data used for raw training 
and the forecast values of the model proposed for the last 
9 days is presented in Fig. 8.

The training phase of the proposed LSTM network-based 
model for forecasting of number of respiratory equipment 
was ended after 200 iterations. In addition, batch size, 
the first layer and the second layer of the LSTM network 
achieved the best performance using the values of 8, 10 and 
5, respectively.

5 � Discussion

In this paper, a multilayer long short-term memory network 
model is proposed for forecasting of medical equipment 
demand and outbreak spreading, during the coronavirus out-
break (COVID-19). To test the proposed approach, a data-
set containing information on the number of intensive care 
patients and intubated patients as well as confirmed daily 
COVID-19 cases occurring in Turkey was used. Experimen-
tal studies were carried out independently for each of these 
three parameters. In the experimental studies carried out, 
MAPE and R2 values were used to evaluate the performance 
of the proposed model. Among these values, MAPE is a 
statistical method more widely accepted in the literature. 

MAPE values are classified as “Highly Accurate”, “Accu-
rate”, “Acceptable”, and “Inaccurate”, if they are below 
10%, between 10 and 20%, between 20 and 50%, and over 
50%, respectively [25, 26]. According to the results obtained 
from the experimental studies carried out in this study,

•	 MAPE and R2 values for forecasting of case numbers 
were 4.8% and 99.72%, respectively.

•	 MAPE and R2 values for forecasting of intensive care bed 
numbers were 2.89% and 99.90%, respectively.

•	 MAPE and R2 for forecasting of respiratory equipment 
numbers were 3.29% and 99.85%, respectively.

Based on the results given above, the MAPE values of the 
model proposed for all three parameters are below 10%. 
This clearly illustrates that the proposed model is highly 
accurate. In addition, the proposed model performs well for 

Table 5   Performance results (%) of model proposed for forecasting of 
respiratory equipment number

Date Test Prediction MAPE R2

June 3, 2020 261 278.72 6.35 99.60
June 4, 2020 265 274.77 3.55 99.87
June 5, 2020 269 271.79 1.02 99.99
June 6, 2020 264 269.50 2.04 99.96
June 7, 2020 274 267.50 2.33 99.95
June 8, 2020 261 266.42 2.03 99.96
June 9, 2020 281 265.42 5.86 99.66
June 10, 2020 280 264.49 5.78 99.67
June 11, 2020 266 264.17 0.69 100
Average values 3.29 99.85

Fig. 7   Forecasting results of proposed model and actual values for 
number of COVID-19 respiratory equipment

Fig. 8   Forecasting values of model proposed and training values for 
number of COVID-19 respiratory equipment
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the prediction of intensive care bed number, whereas the 
forecasting of the number of confirmed cases resulted in a 
weaker performance than that of other methods.

In this study, the multilayer LSTM network proposed for 
forecasting of the medical equipment demand and the number 
of cases in COVID-19 outbreak was compared with tradi-
tional prediction methods. In accordance with this purpose, 
we used prediction methods such as AR, ARIMA, SVM, 
decision tree and linear regression. MAPE values obtained 
from these experimental studies are given in Table 6.

As can be understood from Table 6, the MAPE value of the 
model proposed in the current study is observed to be more 
successful than those of the traditional prediction methods 
for forecasting of case numbers, intensive care bed numbers, 
respiratory equipment number. In addition, while the average 
best MAPE values among traditional prediction methods were 
obtained with the SVM and ARIMA method, the average worst 
MAPE value was achieved with the linear regression method.

When the studies carried out on the COVID-19 outbreak in 
the literature are considered, the studies in [11–13, 15, 16, 27, 
28] are focused on forecasting of confirmed cases, the stud-
ies in [14, 29] are focused on forecasting of the numbers of 
confirmed cases, recovered cases and deaths, and the study in 
[30] is focused on forecasting of the number of deaths. In these 
studies, machine learning-based regression methods such as 
ARIMA model, support vector regression and artificial neural 
network were used. Contrary to all previous studies, in this 
study, the forecasting of demand for medical equipment as 
well as the number of cases was performed. This has made a 
significant contribution in determining needs of the countries 
for intensive care beds and respiratory equipment during the 
COVID-19 outbreak in the future. In addition, in spite of the 
fact that the numbers of confirmed cases and the deaths were 
attempted to be forecast through LSTM network in the studies 
[31–34], the LSTM network has been used in this study, for 
the first time, to forecast the number of intensive care beds and 
respiratory equipment. This study is believed to be a pioneer to 
the future studies to be carried out on forecasting of demands 
for medical equipment.

The advantages and limitations of the multilayer LSTM-
based model proposed are as follows:

Advantages:

•	 This paper is one of the first studies carried out on fore-
casting of demand for medical equipment.

•	 The multilayer long short-term memory network model 
proposed reduces the training complexity of operations.

•	 Best parameters were selected to make forecast based on 
LSTM network.

•	 The proposed model has high forecasting potential other 
prediction methods.

Limitations:

•	 Insufficient data on the COVID-19 outbreak.
•	 Finding optimal parameters of LSTM network.
•	 Showing the variability of daily data according to the 

policies of the countries.

6 � Conclusion

Demand for healthcare equipment increases due to infectious 
diseases. Forecasting of these increasing demands allows coun-
tries to plan and manage their resources effectively. For this 
purpose, statistical and artificial intelligence-based forecasting 
models play an important role for the prediction of increased 
demand for medical equipment during infectious disease peri-
ods. In this study, a deep learning approach based on deep 
long short-term memory network is proposed for forecasting 
of the medical equipment demand and the number of cases in 
COVID-19 outbreak. The system proposed uses a normali-
zation layer, a multilayer LSTM network, a dropout layer, a 
fully connected layer and a regression layer. The model trained 
with the proposed system is used for forecasting the number 
of intensive care beds, the number of respiratory equipment 
and the number of cases in the days to come. To verify the 
validity of the proposed system, a dataset containing 77-day 
COVID-19 data was used: 68 days for training and 9 days for 
testing. The experimental results showed that the model pro-
posed for the forecasting of the number of intensive care beds, 
the number of respiratory equipment, and the number of cases 
yielded MAPE values of (2.89%, 3.29%, 4.80%) and R2 values 
of (99.90%, 99.85%, 99.72%), respectively.

In this paper, the current state of COVID-19 outbreak 
in Turkey is presented, and extensive experimental studies 
were carried out on the forecasting of the medical equip-
ment demand during the course of the outbreak. To the best 
knowledge of the authors, this study is one of the first studies 
to apply deep learning based methods on the LSTM network 
for the forecasting of the number of intensive care beds, 
the number of respiratory equipment, and the number of 

Table 6   Comparison of traditional prediction methods with proposed 
model

Case 
numbers 
(%)

Intensive care 
bed numbers 
(%)

Respiratory equip-
ment number (%)

AR 17.25 5.03 8.82
ARIMA 12.57 5.53 7.96
SVM 14.01 5.25 5.73
Decision tree 15.17 8.92 6.11
Linear regression 23.76 14.56 13.55
Proposed model 4.8 2.89 3.29
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COVID-19 cases in Turkey. In addition, the model proposed 
is believed to help the Turkish government monitor the cur-
rent situation and identify the medical equipment needs.

In future works, the authors are planning to use the mul-
tiobjective optimization methods to optimize the parameters 
of the LSTM network used in the system proposed. In addi-
tion, data augmentation methods for small data and other 
regression algorithms will be investigated.
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