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ABSTRACT QT prolongation, due to lengthening of the action potential duration in the ventricles, is a major risk factor of lethal
ventricular arrhythmias. A widely known consequence of QT prolongation is the genesis of early afterdepolarizations (EADs),
which are associated with arrhythmias through the generation of premature ventricular complexes (PVCs). However, the vast
majority of the EADs observed experimentally in isolated ventricular myocytes are phase-2 EADs, and whether phase-2
EADs are mechanistically linked to PVCs in cardiac tissue remains an unanswered question. In this study, we investigate the
genesis of PVCs using computer simulations with eight different ventricular action potential models of various species. Based
on our results, we classify PVCs as arising from two distinct mechanisms: repolarization gradient (RG)-induced PVCs and
phase-2 EAD-induced PVCs. The RG-induced PVCs are promoted by increasing RG and L-type calcium current and are insen-
sitive to gap junction coupling. EADs are not required for this PVC mechanism. In a paced beat, a single or multiple PVCs can
occur depending on the properties of the RG. In contrast, phase-2 EAD-induced PVCs occur only when the RG is small and are
suppressed by increasing RG and more sensitive to gap junction coupling. Unlike with RG-induced PVCs, in each paced beat,
only a single EAD-induced PVC can occur no matter how many EADs in an action potential. In the wide parameter ranges we
explore, RG-induced PVCs can be observed in all models, but the EAD-induced PVCs can only be observed in five of the eight
models. The links between these two distinct PVC mechanisms and arrhythmogenesis in animal experiments and clinical set-
tings are discussed.
SIGNIFICANCE QT prolongation promotes early afterdepolarizations (EADs) in the single cell and ventricular
arrhythmias in the heart. It is widely accepted that EADs can propagate in tissue to generate premature ventricular
complexes (PVCs) as arrhythmia triggers, but there is little experimental evidence to support this. Here, we used computer
simulations of different ventricular action potential models of various species to investigate the genesis of PVCs and the
mechanistic links between EADs and PVCs. We identified two mechanisms of PVCs: repolarization-gradient-induced
PVCs and EAD-induced PVCs, which exhibit distinctly different behaviors. The mechanistic insights from our study provide
a better understanding of the links between QT prolongation, EADs, and arrhythmogenesis, which may help to identify
effective therapeutic targets.
INTRODUCTION

Early afterdepolarizations (EADs) are abnormal depolariza-
tions during the plateau or repolarizing phase of an action
potential (AP) in cardiac myocytes (1–3). EADs have
been widely demonstrated experimentally in single cells
and tissue and thus are considered a major cause of arrhyth-
mias (4–9), particularly in long QT syndrome (LQTS) and
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heart failure. It has been hypothesized that EADs cause ar-
rhythmias via the following three scenarios: 1) lengthening
AP duration (APD) regionally to result in a tissue substrate
for unidirectional conduction block and thus the formation
of reentry, 2) resulting in premature ventricular complexes
(PVCs) that serve as triggers for reentry formation, and 3)
causing repetitive firings to result in sustained focal arrhyth-
mias. In the latter two scenarios, the PVCs or the focal ar-
rhythmias are believed to be triggered by EADs or result
from EAD propagation in tissue. In other words, similar
to normal AP propagation (10–14), it is believed that
EADs can also propagate from the EAD-prone region to a
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Genesis of Premature Ventricular Complex
normal region as long as the source-sink effect is favorable.
Although this paradigm is widely accepted, little experi-
mental evidence is available to support it, and the exact
mechanistic links between EADs and PVCs have not been
well established.

In early experimental studies, two distinct types of
EADs were observed in Purkinje fibers (15–18). For
example, Damiano and Rosen (15) showed that in isolated
canine Purkinje fibers, at an extracellular potassium (Kþ)
concentration of 4 mM, EADs occurred at membrane po-
tentials of �3 to �30 mV, with amplitudes being
2–30 mV. Because these EADs occurred during phase 2
of the APs, they are called phase-2 EADs. At a Kþ concen-
tration of 2 mM, EADs occurred at much more negative
membrane potentials (�50 to �70 mV) with larger ampli-
tudes. These EADs are called phase-3 EADs because they
occurred during phase 3 of the APs. Damiano and Rosen
observed that the phase-2 EADs did not induce triggered
APs (aka PVCs), whereas the phase-3 EADs did. Other
experimental studies of Purkinje fibers also show similar
observations (19,20).

Experimental studies in ventricular tissue have also been
carried out to link phase-2 EADs with PVCs. Yan et al.
(21,22), using rabbit and canine left ventricular wedge prep-
arations and microelectrode recordings, observed phase-2
EADs in the endocardial layer and triggered responses (aka
PVCs) in the epicardial layer in the same paced beat.
Although these studies provide direct evidence for the asso-
ciation between phase-2 EADs and PVCs, a causal link be-
tween phase-2 EADs and PVCs is still missing. Liu and
Laurita (23) also used a canine left ventricular wedge prepa-
ration and optical mappings and observed that ‘‘Interestingly,
the breakthrough site of triggered activity always occurred
where local repolarization gradients were largest, not where
APD was longest or shortest.’’ In other words, the triggered
beat did not originate from the region of the longest APD
(the M-cell or the endocardial region) where EADs are
more likely to occur. Other optical mapping studies (24,25)
have also shown similar results that the triggered beats al-
ways originate from the steep APD gradient region, not
from where APD is the longest. Although phase-2 EADs
were present in these studies, it cannot be established that
the triggered beats are caused by the phase-2 EADs based
on the recordings alone.

In addition to the experimental observations in Purkinje
fibers and ventricular tissue, another important observation
is that EADs observed in isolated ventricular myocytes are
almost exclusively phase-2 EADs, as detailed in our previ-
ous study (26). The EADs observed in computer simulations
of many AP models are also phase-2 EADs (see statistical
results in our previous study (26), as well as EADs shown
in many other computer simulations (27–31)). This raises
a key question: are phase-2 EADs causally linked to PVCs
in cardiac tissue? Answering this question is of great impor-
tance because it not only can reveal the mechanisms by
which PVCs arise but can also be helpful in identifying
novel therapeutic targets.

In a previous study (25), we used a rabbit ventricular AP
model to show that phase-2 EADs were either suppressed
or confined in heterogeneous tissue, and PVCs emerged in
tissue because of a tissue-scale dynamical instability caused
by the repolarization gradient (RG) and enhanced ICa,L. How-
ever, because that study’s conclusion was drawn only from a
rabbit ventricular AP model, it is not clear whether that result
is generalizable to other species or other AP models. More-
over, our previous study did not reveal whether or how
phase-2 EADs and PVCs are causally related. In this study,
we carried out simulations of single cells and one-dimen-
sional (1D) cables using ventricular AP models of different
species, including guinea pig, rabbit, canine, and human, to
investigate the mechanisms of PVCs and the causal links be-
tween EADs and PVCs under conditions of QT prolongation.
We simulated a total of eight AP models and scanned wide
ranges of parameters. Despite large differences in EAD and
PVC behaviors among the AP models, we can classify the
PVCs into two broad mechanisms: RG-induced PVCs and
phase-2 EAD-induced PVCs. The RG-induced PVCs are pro-
moted by increasing RG, whereas the EAD-induced PVCs
occur only when RG is small. Interestingly, phase-2 EADs
play almost no role in the first mechanism but are required
in the second mechanism. PVCs in the second mechanism
occur in narrow bands of parameters. We propose two sce-
narios of arrhythmogenesis based on the two mechanisms
of PVC genesis and discuss their implications for clinical
arrhythmias.
METHODS

AP models

The following ventricular APmodels were used in this study: 1) the 1994 Luo

andRudy (LRd) guineapigventricularAPmodel (32,33), 2) the 2004Shannon

et al. (SB) rabbit ventricularAPmodel (34), 3) the 2004Hund andRudy (HRd)

canine ventricular AP model (35), 4) the 2004 ten Tusscher et al. (TP04)

human epicardial ventricularAPmodel (36), 5) the 2010Grandi et al. (GB)hu-

man epicardial ventricular APmodel (37), 6) the 2011O’Hara et al. (ORd) hu-

man endocardial ventricular AP model (38), and 7) the 2019 Tomek et al.

(ToRORd) human endocardial ventricular AP model (39), which is modified

from the ORdmodel. The original codes for the AP models were downloaded

from the authors’websites and incorporated intoour ownCþþ andCUDAco-

des for simulation. For convenience,we have listed themaximumconductance

of the major currents in Table S1 and plotted the I/V curves for ICa,L in Fig. S1

for the sevenmodels we used in this study.We also simulated the simple 1991

Luo andRudy (LR1) guineapigventricularAPmodel (40) togainbettermech-

anistic insights for PVC genesis. To generate EADs in the LR1 model, we

modified the following time constants: td / 0.3td, tf / 0.5tf, and tx /
6tx. We set GK ¼ 1 mS/cm2 and GK1 ¼ 0.4 � 0.6047 mS/cm2 as control and

varied GK and Gsi to generate EADs and PVCs.
Single-cell model

Single-cell simulations were carried out for EADs. The governing ordinary

differential equation for voltage (V) is
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dV

dt
¼ � Iion þ Istim

Cm

; (1)

where Cm ¼ 1 mF/cm2 and Iion is the total ionic current density. Istim is the

stimulus current density, which is a short pulse. Repolarization failure (RF)
was defined if the voltage remains depolarized in the whole duration of the

simulation, which was 5 s.
1D cable model

1D cable simulations were carried out for the genesis of PVCs. The govern-

ing partial differential equation for voltage (V) in the 1D cable is

vV

vt
¼ � Iion þ Istim

Cm

þ D
v2V

vx2
; (2)

where D ¼ 0.0005 cm2/ms is the diffusion constant which gives rise to a

typical conduction velocity around 0.4 m/s, depending on the specific AP

model. Istim was the same as in the single-cell simulations. No-flux bound-

ary conditions were used. The length of the cable is 200 cells with the cell

length Dx ¼ 0.015 cm. RG was modeled by setting heterogeneous GKs or

GKr in the cable as detailed further below.
Initial conditions and pacing protocols

The initial condition is the same as in the original code of each model down-

loaded from the repository site of the original authors. The durations and

strengths of the stimulation pulses are also the same as in the original

code of each model. A single pacing stimulus was applied at t ¼ 100 ms

to elicit an AP to observe EADs and RF. For the 1D cable, all cells were

given the same initial conditions as those for the single-cell simulations.

A single pacing stimulus was applied simultaneously to all cells in the cable

at t¼ 100 ms to observe PVCs. The simulation duration for each simulation

(or parameter set) is 5 s for both single-cell and 1D cable simulations.

Note that the stimulus is applied simultaneously to all cells in the cable

instead of one end of the cable. The main reason is that to closely compare

the single-cell behaviors with the genesis of PVCs in the cable, the cells in

the cable are stimulated in the same way with the same initial conditions as

for the single cells. If the pacing is applied at one end, the cells in the cable

are stimulated via the diffusive current, which is different from the external

stimulus. Moreover, conduction in the cable results in different conditions

at the moments of excitation for different cells. On the other hand, the heart

is a three-dimensional (3D) organ in which the conduction is along one di-

rection, and the cells in the direction perpendicular to the direction of con-

duction are excited almost simultaneously, such as the cells in the

endocardial layer. Therefore, the simultaneous pacing protocol is physio-

logically relevant. Nevertheless, we compared pacing from one end with

simultaneous pacing, and the results only differ slightly (see Fig. S5).
LQTS conditions

We simulated three types of LQTS: LQTS type 1 (LQT1), LQTS type 2

(LQT2), and LQTS type 3 (LQT3). For LQT1, IKs was removed by setting

the maximum conductance GKs ¼ 0. For LQT2, IKr was removed by setting

the maximum conductance GKr ¼ 0. Note that these are the most extreme

conditions of LQTS, such as in the transgenic rabbit models of LQTS (41).

For LQT3, the late sodium current INaL was increased. For consistency, we

added the INaL formulation from the HRd model (35) to all models. The

maximum conductance GNaL ¼ 0.0065 mS/mF was used in the original

HRd model, and we increased GNaL by 10 times to GNaL ¼ 0.065 mS/mF

to model LQT3, which gives rise to a peak INaL between 1 and 1.5 pA/pF

depending on the specific AP model. The APs for control and under the

three LQTS conditions are shown in Fig. S2 for the seven AP models.
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Parameter settings

Besides altering the maximum conductance to model different LQTS con-

ditions, we also altered the maximum conductance of other ionic currents to

elicit EADs in the single cell and PVCs in the 1D cable. We used a to

denote the fold change of a parameter from its value in the original model.

For example, a(PCa) indicates that the maximum conductance of ICa,L is a-

fold of that in the original model, and thus, a(PCa) ¼ 1 corresponds to the

maximum ICa,L conductance being the control value.

We carried out two types of simulations. In the first type, we scanned

a(PCa) and a(GKr) (LQT1) or a(GKs) (LQT2 and LQT3) for EADs and

RF in the single cell (Fig. 1) and PVCs in the 1D cable (Fig. 2). The 1D ca-

ble (see Fig. 2H) was divided into two equal regions (100 cells each), a long

APD region and a short APD region, by setting GKs (LQT2 and LQT3) or

GKr (LQT1) differently in the two regions. Other parameters were uniform

throughout the whole cable. We denoted the change in GKs or GKr as a(GKs)

or a(GKr) in the long APD region and the change in GKs or GKr as b(GKs) or

b(GKr) in the short APD region [b(GKs)R a(GKs) or b(GKr)R a(GKr) was

used to maintain the long and short APD regions].

In the second type of simulation, we randomly draw the maximum conduc-

tances of themajor currents from the assigned intervals to search for EADs and

RF in the single cell and PVCs in the 1D cable. This type of parameter setting

allows us to explore PVC genesis in a high-dimensional parameter space and

performparameter sensitivity analyses. In the 1Dcable,GKswas set differently

in the two regions of the cable to generateRG.Wefirst randomlydrawab(GKs)

value for the short APD region. We then draw another random number x uni-

formly distributed in [0,1] and set a(GKs)¼ xb(GKs). By choosing a(GKs) and

b(GKs) this way, they are independent, and a(GKs) % b(GKs) is always satis-

fied. b(GKs) is set as 0.5- to 2-fold of the values labeled on the panels of

LQT2 in Fig. 2. The conductance of other currents is uniform in the cable,

in the range of 0.5- to 2-fold of the control values except that a(GCa,L) was

set as in the same ranges as in Fig. 2. Details of the specific parameter intervals

are shown in Table S2. For each AP model, 60,000 random parameter sets (or

simulations) were carried out in both the single cell and the 1D cable.
Parameter sensitivity analyses

We performed parameter sensitivity analyses for EADs, RF, and PVCs us-

ing the logistic regression method proposed by Morotti and Grandi (42).

Note that the parameters in our simulations were uniformly distributed in

the assigned intervals.
Numerical methods

Simulations were carried out using a forward Euler method with a fixed

time step. For the single cells, Dt ¼ 0.01 ms was used. For the 1D cable,

Dx ¼ 0.015 cm and Dt ¼ 0.01 ms were used. All the models were pro-

gramed in CUDACþþ, and simulations were performed on NVIDIATesla

K80 GPU cards (NVIDIA, Santa Clara, CA).
RESULTS

EAD and RF properties in uncoupled myocytes

Fig. 1 shows the single-cell AP behaviors (including normal
repolarization, EADs, and RF) under the conditions of the
three types of LQTS for different a(PCa) and a(GKr) in
LQT1 or a(GKs) in LQT2 and LQT3. These diagrams are
called phase diagrams. In general, as expected, EADs and
RF were promoted by increasing the maximum conductance
of the inward currents and/or decreasing the maximum
conductance of the outward currents. EADs have more



FIGURE 1 Phase diagrams showing AP behaviors in an uncoupled myocyte under different LQTS conditions. Phase diagrams for AP behaviors under

three LQTS conditions (LQT1, LQT2, and LQT3) for seven ventricular AP models are shown. For each panel, the y axis is fold change in PCa and the x

axis is fold change in GKr (LQT1) or GKs (LQT2 and LQT3). The white region is normal repolarization, the gray region is RF, and the colored region is

the AP exhibiting EADs. The EAD amplitude is indicated by the color scale. (A) LRd model is shown. (B) SB model is shown. (C) HRd model is shown.

(D) TP04 model is shown. (E) GB model is shown. (F) ORd model is shown. (G) ToRORd model is shown. To see this figure in color, go online.
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difficulty occurring under the conditions of LQT1. There are
almost no EADs observed in the SB and TP04 models. There
are very small EAD regions in the HRd and GBmodels. How-
ever, EADs occur in much wider ranges of parameters under
the conditions of LQT2 and LQT3 than that of LQT1 for all
models. This indicates that IKs may play a significant role in
EAD genesis (3). In the LRd, ORd, and ToRORd models,
EADs occur more easily, and their amplitudes are larger. In
the parameter intervals used (see Table S2), the EADs in all
the AP models are phase-2 EADs (see Fig. S3 for the histo-
grams of EAD takeoff potential measured using the randomly
drawn parameter sets). No phase-3 EADs were observed.
Cellular EADs and tissue RG in the genesis of
PVCs

Fig. 2 shows the phase diagrams from the 1Dcable simulations
under the three types of LQTS as described in Methods. In
eachpanel, thegray region iswherePVCsoccur, the red dotted
line is the lower boundary of EAD, and the cyan dotted line is
the lower boundary of RF in the single cell replotted from the
corresponding panels in Fig. 1. For all models, the threshold
for PVCs is above the EAD boundary and decreases as
a(PCa) and RG increase (PVCs tend to occur at the upper-
left regions of the phase diagrams). Unlike EADs in the sin-
gle-cell simulations, we did not observe anymajor differences
in phase diagram characteristics between the three types of
LQTS. For most of the models and LQTS conditions, PVCs
occur substantially above the EAD and RF boundaries. How-
ever, PVCs can occur at the EAD boundary in the ORdmodel
(Fig. 2 F), the ToRORdmodel (Fig. 2G), and under the LQT2
condition of the LRd model (middle panel of Fig. 2 A). PVCs
are very difficult to generate in the HRdmodel (Fig. 2 C), and
we needed to use a much larger a(PCa) (a 100-fold increase or
more) to observe PVCs. Because of this, we did not perform
any additional simulations with the HRd model.
Biophysical Journal 120, 352–369, January 19, 2021 355



FIGURE 2 Effects of ICa,L and RG on PVC genesis under different LQTS conditions. Phase diagrams plotting PVC regions for the seven ventricular AP

models are shown. The y axis and x axis are the same as in Fig. 1. Gray region is where PVCs are observed in the 1D cable. The red dotted lines are the single-

cell EAD boundaries, and the cyan dotted lines are the single-cell RF boundaries taken from Fig. 1. b-values, marked on each panel, are the fold change of

GKr (LQT1) or GKs (LQT2 and LQT3) in the short APD region as indicated in (H). (A) LRd model is shown. (B) SB model is shown. (C) HRd model is shown.

(D) TP04 model is shown. (E) GB model is shown. (F) ORd model is shown. (G) ToRORd model is shown. (H) A schematic plot of the 1D cable model is

given. The cable length is 200 cells, which was paced simultaneously by a single stimulus applied at t ¼ 100 ms. The RG was simulated by setting the

maximal GKs (or GKr for LQT1) in the first half (a-fold) differently from the second half (b-fold) of the cable. a % b so that the APD in the first half of

the cable is longer than that in the second half. Note that RF can occur much more easily in the single cell than in tissue because of the existence of RG

(RF in the 1D cable is observed only inside the gray region). To see this figure in color, go online.
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Note that we used very different b-values for different AP
models and different LQTS conditions for the phase diagrams.
This is mainly because of the different responses of the APs to
GKs or GKr (see Fig. S2). For example, for the SBmodel or the
ORdmodel, blocking IKs only changesAPD slightly, and thus,
a very large b-value is needed to result in a large enough RG
for PVC genesis. The requirement of different b-values for
different models and LQTS cases can also be found in Figs.
5, S6, and S7. Changing the b-value changes the PVC bound-
ary and structure of the phase diagram, but the PVC regionwill
be always above the single-cell EAD boundary. For example,
if we reduce the b-value from 10 to 5 under LQT2 conditions
with the ORd model, the phase diagram becomes more com-
plex, exhibitingmore islands of PVC regions, but still remains
above the single-cell EAD boundary (see Fig. S4). Also note
356 Biophysical Journal 120, 352–369, January 19, 2021
that as described in Methods, in the 1D cable simulations
shown in Fig. 2, we applied the stimulus simultaneously to
all cells in the cable instead of pacing from one end of the ca-
ble. If we pace the cable from one end of the cable, it only ex-
hibits a small effect on the phase diagrams. For example, we
show the phase diagrams of the LRd model for three pacing
protocols in Fig. S5. The phase diagrams only differ slightly
among the three pacing protocols.

Fig. 3, A–C show three examples (marked by symbols in
Fig. 2 A) from the LRd model under the LQT2 condition.
When the RG is large (diamond, Fig. 3 A), sustained
PVCs occur because RF occurs in the long APD region.
Close to the border of the PVC region (triangle, Fig. 3 B),
cells repolarize in the long APD region, and a single PVC
occurs. There can also be more PVCs depending on the
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FIGURE 3 Examples of PVC behaviors in 1D cables. Upper panel: APs from an isolated single cell with the parameters in the long APD region (magenta)

and the short APD region (black). Lower panel: 3D plots of time-space-voltage from the 1D cable. Magenta is the long APD region, and black is the short

APD region. (A–C) The LRd model is shown. The symbols above the panels correspond to those marked on the middle panel in Fig. 2 A (the LQT2 case of the

LRd model) to indicate their locations in the phase diagram. Diamond (A): a(PCa)¼ 3 and a(GKs)¼ 0.1. Triangle (B): a(PCa)¼ 3 and a(GKs)¼ 0.3. The long

AP in the single cell repolarizes at t ¼ 3.55 s (see inset). Square (C): a(PCa) ¼ 2.4 and a(GKs) ¼ 0.905. (D–F) ORd model is shown. The symbols above the

panels correspond to those marked on the middle panel in Fig. 2 F (the LQT2 case of the ORd model) to indicate their locations in the parameter space. Circle

(D): a(PCa) ¼ 10 and a(GKs)¼ 1. Star (E): a(PCa) ¼ 6 and a(GKs)¼ 1. The long AP in the single cell fails to repolarize for the entire duration of simulation

(see inset). Pentagon (F): a(PCa) ¼ 2.5 and a(GKs) ¼ 5. To see this figure in color, go online.
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exact RG and a(PCa). Note that in both cases, no EADs
occur in the long APD region (see also the single-cell APs
in the upper panels). In the third example (square, Fig. 3
C), the RG is small, and a single PVC occurs, which is
directly associated with the EAD present in the long APD
region. Note that the parameters for observing this type of
PVCs are at the same location of the single-cell boundary
of EADs (the gray dots overlap with the red dotted line in
the LQT2 case in Fig. 2 A). Fig. 3, D–F show examples
from the ORd model under LQT2 (symbols marked in
Fig. 2 F). The PVC behaviors are similar to those shown
in Fig. 3, A–C. Note that in Fig. 3 E, RF occurs in the single
cell for the parameters in the long APD region, but repolar-
ization occurs in the cable in the long APD region because
of cell coupling. This same scenario occurs in a wide range
of parameters (e.g., the no-PVC regions above the RF
boundaries as well as the PVC regions close to the lower
PVC boundaries in Fig. 2) for all the AP models simulated
in this study.
The source-sink effects on PVC genesis

One important condition for AP conduction is source-sink ef-
fects, which implies that it is safer for the AP to propagate
when the gap junction conductance is reduced (10–14). For
the same reason, reducing gap junction conduction promotes
phase-3 EAD or delayed afterdepolarization (DAD) induced
PVCs (43). To investigate the effects of gap junction coupling
on PVC genesis shown in the AP models, we carried out the
same simulations as in Fig. 2 under the LQT2 condition with
a fivefold reduced diffusion constant (Fig. 4). Fig. 4 shows
that reducing the gap junction conductance indeed expands
the regions exhibiting PVCs for all models. The effects are
small for the LRd, SB, and TP04 models but relatively larger
for the GB, ORd, and ToRORd models.

We then altered the source-sink conditions by shortening
the APD in the short APD region. Fig. 5 shows the simulation
results for the LQT2 condition of the six models. We fixed
a(GKs) ¼ 1 but increased b(GKs) from 1, at which the cable
Biophysical Journal 120, 352–369, January 19, 2021 357



FIGURE 4 Effects of gap junction coupling on PVC genesis. Phase diagrams for control diffusion constant (D ¼ 0.0005 ms/cm2, half-transparent olive)

and for reduced diffusion constant (D¼ 0.0001 ms/cm2, red) are given. These simulations were using the LQT2 parameters for each model. (A) LRd model is

shown. (B) SB model is shown. (C) TP04 model is shown. (D) GB model is shown. (E) ORd model is shown. (F) ToRORd model is shown. The arrow in (B)

highlights the occurrence of a small region of EAD-induced PVCs promoted by reduction of D in the SB model. To see this figure in color, go online.

Zhang et al.
is homogeneous. The responses of the AP models to b are
complex but can be roughly summarized into three types.
The first type of response is that PVCs occur when b is rela-
tively small, marked as type ‘‘1’’ in the panels in Fig. 5. This
response is suppressed by increasing b. The second type of
response is that a larger b needs a smaller ICa,L conductance
(a(PCa)) to generate PVCs, marked as type ‘‘2’’ in the panels,
mainly observed in the LRd (Fig. 5 A) and TP04 (Fig. 5 C)
models. The third type of response is that as a(PCa) increases,
a larger b is needed for PVCs to occur, marked as type ‘‘3’’ in
the panels in Fig. 5. Although the responses are different for
different AP models, one thing in common is that for all AP
models, PVCs always occur by increasing b and a(PCa)
(right-upper regions of the phase diagrams). Note that the
b-values needed to observe PVCs are very different for
different AP models, which is one of the reasons that led
us to choose very different b-values for different AP models
and LQTS conditions in Fig. 2. We did the same simulations
for LQT2 with a(GKs) ¼ 0 (see Fig. S6) and for LQT1 with
a(GKr) ¼ 0 (see Fig. S7), which show the same responses.
Key determinants of PVC genesis

To investigate the major parameters affecting PVC genesis,
we performed simulations in which we randomly varied the
358 Biophysical Journal 120, 352–369, January 19, 2021
maximum conductance of the major ionic currents for EADs
or RF in the single cell and PVCs in the 1D cable (see Table
S2 for the assigned parameter intervals). For each AP
model, we performed 60,000 simulations, i.e., 60,000
random parameter sets. We then investigated the correla-
tions of these conductances with the occurrence of EADs
and RF in a single cell and PVCs in tissue.

The most important current for PVC genesis in tissue is
ICa,L. Fig. 6 shows the effects of ICa,L conductance on
EADs, RF, and PVCs for the six AP models. We plotted his-
tograms of the event counts for parameter sets exhibiting
EADs (green bars) and exhibiting EADs or RF (blue
bars) in the single cell. We also plotted histograms for the
parameter sets generating PVCs in the 1D cable on the
same panel. In general, increasing a(PCa) increases the oc-
currences of EADs and RF in the single cell and PVCs in the
1D cable. The ratio of the cases exhibiting PVCs in the cable
versus the cases exhibiting either EADs or RF in the single
cell (lower panel for each model) increases as a(PCa) in-
creases. This indicates that increasing a(PCa) exhibits a
much stronger effect in tissue to promote PVCs than in a sin-
gle isolated cell to promote EADs or RF. We detected the
minimal a(PCa) values required to observe EADs or RF in
the single cell and those required to observe PVCs in the
1D cable from the 60,000 random parameter sets, shown
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FIGURE 5 Effects of increasing GKs in the short APD region on PVC genesis. 1D cable simulations under the conditions of LQT2 are shown. For all

models, a(GKs) ¼ 1 and b(GKs) R 1. Gray regions are where PVCs occur in the 1D cable. The circled numbers ‘‘1,’’ ‘‘2,’’ and ‘‘3’’ mark different types

of responses to the change of a(PCa) and b(GKs) as discussed in the main text. (A) LRd model is shown. (B) SB model is shown. (C) TP04 model is shown.

(D) GB model is shown. (E) ORd model is shown. (F) ToRORd model is shown. To see this figure in color, go online.
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in Table 1. The a-values vary widely among the AP models,
but for all the AP models, the minimal a(PCa) threshold for
PVCs is substantially higher than that for EADs or RF, with
the ratio (aPVC/aEAD) ranging from around 2.3-fold to more
than 16-fold for the six AP models.

IK1 is another current that plays an important role in the
genesis of PVCs in tissue. Fig. 7 shows the effects of IK1
conductance on the occurrence of EADs, RF, and PVCs,
plotted in the same manner as Fig. 6. For all models, chang-
ing GK1 has no or little effect on the occurrence of EADs or
RF in the single cell but can have a large effect on PVC in
the cable. Namely, increasing GK1 suppresses PVCs in all
the models (although this effect is much smaller in the
ORd model, most likely because of its small value of GK1;
see Table S1 for GK1-values for different models).

Fig. 8 shows the effects ofRGon thegenesis ofPVCs for the
six AP models. The tissue is homogeneous when a(GKs) ¼
b(GKs), and the RG increases as a(GKs)/b(GKs) decreases.
The likelihood of PVC occurrence increases as the RG in-
creases for all models. The LRd, SB, TP04, and GB models
exhibit very strong dependence on RG, whereas the ORd
and ToRORd models exhibit weaker dependence on RG.

Parameter sensitivity analyses were carried out in previ-
ous studies to quantify the contributions of different ionic
currents on APD and the occurrence of EADs in single my-
ocytes (42,44–46). To show the dependence of the occur-
rence of PVCs on conductance of different ionic currents
and tissue heterogeneities, we performed logistic regression
analyses to quantify the sensitivity of the occurrence of
EADs, RF, and PVCs to the maximum conductance of the
ionic currents and RG, summarized in Fig. 9. The maximum
ICa,L conductance exhibits a strong positive correlation with
the occurrence of PVCs in tissue for all the AP models. It
also shows a strong positive correlation with the occurrence
of RF but a much weaker correlation with the occurrence of
EAD in a single cell for most of the AP models. These cor-
relation properties can be clearly seen in Fig. 6. The
maximum IKs conductance exhibit a strong negative correla-
tion with the occurrence of RF for all models and a strong
correlation with the occurrence of EADs for some models.
However, it exhibits a much weaker correlation with the
occurrence of PVCs in the cable for all models (note: the
TP04 model even shows a positive correlation). The
maximum IKr conductance exhibits much stronger effects
for the ORd and ToRORd models than other models in
both the single cell and the cable. The maximum IK1
conductance exhibits a very weak or almost no correlation
with the occurrence of EADs and RF for all models but a
strong negative correlation with the occurrence of PVCs
(except for the ORd model), which is also clearly seen in
Biophysical Journal 120, 352–369, January 19, 2021 359
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FIGURE 6 Effects of ICa,L on PVC genesis analyzed using a random population of ionic conductances. For each AP model, 60,000 random parameter sets

were simulated for both the single cell and the 1D cable as detailed in Methods. A histogram is plotted to count the numbers of conductance parameter sets

that exhibit the corresponding events. The x axis (a(PCa)) is divided into 10 bins for each histogram. Because we used uniform random numbers to draw

parameters, each bin thus contains the same number of parameter sets, i.e., 6000. Green bar: events for EADs occurring in the isolated single cell. Blue

bar: events for either EADs or RF occurring in the isolated single cell. Red bar: events for PVCs occurring in the 1D cable. The lower panel in magenta

shows the ratio of cases exhibiting PVCs in the cable versus the cases exhibiting either EADs or RF in the isolated single cell (the magenta bar is the ratio

of the red bar over the blue bar). (A) LRd model is shown. (B) SB model is shown. (C) TP04 model is shown. (D) GB model is shown. (E) ORd model is

shown. (F) ToRORd model is shown. To see this figure in color, go online.
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Fig. 7. The effects of Ito are small for all models. Both INCX
and INaL exhibit stronger single-cell effects than their effects
in tissue. Finally, agreeing with the results shown in Fig. 8,
for all models, the occurrence of PVCs negatively correlates
with a(GKs)/b(GKs) (note: a(GKs)/b(GKs) is negatively
correlated with RG, and thus, RG is positively correlated
with the occurrence of PVCs), with the LRd and TP04
models exhibiting the strongest correlations. Note that the
large variabilities in parameter sensitivities (the regression
TABLE 1 The Minimal Values of the Maximum ICa,L
Conductance Required for the Occurrence of EADs in the

Single Cell and for the Occurrence of PVCs in the 1D Cable for

the AP Models

Model aEAD aPVC aPVC/aEAD

LRd 0.033 0.533 16.152

SB 0.106 1.229 11.594

TP04 1.235 4.820 3.903

GB 1.245 3.003 2.412

ORd 0.251 1.246 4.964

ToRORd 0.880 2.077 2.360

Data were from the same simulations as for Fig. 6. aEAD, occurrence of

EADs in the single cell; aPVC, occurrence of PVCs in the 1D cable.
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coefficients) to a specific ionic current among different AP
models reflect the difference in the maximum conductance
of the ionic currents, the kinetics, and the mathematical for-
mulations in the AP models, but they could also be
enhanced by the different parameter ranges used in the sim-
ulations. Nonetheless, the regression shows that ICa,L, IK1,
and RG play very important roles in PVC genesis in tissue.
Mechanistic insights from the simple LR1 model

Based on the simulations of the detailed AP models, we can
identify key ionic currents and RG as important determinants
for PVC genesis. However, PVC behaviors and responses to
the parameters still differ substantially. To better understand
the mechanisms of PVC genesis as well as the roles of
EADs and RG, we used the simple LR1 AP model (40).
The model includes three time-dependent currents, INa, Isi,
and IK. Isi is called slow inward current in the LR1 model,
which corresponds to ICa,L in the other models. To observe
EADs, we modified the model by speeding up the Isi kinetics
and slowed the kinetics of IK (see Methods for parameter
changes from the original model). We performed the same



A

D

B

E

C

F

FIGURE 7 Effects of IK1 on PVC genesis analyzed using a random population of ionic conductances. The simulations and histograms are the same as

described in Fig. 6, but with IK1 being the x axis parameter. (A) LRd model is shown. (B) SB model is shown. (C) TP04 model is shown. (D) GB model

is shown. (E) ORd model is shown. (F) ToRORd model is shown. To see this figure in color, go online.
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simulations of the single cell as in Fig. 1 for EADs and RF,
which are shown in Fig. S8. Fig. 10 shows the 1D cable simu-
lation results for PVCs, which are summarized and compared
with those of other models as follows:

1) Fig. 10 A shows a phase diagram plotted in the same way
as in Fig. 2. The gray regions are where PVCs occur in
the 1D cable, and the red dotted line is the EAD bound-
ary in the single cell. The PVCs always occur above the
EAD boundary of the isolated single cell, agreeing with
all the AP models in Fig. 2.

2) The majority of the PVCs in the phase diagram are
potentiated by increasing the maximum conductance
(Gsi) and tissue RG (the left gray region in Fig. 10 A),
which agrees with the observations in all the models
and for almost all LQTS types shown in Fig. 2. In
Fig. 10 B, we plotted the voltage recorded from the cable
for Gsi ¼ 0.15 mS/mF and different a(GK). When a(GK)
is small, the long APD region fails to repolarize, and the
PVCs become sustained firings. As the a(GK) increases,
the long APD region can successfully repolarize, and one
or multiple PVCs occur. If a(GK) is increased further,
eventually no PVCs occur. These PVC behaviors are
the same as in Fig. 3, A, B, D, and E.

3) In the upper-right region of the phase diagram in Fig. 10
A, there are horizontal bars of PVC regions. The fact that
these bars are horizontal implies that they are indepen-
dent of RG. As shown in our previous study with the rab-
bit AP model (25), the PVCs in these bars are a special
case occurring at the cable boundaries, and therefore,
they do not depend on RG. We can see such bars in
the ORd and ToRORd models (e.g., in the LQT3 case
in Fig. 2 F and the LQT2 case in Fig. 2 G). Although
these bars do not depend on RG, they depend sensitively
on Gsi and occur at narrow bands of Gsi. Space-time plots
of voltage show that only a single PVC occurs (Fig. 10
C), and as Gsi increases, a jump from a lower bar to a
higher bar is associated with the addition of an EAD to
the short APD region. The PVC is always associated
with the last EAD in the short APD region.

4) In the upper-right region of the phase diagram in Fig. 10
A, there are tilted belts of PVC regions. Note that these
belts meet the horizontal bars when the cable is almost
homogeneous, i.e., a z b. This is also the case in the
ORd and ToRORd models (see Fig. 2, F and G). The
belts and bars exhibit a 1:1 relationship. The lowest
belt meets the EAD boundary of the single cell. This
type of belts is seen in the LRd model under the condi-
tion of LQT2 (Fig. 2 A), the ORd model (Fig. 2 F),
and the ToRORd model (Fig. 2 G). Similarly, space-
time plots of voltage show that only a single PVC occurs
(Fig. 10 D), and as Gsi increases, a jump from a lower
belt to a higher one is associated with the addition of
Biophysical Journal 120, 352–369, January 19, 2021 361
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FIGURE 8 Effects of RG on PVC genesis analyzed using a random population of ionic conductances. The histograms show the numbers of parameter sets

exhibiting PVCs as a function of the ratio a(GKs)/b(GKs), a measure of the RG magnitude. The cable is homogeneous when a(GKs)/b(GKs) ¼ 1 and becomes

more heterogeneous for smaller a(GKs)/b(GKs).
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an EAD to the cable (both long and short APD region).
Again, the PVC is always associated with the last EAD
in the long APD region. The EAD-induced PVCs shown
in Fig. 3, C and F from the LRd and ORd models are also
from the belt regions.

5) Fig. 10 E plots the phase diagram with the control diffu-
sion constant (half-transparent olive) overlapped with
the one with reduced gap junction coupling (red), corre-
sponding to Fig. 4. Reducing gap junction conductance
362 Biophysical Journal 120, 352–369, January 19, 2021
by five times expands the RG-induced PVC region
only slightly but significantly increases the region of
EAD-induced PVCs. In other words, the EAD-induced
PVCs are more sensitive to gap junction coupling than
the RG-induced PVCs. This can explain the different re-
sponses to the gap junction coupling shown in Fig. 4, i.e.,
the genesis of PVCs is more sensitive to gap junction
coupling in the AP models that are more prone to
EADs (such as the ORd and ToRORd models) than in
FIGURE 9 Sensitivity of EADs and RF in a single

cell and PVCs in a 1D cable to the maximum

conductance of different ionic currents and RG. Co-

lor bars are the logistic regression coefficients for

EADs and RF in the single cell and PVCs in the

1D cable. The data sets were from the same simula-

tions as for Figs. 6, 7, and 8. To see this figure in co-

lor, go online.



FIGURE 10 PVC genesis in the LR1 model. (A) PVC regions (gray) from the 1D cable and the lower EAD boundary (red dotted line) and RF boundary

(cyan dotted line) from a single cell are shown, plotted in the same manner as for Fig. 2. (B) 3D plots of time-space-voltage showing RG-induced PVCs are

given. Gsi ¼ 0.15 mS/mF, from left to right (also indicated by the symbols in A): a(GK) ¼ 0.15, a(GK) ¼ 0.25, and a(GK) ¼ 0.42. (C) 3D plots of time-space-

voltage showing EAD associated PVCs from the horizontal bars are given. Upward arrows mark the EADs in the short APD region occurring before the PVC.

a(GK) ¼ 0.7, from left to right (also indicated by the symbols in A): Gsi ¼ 0.194 mS/mF, Gsi ¼ 0.22 mS/mF, and Gsi ¼ 0.242 mS/mF. (D) 3D plots of time-

space-voltage showing EAD-induced PVCs from the tilted belts are given. a(GK) ¼ 0.95, from left to right (also indicated by the symbols in A): Gsi ¼ 0.184

mS/mF, Gsi ¼ 0.2085 mS/mF, Gsi ¼ 0.229 mS/mF, and Gsi ¼ 0.247 mS/mF. (E) Effects of gap junction coupling on PVC genesis are shown. Overlap of the

PVC regions under control conditions (replot of A in half-transparent olive) and reduced gap junction coupling (red) is shown, plotted in the same way as in

Fig. 4. (F) Effects of varying GK in the short APD region on PVC genesis are shown, plotted in the same manner as in Fig. 5. To see this figure in color,

go online.
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the ones that are less prone to EADs (such as the TP04
model).

6) Fig. 10 F shows the effects of increasing the GK in the
short APD region, corresponding to Fig. 5. We observed
three responses as marked by ‘‘1,’’ ‘‘2,’’ and ‘‘3’’ in the
phase diagram, which are the same responses shown in
Fig. 5. Fig. S9 shows examples of behaviors crossing
these boundaries. For boundary ‘‘3,’’ when the maximum
Isi (ICa,L) conductance is large (Fig. S9 A), repolarization
fails in the entire cable above the boundary. Increasing b
causes repolarization in the short APD region, allowing
both EAD-induced and RG-induced PVCs to occur.
When the maximum Isi (ICa,L) conductance is smaller
(Fig. S9 B), repolarization occurs in both long and short
APD regions, but the RG is too mild for PVCs to occur.
Increasing b (and thus RG) first promotes EAD-induced
PVCs and then suppresses the PVCs (crossing boundary
‘‘1’’). For boundary ‘‘2,’’ RG is already large in the left of
the boundary but still not large enough for PVCs to occur
(Fig. S9 C). Increasing b causes the APD to become even
Biophysical Journal 120, 352–369, January 19, 2021 363
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shorter in the short APD region and promotes RG-
induced PVCs.

Remarkably, all the PVC behaviors and their responses to
parameter changes seen in the detailed models are present
uniquely in the LR1 model. This indicates that although
the detailed models have increased physiological details
(such as more types of ionic currents and intracellular
Ca2þ cycling), the underlying mechanisms of PVC can be
well captured by the simple LR1 AP model.
DISCUSSION

In this study, we carried out computer simulations of single-
cell and 1D cable models to investigate the mechanisms of
PVC genesis and their relationship to cellular phase-2 EADs
caused by APD prolongation. We used eight ventricular AP
models and simulated three types of LQTS conditions, as
well as populations of random parameter sets. Our major
findings can be summarized as follows. In all the AP
models, we only observed phase-2 EADs in the isolated sin-
gle cell in the parameter ranges simulated in this study
(Fig. S3). Although different PVC behaviors occur in
different models, we can broadly classify them into two
mechanisms: RG-induced PVCs and phase-2 EAD-induced
PVCs. The RG-induced PVCs are promoted by increasing
RG without requiring EADs and are insensitive to gap junc-
tion coupling. The phase-2 EAD-induced PVCs are more
sensitive to gap junction coupling, occurring when EADs
are present in the long APD region and RG is mild. The
key determinants of PVC genesis are ICa,L and IK1 conduc-
tance and RG. Although the physiologically detailed AP
models contain experimentally calibrated ionic current for-
mulations and Ca2þ cycling dynamics, all of the funda-
mental PVC mechanisms can be well described by the
simple LR1 model, indicating that the underlying PVC
mechanisms revealed in this study are generic.
Mechanisms of PVCs caused by QT prolongation

There are several existing known mechanisms of PVC gen-
esis in cardiac diseases (43,47), such as propagation of
phase-3 EAD-induced triggered activities, DAD-induced
triggered activities, and phase-4 depolarizations (pace-
makers), as well as phase-2 reentry in Brugada syndrome.
Here, we confine our discussion to PVC genesis under the
conditions of QT prolongation. A hallmark of QT prolonga-
tion is the propensity for EADs to occur, and thus, EADs
have been considered as arrhythmia triggers by propagating
as PVCs in tissue. However, no convincing experimental ev-
idence exists to support this widely believed hypothesis. In
this study, we used computer simulations of eight AP
models over wide ranges of parameters to investigate the
mechanisms of PVC genesis due to QT prolongation.
Although the specific requirements of and responses to
364 Biophysical Journal 120, 352–369, January 19, 2021
parameter changes for PVC genesis are different for
different AP models, the PVCs across all these models
can be broadly classified into two mechanisms: RG-induced
PVCs and phase-2 EAD-induced PVCs.

For the RG-induced PVCs, the presence of EADs is not
required. Instead, the requirements are a large RG and a
strong ICa,L. A larger RG requires a smaller ICa,L to elicit
PVCs. The RG-induced PVCs are insensitive to gap junc-
tion coupling but require a strong enough sink in the short
APD side. The number of PVCs after a paced beat depends
on RG and ICa,L, ranging from a single PVC to multiple
PVCs in a short burst to sustained firing indefinitely. This
mechanism of PVCs was also observed in several previous
simulation studies (25,48–51). As shown in these previous
studies (25,48), the RG-induced PVCs are caused by a tis-
sue-scale dynamical instability promoted by increased RG
and enhanced ICa,L, and are not related to single-cell EADs.

On the other hand, for the EAD-induced PVCs, the pres-
ence of EADs is required. Importantly, a maximum of only
one PVC can occur after each paced beat, which is always
associated with the last EAD on the long APD side. In
contrast to the RG-induced PVCs, the EAD-induced PVCs
tend to occur when the RG is small. It is more sensitive to
gap junction coupling and suppressed by increasing the
sink in the short APD side. RG-induced PVCs were
observed in all AP models as long as the RG and ICa,L
were large enough, but EAD-induced PVCs were only
observed in a subset of the AP models (LR1, LRd, ORd,
and ToRORd). As shown in Fig. 1, EADs occur more easily
and the EAD amplitudes are large in these AP models.
Moreover, this type of PVCs occurs only when the parame-
ters are narrowly matched, forming discrete bars and belts in
the phase diagrams. Although EADs are required for this
mechanism, we argue that these PVCs are actually not a
result of phase-2 EAD propagation as widely thought and
that they are also a tissue-scale phenomenon related to
dynamical instabilities, the details of which need to be re-
vealed in future studies.

There are experimental recordings to support both PVC
mechanisms identified by our simulations. In the optical
mapping study by Liu and Laurita (23), D-sotalol was
used to induce an LQT2-like phenotype and ATX-II to
induce an LQT3-like phenotype in canine ventricular tissue.
They demonstrated that RG was much larger under LQT3
than both control and LQT2 conditions (the maximal RG
was 3.6 ms/mm under normal control and 43.92 ms/mm un-
der LQT3). Because of the large RG in LQT3, PVCs
occurred much more easily than in control and LQT2.
They also observed that PVCs always originated from where
the RG was the steepest. In another study by Maruyama
et al. (24) using optical mapping, E-4031 and low [Kþ]o
and [Mg2þ]o were used to prolong APD and induce PVCs
in rabbit hearts. They also observed that with a substantially
increased RG, multiple PVCs could repetitively originate
from the same steep RG site before the long APD region
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repolarized (see Fig. 7 A in Maruyama et al. (24)). These ob-
servations by Liu and Laurita (23) and by Maruyama et al.
(24) agree well with the RG-induced PVC mechanism
shown in our simulations. Evidence for the EAD-induced
PVCmechanism has also been demonstrated in optical map-
ping experiments in several studies (see Fig. 4 in Maruyama
et al. (24) and Fig. 2 in Huang et al. (25)), in which the PVCs
were clearly linked to an EAD on the long APD side.
Roles of EADs in the genesis of PVCs

It is well known that phase-3 EADs or their triggered activ-
ities can propagate in cardiac tissue to give rise to PVCs
once the source-sink conditions are satisfied (43), similar
to the propagation of sinus rhythm originating from the
sinoatrial node or DAD-induced triggered activity. Howev-
er, whether phase-2 EADs can result in PVCs remains in
debate. Because the vast majority of the EADs observed
in experiments of ventricular myocytes as well as in com-
puter AP models are phase-2 EADs, understanding how
phase-2 EADs are linked to PVCs is necessary. In this study,
we show that under the conditions of QT prolongation,
PVCs can be induced by RG without the presence of
EADs or by phase-2 EADs. However, the phase-2 EAD-
induced PVCs exhibit different features from the phase-3
EAD-induced PVCs. First, the existence of phase-2 EADs
may not necessarily lead to PVCs no matter how big the
EAD area is (see Fig. 5 in Huang et al. (25) for a direct
demonstration of this point). On the other hand, for phase-
3 EADs, PVCs always occur as long as the EAD area is
large enough to overcome the sink effect. Second, the
phase-2 EAD-induced PVCs only occur when the parame-
ters are properly matched (see Fig. 10 A). This implies
that the genesis of phase-2 EAD-induced PVCs is not a sim-
ple propagation of EADs as in the case of phase-3 EAD-
induced PVCs. Certain tissue-scale conditions need to be
satisfied (e.g., the RG cannot be too small or too large),
and both the EAD amplitude and takeoff potential are also
important. Note that phase-3 EADs or their triggered activ-
ity exhibit lower takeoff potentials and larger amplitudes
than phase-2 EADs. Third, although multiple phase-2
EADs can occur in an AP, only one PVC can occur in a sin-
gle pacing beat. Although our study demonstrated that the
occurrence of phase-2 EADs does not guarantee the occur-
rence of PVCs, phase-2 EADs still play an important role in
the genesis of PVCs under the condition of QT
prolongation.
Model-dependent differences

Although we can observe all the PVC behaviors or mecha-
nisms in the simple LR1 model, the details of these behav-
iors differ substantially between the more sophisticated AP
models. In the TP04, GB, and HRd models, we only
observed RG-induced PVCs. In the SB and LRd models,
we can observe both mechanisms, but the EAD-induced
PVCs are rare. In the ORd, and ToRORd models, we also
observed both mechanisms, and the EAD-induced PVCs
were observed in a much wider range of parameter settings
than with TP04, GB, and HRd. Note that EADs in general
occur much more easily with large EAD amplitudes for
the ORd and ToRORd models, which may explain why
the EAD-induced PVCs are also easier to generate in these
models. Because the ToRORd model is based on the original
ORd model, it is not surprising that they exhibit similar
behaviors.

The reason that the ORd model is more prone to EADs
and PVCs may be as follows. The AP of the ORd model
is much more triangulated and also has a much lower IK1
conductance compared to other models. Moreover, ICa,L re-
covers much faster during the plateau phase (38), with the
peak ICa,L being even higher during EADs than during the
normal AP excitation (29,52). AP triangulation is known
to be prone to EADs (53), and based on our results, reduced
IK1 and increased ICa,L are key factors for the PVC genesis
in tissue. Because each AP model is developed based on
their specific experimental data sets, the ionic currents are
weighted differently in different models, often by a signifi-
cant factor. Therefore, different models can exhibit very
different responses to the same channel blocker (54) (see
Fig. S2 for the different responses of the seven AP models
to the same blocker). One way to interpret this is to consider
this variability as physiological diversity between cells or
between individuals (30,55–57). On the other hand, some
of these differences may be due to the caveats of the models
themselves. For example, in our simulations the HRd canine
ventricular AP model requires an extremely high ICa,L
conductance (more than 100 times the control value) for
PVCs to occur. Experimental studies have shown that
PVCs can occur in canine hearts under drug-induced
LQTS without a substantial increase in ICa,L (7,21,23).
Therefore, certain caveats may exist in the HRd model
that require an unrealistically high ICa,L conductance for
PVCs to occur.
Implications for arrhythmogenesis in clinical
settings

Increasing RG as a risk factor for arrhythmogenesis in pa-
tients is widely known. For example, in a mapping study
of LQTS patients (58), Vijayakumar et al. showed that
RGs were much larger in LQTS patients than in normal sub-
jects. Moreover, the symptomatic patients in that study ex-
hibited larger RGs than the asymptomatic patients. In
another clinical study, Kirchhof et al. (59) showed that pa-
tients who developed torsade de pointes exhibit a much
larger T-wave amplitude than those who did not develop
torsade de pointes. A higher T-wave amplitude directly cor-
relates to a larger RG. Many other studies use the interval
between the peak and the end of the T-wave to quantify
Biophysical Journal 120, 352–369, January 19, 2021 365
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the RG throughout the heart, and have shown that this metric
can be a promising risk predictor for arrhythmias or sudden
cardiac death (60–62).

Traditionally, QT prolongation is thought to be arrhyth-
mogenic through the trigger-substrate paradigm as follows.
QT prolongation increases RG, which can act as a tissue
substrate for unidirectional conduction block (58). QT pro-
longation also results in EADs, which somehow propagate
as PVCs. These PVCs propagate toward the increased RG
region and undergo functional conduction block to form a
reentrant arrhythmia. However, conflicting data to this hy-
pothesis also exist, as it is well known that QT-prolonga-
tion-induced RG increase may also suppress EADs
because of the increased source-sink effect. In other words,
although increasing RG enhances the tissue substrate, it may
simultaneously suppress the triggers, thereby suppressing
arrhythmias. This does not agree well with the clinical
observation that increasing RG increases the risk of arrhyth-
mias and sudden cardiac death.

Based on our simulations, we propose two scenarios of
QT-prolongation-induced arrhythmogenesis via each of the
two mechanisms of PVC genesis. The first scenario is via
the mechanism of RG-induced PVCs; as shown in our previ-
ous simulations in which we describe a mechanism called R
from T (25,51,63), these PVCs propagate unidirectionally
from the RG region. When the RG region is small, they main-
tain as target wave PVCs without inducing reentry (see Fig. 7
in (63). or Fig. 8 in (51) for an example of this scenario). As
shown in our simulations, those PVCs can manifest as a
singlet, a doublet, a triplet, or an episode of nonsustained
focal VT. If RF occurs in the RG region, sustained focal
VT may occur. However, when the RG region is large
enough, reentry can form, resulting in sustained reentrant
VT or VF. In this manner, the R-from-T mechanism is able
to generate both focal and reentrant arrhythmias in which
there is no clear distinction between trigger and substrate
because both arise from the same cause, the increased RG.

The second scenario of QT-prolongation-induced ar-
rhythmogenesis results from the EAD-induced PVCs. One
can assume that there is naturally a distribution of large
and small RG regions in the heart. An EAD-induced PVC
can be generated from the small RG region, which then
propagates toward the large RG region. If the large RG re-
gion is not steep enough to generate RG-induced PVCs
but steep enough for unidirectional conduction block and
to avoid its own EAD-induced PVC, then that initial PVC
could be blocked to form reentry. In our previous study,
we called this the R-to-T mechanism (51). Under this sce-
nario, only singlets of PVCs can be observed before the
occurrence of reentrant VT and VF. In this mechanism,
the trigger and substrate are clearly distinct entities, match-
ing the well-known traditional trigger-substrate mechanism
of arrhythmogenesis.

Both scenarios can theoretically occur in the human
hearts, which agrees with the observation that increasing
366 Biophysical Journal 120, 352–369, January 19, 2021
RG results in an increased risk of arrhythmias. However,
the RG-induced PVC mechanism is a more robust mecha-
nism that can result in the full range of rich PVC patterns
seen in clinical LQTS.
Limitations

There are several limitations of this study to be mentioned.
APD lengthening and increasing ICa,L (such as under b-
adrenergic stimulation) bring in more Ca2þ into the cell,
which increases the SR Ca2þ load and thus SR Ca2þ release.
This can affect Ca2þ-dependent inactivation of ICa,L and
other Ca2þ-dependent currents that affect the APD and the
genesis of EADs (3,64). This can also cause spontaneous
SR Ca2þ releases (oscillations) to promote EADs (8,65–
70). In the AP models simulated in this study over a wide
range of parameters, the EADs are caused by reactivation
of ICa,L. However, it is possible that spontaneous Ca2þ

release induced EADs may occur in certain parameter re-
gimes for some of the models. For example, with the SB
model, we observed a biphasic distribution of the EAD
takeoff potentials (see Fig. S3 B), and the EADs in the
higher takeoff potential group are caused by spontaneous
Ca2þ oscillations. However, the PVCs generated using this
model are mainly via the RG-induced PVC mechanism
(Fig. 2), indicating that the spontaneous SR Ca2þ releases
induced EADs in this model may not play a significant
role in PVC generation. In addition to the large increase
of ICa,L, we also increased the SR Ca2þ uptake rates in these
models (simulating b-adrenergic stimulation), but we did
not observe spontaneous SR Ca2þ release induced EADs
except in the SB model (we showed the takeoff potential
histograms in Fig. S10 for the uptake rates being three times
of their control values and did not observe any characteristic
difference in the histograms from those for the control up-
take rates shown in Fig. S3). The reason that spontaneous
SR Ca2þ release occurs in the SB model may be that the
SR Ca2þ release in the SB model is described by a four-state
RyR gating model regulated by cytosolic and SR Ca2þ, but
in other models, such as the ORd model, it is directly
controlled by ICa,L. Therefore, major modifications of these
AP models may be needed to result in spontaneous SR Ca2þ

release induced EADs to investigate their roles in the gene-
sis of PVCs.

We explored a very wide range of parameters for each AP
model without calibrating the APs with experimental
data. Some of the parameters could be far off from the phys-
iological ranges. As we discussed above, some of the re-
quirements may be due to the caveats in the AP models,
such as in the HRd model. However, our goal was to reveal
the potential mechanisms of PVC genesis caused by QT
prolongation, and we showed that although the parameters
required for PVC genesis are vastly different for different
AP models, the underlying mechanisms shown in the
models are consistent with the two mechanisms. Ideally,
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one may calibrate the APs with experimental data
(39,56,71) first and then apply stresses, such as b-adrenergic
stimulation, to investigate whether these mechanisms of
PVCs can still occur under physiological conditions.

We only applied a single beat with a fixed initial condition
for each parameter set for the simulations in this study.
However, the genesis of PVCs in the real heart occurs
when the heart is continuously beating, and thus, continuous
pacing may be needed to allow the system to reach the
steady state using a periodic pacing protocol or a pacing
protocol simulating the heart rate variabilities. Because of
the large numbers of cable simulations needed to catch the
sensitive responses (such as the narrow belts shown in the
phase diagrams), it is unrealistic to pace many beats because
of limited computational resources. Moreover, continuous
pacing can induce heart rate dependent spatiotemporal repo-
larization dynamics in both the single cell and the cable
(63,72), it also becomes difficult to compare the single-
cell results with the cable results to reveal the role of the
cellular EADs in the genesis of PVCs. Nevertheless,
although the phase diagrams shown in this study may be
different for different initial conditions, we believe that
the two mechanisms of PVCs identified in this study still
apply. Further studies using continuous pacing protocols
with different pacing rates are needed to reveal the roles
of heart rate and its variabilities in the genesis of PVCs.

We used a simple parameter setting to model RG in the
1D cable, but the causes of RG could be much more com-
plex, which may affect the genesis of PVCs. Moreover, a
real heart is a 3D organ which can exhibit much more
complex structural and electrophysiological heterogene-
ities. These tissue-scale properties will also impact the
PVC genesis. Nevertheless, we believe that the two PVC
mechanisms identified in this study are generic and appli-
cable to the complex tissue-scale environments in the real
heart.
CONCLUSIONS

Based on our simulations of multiple ventricular AP models
in different species, we conclude that under the conditions
of QT prolongation, PVCs can be generated by two mecha-
nisms, which we categorize as RG-induced PVCs and
phase-2 EAD-induced PVCs. The RG-induced PVCs are
promoted by increasing RG without requiring the presence
of EADs, but the EAD-induced PVCs occur only with a
small RG and are suppressed by increasing RG. Both types
of PVCs have been observed in optical mapping experi-
ments and may be responsible for arrhythmogenesis in clin-
ical LQTS.
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Supporting Material can be found online at https://doi.org/10.1016/j.bpj.
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