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abstract

PURPOSE The implementation and utilization of electronic health records is generating a large volume and variety
of data, which are difficult to process using traditional techniques. However, these data could help answer
important questions in cancer surveillance and epidemiology research. Artificial intelligence (AI) data pro-
cessingmethods are capable of evaluating large volumes of data, yet current literature on their use in this context
of pharmacy informatics is not well characterized.

METHODS A systematic literature review was conducted to evaluate relevant publications within four domains
(cancer, pharmacy, AI methods, population science) across PubMed, EMBASE, Scopus, and the Cochrane
Library and included all publications indexed between July 17, 2008, and December 31, 2018. The search
returned 3,271 publications, which were evaluated for inclusion.

RESULTS There were 36 studies that met criteria for full-text abstraction. Of those, only 45% specifically
identified the pharmacy data source, and 55% specified drug agents or drug classes. Multiple AI methods were
used; 25% used machine learning (ML), 67% used natural language processing (NLP), and 8% combined ML
and NLP.

CONCLUSION This review demonstrates that the application of AI data methods for pharmacy informatics and
cancer epidemiology research is expanding. However, the data sources and representations are often missing,
challenging study replicability. In addition, there is no consistent format for reporting results, and one of the
preferred metrics, F-score, is often missing. There is a resultant need for greater transparency of original data
sources and performance of AI methods with pharmacy data to improve the translation of these results into
meaningful outcomes.

JCO Clin Cancer Inform 4:1051-1058. © 2020 by American Society of Clinical Oncology

INTRODUCTION

The implementation of electronic health records
(EHRs) alongside advances in precision medicine
provides researchers and clinicians with access to
unprecedented amounts of data. However, the vol-
ume, veracity, and variety of heterogenous data
contained in these new sources cannot be easily or
quickly processed by humans.1 This is especially true
with unstructured data, such as free-text documents,
whichmany text mining programs and data processing
techniques are inefficient at accurately processing.1

New developments in natural language processing
(NLP) and other artificial intelligence (AI) approaches
have begun to allow for scaled analysis in oncology.2

Detailed evaluation of health data is required to answer
pressing questions within cancer research, such as in
cancer surveillance and epidemiology, where un-
derstanding survivorship outcomes is increasingly
important.3 Pharmacy data represent one of the more
voluminous data streams and have traditionally not

been captured by cancer registries. Pharmacy data
captured in EHRs is specifically useful to understand
prescribing and treatment patterns, adverse events,
medication adherence and administration, response
to treatment, and treatment outcomes. Pharmacy data
could include variables related to medication use, such
as drug name, dose, strength, directions (“SIGs”), cy-
cles, and regimens. Medications are contained in both
structured and unstructured formats, which can limit or
control how efficiently the data are analyzed.4 Although
formal models, or ontologies, for the representa-
tion of chemotherapy regimen data have been pro-
posed, they are not yet widely used in production
EHR environments.5,6

Machine learning (ML) and NLP are advanced ana-
lytical methods capable of processing large volumes of
data in a manner approximating the human learning
processes and are collectively referred to as methods
of AI.7,8 Thesemethods are not mutually exclusive, and
NLP in particular frequently uses ML techniques to
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work around limitations such as inconsistent vocabulary
usage. ML can be either supervised or unsupervised.
Supervised techniques are defined as those methods or
algorithms where idealized or preconstructed manually
curated information is provided and the algorithm attempts
to identify or replicate the results using the provided
inputs.9 Unsupervised techniques are methods in which
the algorithms attempt to structure the data and infer
patterns in a way that maximizes outputs without providing
structured or labeled information for the computational
analysis9,10 (Appendix Table A1). Both techniques have
been applied in the context of cancer research, including
medical image analysis and diagnosis extraction.1,9 The
value demonstrated through an NLP systematic review in
the context of radiology, conducted by Pons et al,1 provided
the rationale to explore the use of advanced analytical
methods across other clinical data types, such as for
efficiently leveraging pharmacy data. Although AI is
a promising approach to big data problems, there are
concerns about methods, approaches, ethics, and repro-
ducibility.11,12 Given the lack of previously published sys-
tematic reviews on this budding topic, the purpose of this
systematic review is to evaluate the current literature on the
application of NLP and ML to pharmacy data in cancer
surveillance and epidemiology research.

METHODS

Data Sources and Review Phases

A literature search was conducted to locate peer-reviewed
publications across PubMed, EMBASE, Scopus, and the
Cochrane Library, indexed between July 17, 2008, and
December 31, 2018. The precise search strategy was con-
ducted using keywords across four content categories—
cancer, pharmacy, AI methods, and population science—and
restricted to English language publications with full text
available.

Title/Abstract Phase

All titles and abstracts were evaluated for inclusion and
exclusion by four reviewers in two teams: original search
(P.F./M.M., A.E.G., C.W., and D.R.R.) and bridge search
(J.L.W., A.E.G., C.W., and D.R.R.). For title/abstract phases
the total number of publications was evaluated by a team of
two independent reviewers. Discrepancies were discussed
by the opposite team of independent reviewers until a
consensus was reached. Studies that met the following
criteria were selected for full text review: (1) used an ob-
servational study design, and (2) addressed pharmaceu-
tical interventions for cancer and AI methods. Studies were
excluded if human patient information was not reported,
treatment information was excluded, or the treatment
specified did not include a drug treatment.

Full-Text Phase

In the full-text phase, studies were reviewed by four re-
viewers (A.E.G., A.T., B.T., and C.W.) composed of two
independent reviewer teams using the same method as in
the previous phase. Individual studies were included or
excluded based on the Study Design, Participants, In-
tervention, and Outcomes (SPIO) criteria (Table 1).

Abstraction Phase

Full-text abstraction was completed by two independent
reviewers (A.E.G. and B.T.), and discrepancies were re-
solved by consensus. Abstracted fields included: (1) study
purpose; (2) research topic; (3) cancer type or types
studied; (4) study setting (ie, multisite, single practice, or
other clinical setting); (5) key study characteristics, in-
cluding sample size, study design, population character-
istics, primary data source used, primary outcome measure,
study limitations, and conclusions; (6) type and source of
pharmacy data and the identification of specific drugs or drug
classes; (7) type of AI methods used in the analysis; (8)
characteristics of AI methods, including key findings on AI

CONTEXT

Key Objective
To evaluate artificial intelligence (AI) data processing methods being leveraged in cancer pharmacy surveillance and epi-

demiology, including performance assessments and utility in population research.
Knowledge Generated
This systematic review, including studies published between July 17, 2008, and December 31, 2018, found a steadily

increasing volume of AI methods research within cancer surveillance and epidemiology, reaching 524 publications in
2018. However, methodologic differences across studies present challenges to reproducibility, including inconsistent
reporting of results and a lack of specificity in data source reporting; 45% of included studies specifically identified the data
source. Further research may benefit from focusing on maximizing performance through consensus use of specific
methods and reporting standards for informatics.

Relevance
These findings identify potential barriers to the effective use of emerging AI methods and critical evaluation of their per-

formance, further establishing the need for standardization to more rapidly enhance the translation of big data in cancer
research to clinical practice and patient care.
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method, novelty of the overall method, purpose, learning
processes (ie, supervised, unsupervised); and (9) reported
performance measures (eg, accuracy, precision, recall,
F-score, area under the receiver operating characteristic
curve [AUC], error analysis metrics, or other).

Reporting of Results (aggregation)

Available performance measures are reported for all
studies. For Study Characteristics—Patient Data Source
and Pharmacy Data—Type of Data Used, if the source was
unspecified by the authors the field was populated with
either “Patient Clinical Data” or “Not Specified.” Where
a single method was present, the mean, median, and range
(highest and lowest) scores are reported where available. In
the case of multiple reported methods, the mean or median
performance, where available, as well as the highest and
lowest scoring methods and their metrics were reported;
fields with no reported findings for a measure were pop-
ulated with “NR” for “Not Reported.” For Study Limitations,
where no discussion of study limitations stated by the
author could be found, the field was populated with “None
explicitly discussed.”

RESULTS

The search returned 3,271publications in total, with 2,297
unique citations after deduplication from the original search
(July 17, 2008, to July 15, 2018) and an additional 326
unique citations identified for review in the bridge search
(July 16, 2018, to December 31, 2018). The results for
each review phase are contained in the PRISMA (Pre-
ferred Reporting Items for Systematic Reviews and Meta-

Analyses) diagram (Fig 1).13 The review identified 36
studies for abstraction: 29 from the original search and
seven additional studies from the bridge search. There was
a noticeable increase in relevant publications over time,
from 115 publications in 2009 to 526 publications in 2018
(456% increase), with the highest year-over-year increase
occurring between 2017 and 2018, with 153 additional
new studies published in this time frame (Fig 2).

Among the included studies (Data Supplement), the study
purpose varied, with the majority focused on supporting
treatment selection and clinical decision making (45%).
Other main purposes included predicting patient survival
and prognosis (22%), collecting patient characteristics and
demographic information (17%), and evaluating the in-
cidence and reporting of adverse events (17%). Data source
and methodology were varied as well. The patient data
sources used in studies were most commonly unspeci-
fied (25%)—referred to as “Patient Clinical Data” in the
abstractions—followed by EHR data (22%). Patient data
associated with other primary sources was used in 14% of
studies, and the remaining 39% of studies used mis-
cellaneous data sources, such as public Twitter posts, patient-
provider interviews, and patient-reported narratives.14-16

Nineteen percent of the studies used more than one data
source for their patient data.

Specific to oncology, the included studies examined data
across 12 cancer types. The most common type included
was breast cancer (n = 11). Ten of the studies either did not
specify the cancers they captured or did not limit their study
or data by the cancer type recorded in the study; these have

TABLE 1. SPIO Systematic Review Study Inclusion and Exclusion Criteria
Criteria Inclusion Exclusion

Study design Any observational study design, whether as prospective
or retrospective observation design

Citations that do not use primary epidemiologic
data (eg, systematic reviews/meta-analyses, no
interventional studies, no commentaries/narratives)

Cancer surveillance and epidemiology
(participants)

Results reporting outcome prediction, incidence,
prevalence, population-level data, survival
outcomes, malignancies and tumors

Keywords: in vivo, in vitro, cell lines

Human data, human health records, or patients Nonhuman animal data

Data abstraction, geographic regions Nonmalignant diseases

Pharmacy data (interventions) Indicators of pharmacy data being used in the study
may include: drug names, administration routes,
pharmacy claims, adverse events, survival,
utilization, neoadjuvant, adherence/compliance

Radiology, screening, imaging, surgery in the absence
of pharmacy keywords

AI methods: NLP/ML/AI (outcomes) Keywords that may identify the use of NLP/ML
techniques: fuzzy logic, random forest, decision tree,
text mining, support vector machine, named entity
recognition

Robot

Use of the word “learning” outside the context of
biologic organisms also may qualify

Keywords for behavioral interventions

Data source SEER, NCDB, registries, claims databases,
reimbursement, medical records

Based on prior exclusion criteria

Abbreviations: AI, artificial intelligence; ML, machine learning; NCDB, National Cancer Database; NLP, natural language processing; SPIO, Study Design,
Participants, Intervention, Outcome.

Systematic Review of AI Methods in Cancer Pharmacy Surveillance

JCO Clinical Cancer Informatics 1053



been referred to as “Pan-cancer” in the abstractions and
were the second most common cancer type (n = 10),
followed by studies of lung (n = 4) and ovarian cancer (n =
2). The following types were only specifically reported in
a single study: cervical, colon, esophageal, peritoneal,
prostate, renal, solid tumors not otherwise specified, and
soft-tissue sarcoma. Of the 36 included studies, 16 of them
specifically identified the pharmacy data source. The 20
that did not were recorded as either “Patient Data” or “Not

Specified” during abstraction as a result. Fourteen of the
studies did not specify the drug agents or classes found by
the researchers to any degree. Of the 22 studies that
specified the drug treatments, 14 identified them cate-
gorically (eg, “Experimental,” “Platinum-Based”) and the
remaining eight studies specified drug treatments captured
individually.17,18 The highest number of specifically tracked
therapies in a study was 15 individual agents.19 The most
commonly administered drug class among all studies was
platinum-based antineoplastics (n = 10; Data Supplement)

Among all included studies, half of them used more than
one type of a given AI method, regardless of whether the
methods were ML or NLP based. Twenty-five percent used
NLP methods alone (n = 9), 67% used ML methods alone
(n = 24), and 8% used both NLP and ML methods (n = 3).
In addition, there were differences in the level of human
involvement between studies; 41% of the studies used
unsupervised learning (n = 15), 53% used supervised
learning (n = 19), and 6% used supervised and un-
supervised learning together (n = 2). ML methods differed
among studies, including eight studies that used multiple
ML methods for data processing, including bootstrap ag-
gregating, random forest, support vector machines, naı̈ve
Bayesian classifiers, and least absolute shrinkage and
selection operator (LASSO).18 Themost commonly reported
outcome for AI method performance was area under the
receiver operating characteristics curve, abbreviated as
either AUC or AUROC (n = 14). Recall (ie, sensitivity) was

Total records
(N = 3,271)

Records excluded after
de-duplication and date

(n = 648)
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and abstract
(n = 2,623)

Records excluded by title
and abstract
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Full-text articles assessed
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Full-text articles excluded
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FIG 1. PRISMA (Preferred Reporting Items
for Systematic Reviews and Meta-Analyses)
diagram: study inclusion for systematic re-
view. ML, machine learning; NLP, natural
language processing.
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also a commonly reported measure (n = 12). Of the studies
reporting precision, recall, F-score, or AUC, 10 achieved
results≥ 0.90 for at least onemeasure, with recall being the
most commonly reported measure ≥ 0.90 in studies (n = 7;
Data Supplement). Reporting of limitations among the
abstracted studies was not consistent. There was no report
of study limitations among six studies. The three most
commonly stated limitations included variable or missing
data (n = 17), followed by small sample size (n = 8) and
clinical data from a single treatment site (n = 6).

DISCUSSION

The evaluation of . 3,000 publications in this systematic
review represents more than a decade of oncology phar-
macy research studies and AI scientific methods devel-
opment. The rapid increase in utilization of large health
care databases, including platforms for integration in health
care systems and AI data methods, is observable in the
increase in rate of these publications. Between 2017 and
2018, there was a 41% increase in publications, from 371
to 524, which is also the largest number of annual publi-
cations in this study. Although a yearly increase in publi-
cations of 153 from 2017 to 2018 may be modest in
absolute terms, especially compared with other areas of
oncology research, it represents more than the mean an-
nual number of new publications before 2011 and nearly
a five-fold increase in the number of relevant studies from
the first full year of the review. Moreover, the bridge search,
which was conducted to capture studies published be-
tween July 16, 2018, and December 31, 2018, returned
seven additional studies eligible for final inclusion, repre-
senting almost one-fifth of all the included studies. Interest
and exploration in the use of these techniques to process
pharmacy data in support of cancer epidemiology and
surveillance efforts appears to be increasing.

However, the integration of AI-based methods in cancer
surveillance and epidemiology research for pharmacy data
still consistently presents limitations. More than half of the
included studies did not specify or inadequately specified
the source or type of pharmacy data in their text or sup-
plementary materials. Without this information, it is prob-
lematic for current or future researchers to replicate, test, or
validate the methods or results using pharmacy data.20 The
value of information provided by pharmacy data is also
strongly dependent on the purpose of the data collection
and data provenance; medication administration records,
prescription fill data, administrative claims, and pre-
scription orders provide different data elements with
varying levels of detail. Each data set must be assessed for
appropriateness and quality when answering a specific
research question.21,22 Without the ability to understand the
underlying data, it is difficult to reproduce findings or de-
termine how relevant a method may be to predicting or
evaluating a given clinical context. Failure to account for
these shortfalls then potentially leads to inappropriate
conclusions, which results in confusion within the broader

research community and raises concerns regarding the
integrity of the underlying research.20

In addition, there were difficulties in comparing the per-
formance of the AI methods reported. Fewer than half of the
included studies shared any one consistent performance
metric; some studies reported none of the prespecified
performance metrics. Depending on the purpose of the AI
method, uniformity in performance reporting is essential to
meaningfully compare approaches. For example, the NLP
field has adopted F-score as a default reporting metric
which is used to compare performance in community
tasks. The primary metrics of F-score, precision, recall, and
AUC are also commonly used across many different
medical AI research contexts.23-25 In addition, recent high-
quality publications have achieved performance metrics
better than 0.9023-27 for these measures. By comparison,
10 of the studies abstracted were able to achieve such
results in at least one metric. Although performance in
a given metric can be expected to vary considerably be-
tween data types and context, strong performance with
these technologies achieved in previous study suggests that
current research efforts between cancer surveillance, ep-
idemiology, and pharmacy data may benefit from a focus
on determining which methods perform more effectively
across multiple contexts.22

Missing or inconsistent data were listed as an explicit
limitation in almost half of the studies. Although this is
expected with real-world data, AI methods are understood
to have advantages over more traditional methods in pro-
cessing these data.28 Conversely, numerous studies did not
describe their study limitations, contributing to the general
dilemma of a lack of reproducibility.29-31 A failure to account
for limitations in research prevents other researchers from
appropriately replicating the findings or developing new
research methods that build on the original findings. In
conjunction with the wide variations in method perfor-
mance and reported metrics, it also prevents outside re-
searchers from readily interpreting the significance of the
study or its performance relative to existing methods,
hindering adoption of any otherwise promising methods.

The use of real-world data in AI-assisted research presents
numerous ethical challenges.20,32 Although the use of
aggregated data sources easily allows for personal identi-
fiers to be excluded or used with matching methodologies,
the development of AI techniques and algorithms requires
researchers to make certain assumptions about which data
are most valuable. As such, it is well known that AI systems
are subject to a number of ethical risks and biases, such as
difficulty assigning responsibility when a system generates
incorrect or harmful outcomes or difficulty identifying how
to correct or improve the system or determine the impact of
a given variable because of how an AI technique reaches
conclusions. Moreover, although individual patient identi-
fiers may be relatively easy to purge from the results, the
level of access AI systems demand of personal information

Systematic Review of AI Methods in Cancer Pharmacy Surveillance
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frequently conflicts with privacy concerns.32,33 In many
ways, the frequent absence of discussion regarding limi-
tations in the abstracted studies, and the attribution of poor
performance to missing data, reflects the broader ethical
issues that these AI methods, and the researchers using
them, face when using real-world data.20 A lack of trans-
parency on the limitations of these systems in a study
prevents researchers from thoroughly evaluating the ethical
risks of a given AI method. The heavy attribution of their
poor performance to missing data, without addressing
concerns for patient privacy, data validity, or other ethical
dilemmas, also reinforces potentially fallacious reasoning
that poor AI performance can be resolved through com-
promises in protections that seek to target these issues.

There are limitations to this systematic review. The broad
search strategy and multiple publication databases per-
mitted capture of as many publications relevant to this
study as possible, although the heterogeneity of the studies
in terms of methods, populations, and outcomes made
identifying specific risks of bias in the abstracted citations
prohibitive. This heterogeneity also introduced more op-
portunity for inconsistencies in publication selection, which
could stem from differences in the initial citation data or
a greater risk of inter-reviewer discrepancy during review.
As a result, it is possible that some relevant studies may
have been excluded or may not have been captured in this

review. Similarly, significant and newer publications in this
field frequently appear in symposia34-36 or as preprints,
which presented a unique challenge in identifying appro-
priate publication sources. The appearance of studies
outside of journal publication may delay the propagation of
findings in a subject that is expanding quickly. Rapidly
developing fields such as AI in medicine are also difficult to
capture in a retrospective systematic review because of the
time requirements necessary to conduct them. As an ex-
ample, BERT methods—Bidirectional Encoder Repre-
sentations from Transformers—have risen as state of the art
in clinical NLP recently, but they are completely absent in
our systematic review.37

This study demonstrates that AI methods focusing on
pharmacy data for cancer surveillance and epidemiology
research are increasing in prevalence. The breadth and
scope of our systematic review allowed it to capture an array
of data uses, providing valuable insight into the current
state of research and continuing development. A large
degree of variance and heterogeneity in study design and
performance metrics in this area of research is evident.
There is a need for greater transparency of data sources
and performance of AI methods to improve the translation
of the vast repositories of data into meaningful outcomes for
researchers, clinicians, and patients.
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APPENDIX

TABLE A1. Glossary of Overarching Artificial Intelligence Methods
Artificial Intelligence Method Definitiona

Natural language processing Algorithms used to process data in a manner comparable to human language. They can be rule
based or ML based.

Decision trees ML method that uses a preselected outcome to guide computation of different operational choices,
with the algorithm identifying the performance of specific choice sequences. A major variant is
random forest modeling, which randomly constructs multiple decision trees on the basis of
provided data and compares their performance.

Support vector machine A supervised ML method that uses predefined examples of two categories in a training set to model
an algorithm that assigns new examples to those categories. An unsupervised variant called
support-vector clustering using similar principles to identify clusters in data without predefined
examples, which only works for binary categories.

Bootstrap aggregation ML method, also known as “bagging,” which randomly constructs new, synthetic training sets on
the basis of initial data in an original training set, which is then used as the basis for comparing
model performance.

Kernel machine learning AnMLmethod that converts data into more easily categorized intermediate forms for the purpose of
identifying patterns.

Artificial neural network An unsupervisedMLmethod that uses computational “neurons” to process input data and balance
the resulting calculations in a manner that maximizes the desired outcomes.

Abbreviation: ML, machine learning.
aSources: scikit-learn: User guide. https://scikit-learn.org/stable/user_guide.html; Goodfellow I, Bengio Y, Courville A: Deep Learning.
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