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Abstract

Emerging evidence suggests impulsive states may be reliably measured in the moment using 

ecological momentary assessment (EMA); however, research has not investigated whether the 

multifactorial structure of impulsive traits also characterizes impulsive states. In two independent 

samples spanning adolescence through young adulthood (n = 211, n = 222), we adapted global 

self-report measures of impulsive traits to EMA and conducted multilevel confirmatory factor 

analyses to characterize the within- and between-person factor structure of five impulsive traits 

(negative urgency, planning, persistence, sensation seeking, and positive urgency). Across both 

studies, factor models with one factor for each UPPS-P facet fit the data well at both levels, though 

some latent factors were highly correlated. Aggregated impulsive states, especially negative 

urgency, predicted ODD symptoms, emotional problems, alcohol problems, and ADHD 

symptoms. Our results suggest that EMA measures can capture a range of impulsive states that 

mirrors the heterogeneity seen in the trait literature.
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Introduction

Individual differences in multiple, related traits (described as “impulsive traits”) underpin 

impulsive behaviors and various forms of psychopathology, such as risky drug and alcohol 

use, self-injurious behaviors, and mood disorders (Berg et al., 2015). Despite growing 

consensus that impulsive behaviors are determined by multiple distinct traits (Gullo et al., 

2014; King et al., 2014; Sharma, Markon, et al., 2013; Whiteside & Lynam, 2001), 

understanding of impulsive traits is limited by a reliance on global self-reports, which ask 
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individuals to report their typical behavior, as opposed to behavior in a given situation. 

Measuring impulsive states in the moment holds promise as a means of addressing research 

questions about processes more proximal to behavior (e.g., when and under what conditions 

do individuals act most impulsively) and identifying more temporally specific points of 

intervention. To address these research questions, it is important to understand whether 

individuals’ moment-to-moment experience of impulsive states might mirror or differ from 

more global impulsive traits.

Impulsive Traits and Impulsive States

One prominent model of impulsive traits characterizes individual differences in the tendency 

to think and plan ahead (planning), persist towards goals (persistence), act on impulse in the 

face of negative emotions (negative urgency) or positive emotions (positive urgency), and 

engage in thrill-seeking behavior (sensation seeking; Cyders et al., 2007; Sharma, Markon, 

et al., 2013; Whiteside & Lynam, 2001). Narrative and meta-analytic reviews, covering 

hundreds of empirical studies, have suggested that nearly all global self-report measures of 

“impulsivity” reflect some combination of these five impulsive traits (Cross et al., 2011; 

Cyders & Coskunpinar, 2011; Duckworth & Kern, 2011; King et al., 2014). However, some 

research suggests that a three-factor solution may describe these five traits more 

parsimoniously. Of these five traits, planning and persistence tend to be moderately 

correlated (rs as high as .53, .45, Roley et al., 2017; Whiteside & Lynam, 2001) and load 

highly (.65 to .76) on a single higher-order factor in confirmatory factor analysis (Cyders & 

Smith, 2007; Sharma, Kohl, et al., 2013). The same is true of negative and positive urgency, 

which are highly correlated (rs as high as .80, .71, or .69; Pedersen et al., 2016; Roley et al., 

2017; Settles et al., 2014) and also loaded highly (.62 to .93) on a single higher-order factor 

(Cyders & Smith, 2007). Sharma, Kohl, Morgan, & Clark (2013) investigated a large battery 

of global self-report items intended to measure impulsive traits and reported three factors 

reflecting planning/persistence, urgency, and sensation seeking. Recent narrative and factor 

analytic reviews have also argued that the optimal representation is as three weakly 

correlated traits (Duckworth & Kern, 2011; King et al., 2014; Sharma, Markon, et al., 2013; 

Smith et al., 2007).

Global self-report measures of impulsivity have strong evidence of predictive and 

discriminant validity for risky behaviors and mental health outcomes (Berg et al., 2015; 

Smith et al., 2007), but also have several key limitations. Global self-report measures require 

individuals to retrospectively recall their behavior across a broad range of time and 

situations, a reconstructive process that can be laden with bias. Recall is influenced by 

factors related to the encoding, recollection, and emotional salience of memories (Hunt et 

al., 2003; Robinson & Clore, 2002), as well as heuristics involved in judging one’s response 

to an item (Shiffman et al., 2008). For instance, many negative and positive urgency items 

were derived from a facet of neuroticism (Sharma, Markon, et al., 2013; Whiteside & 

Lynam, 2001), and people higher on neuroticism may be biased towards recalling negative 

information (Eysenck & Mogg, 1992).

Although person-level relations indicate the importance of impulsive traits on 

psychopathology, the processes by which they unfold over time are impossible to understand 

Halvorson et al. Page 2

Assessment. Author manuscript; available in PMC 2021 October 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



without measures that match the time frame of these processes more closely (Curran & 

Bauer, 2011; Fisher et al., 2018; Kenrick & Funder, 1988). This mismatch between process-

level theories and global self-report measures has been advanced as a reason for relatively 

poor prediction of future behavior by trait measures: though the disparate situations assessed 

by a survey measure may be experienced as cognitively or affectively similar, they may not 

lead to strong prediction of behavior in a situation, for an individual (Mischel et al., 2002; 

Mischel & Shoda, 1995). Many within-person questions about impulsivity – such as which 

situations make impulsive states more likely, or whether impulsive states precede drinking 

on a given day – will remain unexamined absent reliable and valid measures of impulsive 

states. Developing reliable and valid measures of impulsive states is essential to answering 

process-level questions, and given existing research on impulsive traits, it is critical to test 

whether measures of impulsive states reflect similar dimensions.

Prior Research on Impulsive States

To date, only three studies of which we are aware have reported on the validity of daily self-

report measures of impulsive states. Tomko et al. (2014) developed a four-item measure 

(example items: “I have felt impatient,” “I made a ‘spur of the moment’ decision”) of 

impulsive states for EMA research, the Momentary Impulsivity Scale (MIS), and validated it 

in a clinical sample (n = 105). Participants completed brief assessments six times per day for 

28 days. Results supported a single factor, which was moderately associated with global 

self-report of impulsive traits including BIS-11 subscales and negative urgency, planning, 

and persistence from the UPPS (rs = .26 to .45). Moreover, within-person variability in 

reports of the MIS over time – measured by the mean squared successive difference (MSSD) 

– was correlated (rs = .21 to .45) with global self-reports of the same impulsive traits, 

suggesting that impulsive traits are not only associated with levels but also with general 

variability in impulsive states. Wu & Clark (Wu & Clark, 2003) examined once-a-day 

reports of 20 commonly-occurring impulsive and planful behaviors (example items: “Blew 

off my homework”, “Made a to-do list”) in college undergraduates (n = 170). Exploratory 

factor analyses retained 13 items which formed two uncorrelated (r = −.03) subscales: failure 

to plan and carefree/spontaneous. Person-level aggregates of failure to plan behaviors were 

positively related to global self-reports of lack of planning (rs = .24 to .37) as measured by 

the Schedule for Nonadaptive and Adaptive Personality (Clark, 1993) and the Barratt 

Impulsivity Scale-Version 11 (Patton et al., 1995). Carefree/spontaneous behaviors were 

correlated with a measure of urgency and sensation seeking (the BIS-11 Motor Impulsivity 

subscale). These findings were then replicated in a sample of college students (n = 152; 

Sharma, Kohl, et al., 2013), finding similar magnitude and direction of correlations with the 

SNAP measure. Thus, impulsive states may be measured at the daily or momentary level, 

and when aggregated, are related to global self-reports.

Given strong evidence that multiple impulsive traits exist, measures of impulsive states 

should also aim to measure several factors related to impulsive acts. Prior work has not 

sampled a wide range of items, or had the explicit goal of deriving a small number of 

factors. This approach makes it difficult to know whether the five-factor model of impulsive 

traits is mirrored in people’s perceptions of their impulsive states. Measuring impulsive traits 

as they manifest in everyday life could allow for validation of process-level theories of 
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specific individual traits (e.g., that individuals who score high on global self-report of 

negative urgency are especially likely to lash out at a friend after experiencing negative 

affect earlier in the day). Measuring specific impulsive states could also allow for specific 

prediction from individual states to individual behaviors. On the other hand, if trait measures 

and EMA equivalents have widely differing factor structures, it may be critical to investigate 

other factors (e.g., situational or contextual factors) that may explain the association between 

traits and states. Some early evidence supports the idea of distinguishing between impulsive 

states: in recently published work with the same sample as Study 2 below, Pedersen et al. 

(2019) found that adults with childhood ADHD had increased variability on some impulsive 

state measures (negative urgency, positive urgency, and sensation seeking) but not others 

(planning and persistence). Thus, the primary aim of the current study was to more 

thoroughly describe the factor structure of state impulsivity using items representing a wide 

range of impulsive traits.

The Current Study

In the current study, we analyzed the reliability and validity of an EMA adaptation of a 

broad questionnaire battery of impulsive traits (the UPPS-P; Whiteside & Lynam, 2001; 

Cyders et al., 2007). Our goals were 1) to test the degree to which the between-person 

structure of impulsive traits also describes within-person variation in impulsive states, and 2) 

to report on the reliability and validity of EMA measures of impulsive states.

To address these aims, we used data from two independently conducted studies which 

adapted global self-report measures of UPPS-P impulsive traits to assess impulsive states. 

We hypothesized that the five impulsive domains measured would be differentiable, and that 

a five-factor solution would best fit the data. However, given extant research on 

measurement of impulsive states (Sharma, Markon, et al., 2013; Tomko et al., 2014; Wu & 

Clark, 2003), we also examined the possibility of a more parsimonious solution. We further 

hypothesized that aggregated impulsive states would show evidence of convergent validity 

and criterion validity. At the trait level, we hypothesized that aggregated impulsive states 

would relate positively and moderately with retrospective impulsive trait measures 

(convergent validity), and would relate positively and moderately with externalizing 

problems, mood disorders, and emotional problems (criterion validity), following meta-

analytic findings by Berg et al. (2015) that impulsive traits predict a broad range of 

emotional and behavioral problems. At the state level, we hypothesized that one or more of 

the UPPS-P impulsive states would correlate with existing impulsive state measures 

(convergent validity; Tomko et al., 2014; Wu & Clark, 2003).

In Study 1, a sample of high school and college students, we aimed to understand whether 

state impulsivity is best conceptualized as a unitary state or as several distinct dimensions by 

measuring urgency, planning, and persistence in the moment. Study 2 replicates Study 1 in a 

sample recruited to contain elevated levels of impulsive traits, expands the factor analyses to 

include measures of sensation seeking and positive urgency, and includes additional indices 

of criterion validity.
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Methods

Overview of Study 1 and Study 2

Study 1 and Study 2 were EMA studies of daily impulsivity with similar protocols and 

measures. Study 1 included participants from a public high school and a four-year university 

in the Northwestern United States and measured three impulsive states (negative urgency, 

planning, and persistence) in 215 participants, assessed three times per day for 10 days. 

Study 2 measured five impulsive states (negative and positive urgency, planning, persistence 

and sensation seeking) in 211 young adult participants in a city in the Northeastern United 

States, measured six times per day for 10 days. Each study assessed impulsive states during 

a 10-day period comprising two weekends, in order to oversample certain impulsive states 

and impulsive behaviors (e.g., heavy alcohol and marijuana consumption) which tend to be 

more likely on weekends than on weekdays. We report how we determined our sample size, 

all data exclusions, all manipulations, and all measures in the study.

Study 1 Method

Participants.—Participants were high school students at a public high school in the Pacific 

Northwest (n = 61) and college students at a four-year public university (n = 161; combined 

n = 222). The high school sample was 64% female, and 54% White, 17% Asian, 5% Black, 

and 15% multiracial, with students ranging in age from 15 to 18 (M = 16.6). The college 

student sample was 49% female and 66% White, 21% Asian, and 12% other race or 

ethnicity, and consisted of students aged 18–22 (mean age 19.4). The college sample was 

recruited from among participants in the university’s Psychology Subject Pool who reported 

weekly alcohol or marijuana in a screening survey. Of screened university participants, 17% 

met eligibility criteria.

Procedure.—Study procedures were approved by the local Institutional Review Board. 

Participants first completed a web-based baseline survey and were trained in the EMA 

protocol, either during an in-person session (college sample), or a telephone session (high 

school sample). Next, participants began a 10-day EMA protocol on the following Friday 

(college sample), or on the following day (high school sample). During the EMA period, 

participants received three text messages a day on their personal smartphones containing a 

link to a Qualtrics survey during a random time within three evenly-spaced assessment 

windows between 9am and 9pm (college sample) or between 12pm and 9:30pm (high school 

sample). Response windows were altered in the high school sample to avoid interrupting 

class time, and the first survey was sent during students’ lunch break. Assessment windows 

were separated by at least two hours to avoid temporal overlap in surveys. Reminder text 

messages were provided to participants one hour after the initial text; 51% of participants 

completed the survey within 10 minutes, and 86% completed the survey within one hour. 

College participants received prorated course extra credit for participation which depended 

on the number of EMA surveys completed. High school students received up to $30, $1 for 

each survey completed. We considered participants (n = 3 in the high school sample, n = 4 in 

the college sample) who completed fewer than 3 days’ worth of assessments (9 assessments) 

to be non-responders; they were excluded from further analyses. Excluding non-responders, 

response rates for the daily assessments were 81% for high school and 87% for college 
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students. In total, the final analysis sample consisted of 58 high school students (1,416 

observations of a possible 1,740) and 157 college students (4,107 observations of a possible 

4,710).

Measures

Impulsive traits.—We measured impulsive traits during the baseline survey with the full 

UPPS-P (Lynam et al., 2006; Whiteside & Lynam, 2001) measure: negative urgency (12 

items, e.g., “In the heat of an argument, I will often say things that I later regret”), planning 

(11 items, e.g., “My thinking is usually careful and purposeful”), persistence (10 items, e.g., 

“I generally like to see things through to the end”), sensation seeking (12 items, e.g., “I 

generally seek new and exciting experiences and sensations”), and positive urgency (14 

items, e.g., “When I am really excited, I tend not to think of the consequences of my 

actions”). Response options ranged from 1 (agree strongly) to 4 (disagree strongly). All 

responses were coded so that higher numbers indicated more impulsivity. Cronbach’s alpha 

values were high for each scale (α > .85). Validity analyses were completed with only the 

impulsive traits that matched the impulsive states measured.

Impulsive states.—Impulsive state items were adapted from the global self-report version 

of the UPPS-P by project staff based on item loadings, consultation with experts on item 

content, and adaptability to the momentary context. For example, “I have trouble controlling 

my impulses” was modified to “Since the last assessment I had trouble controlling my 

impulses.” Table 1 contains original global self-report items and adapted language. The 

project team adapted 14 items from the UPPS-P (Whiteside & Lynam, 2001) to represent 

three impulsive states – negative urgency (6 items), planning (4 items), and persistence (4 

items), with item stems changed to reflect behavior “since the last assessment” (or “since 

you woke up this morning” for morning assessments). Mean scores were calculated for each 

scale. A several-hour response time frame was chosen to balance several factors: consistency 

and comparability with prior work using this approach (e.g., Tomko et al., 2014), the burden 

of responding to surveys, the amount of retrospection and recall on the part of participants, 

and the likelihood of capturing recent impulsive states at a given assessment. In fact, 

examining distributions of impulsive state items revealed right-skew, suggesting that high-

impulsivity states are somewhat uncommon. . Although it is possible that a briefer time 

frame would limit recall biases even further, this would have increased the burden on 

participants, potentially reducing response rates and inducing measurement reactivity. 

Overall reliability was high for all 3 scales, α = .71 – .84. The items had identical anchors as 

the trait UPPS (from Agree Strongly to Disagree Strongly), but respondents instead used a 

slider bar (which recorded responses ranged from 0–100) for the impulsive behaviors items.

In contrast to Study 2, Study 1 adapted items from the UPPS negative urgency and positive 

urgency scales to be free of emotional content (e.g., “I acted without thinking” rather than 

“When I am upset I often act without thinking”) in order to reduce the items’ dependency on 

participants’ evaluation of their mood. The larger goal of our research in this domain is to 

understand the interplay between affect and impulsive states. Within this broader goal, Study 

1 represents our attempt to understand the structure of impulsive states. Understanding 

relations between affect and impulsive states might be complicated by including affect in the 
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impulsive state measures themselves. To avoid this potential confound, and informed by 

meta-analytic work indicating that urgency shares common variance with affect-free 

measures of impulsive traits (Sharma, Markon, & Clark, 2013), we adapted urgency items to 

be free of affect in Study 1, with the acknowledgment that differences in factor structure 

across studies may be impacted by differences in item content. These items comprised a 

general urgency scale. Despite these concerns, subsequent analyses indicated that these 

items behaved similarly to the negative urgency items in Study 2. Thus, these scale items are 

reported below as negative urgency.

At each assessment, we administered a random selection of half of each item set to reduce 

response burden. Because these items were missing completely at random (MCAR), they 

could be imputed without bias, and scale composites (such as means) may also be estimated 

using the observed items with no increase in bias, and only minor increases in the standard 

error of the estimates (Graham, 2009; Graham et al., 2006).

State-level convergent validity.—Two existing EMA measures of impulsive behaviors 

and states were examined for potential relations with our adapted UPPS-P measures. 

Impulsive behaviors were measured each day at the nighttime assessment using the Daily 

Behavior Questionnaire (DBQ), an inventory of 31 everyday impulsive behaviors (Sharma, 

Kohl, et al., 2013; Wu & Clark, 2003). Items form two uncorrelated subscales derived from 

exploratory factor analysis: failure to plan behaviors (20 items; α = 64; e.g., “Made a to-do 

list “) and carefree/spontaneous behaviors (11 items; α = .56; e.g., “Made an impulse buy”). 

For comparability with impulsive state items, we reverse coded the failure to plan behaviors 

and reported them below as planful behaviors. Momentary impulsivity was measured at 

each assessment using the Momentary Impulsivity Scale (MIS), a brief 4-item measure of 

impulsive state. Example items included “I said things without thinking” and “I have felt 

impatient.” Between-person reliability for this measure was high (RKRN = 0.99), whereas 

within-person reliability was moderate (RCN = 0.56). Overall levels and variability in MIS 

scores are moderately related to baseline measures of impulsive traits.

Trait-level criterion validity.—To measure criterion validity, we used global self-reports 

of alcohol problems and emotional problems, both of which have been closely linked to 

impulsive traits (Berg et al., 2015). Alcohol problems were measured with the Rutgers 

Alcohol Problem Index (RAPI; White & Labouvie, 1989). Individuals self-reported the past-

year frequency of 23 different alcohol-related consequences on an ordinal scale (0 = None to 

3=More than 5 times). Published reliabilities are high for the RAPI (Cronbach’s α = .92, 3-

year test-retest reliability = .40; White & Labouvie, 1989). Example items include 

“Neglected your responsibilities” and “Was told by a friend, neighbor or relative to stop or 

cut down drinking.” A global mean score was computed and used in analyses. Emotional 
problems were measured with anxiety, depression, and anger scales from the Patient-

Reported Outcomes Measurement Information System (Pilkonis et al., 2011). The three 

scales have high internal consistencies (αs = .90–.95). Example items for anxiety (28 items) 

included “I felt anxious;” for depression (28 items) included “I felt hopeless;” and for anger 

(22 items) included “I was grouchy.” Responses were coded on a Likert scale (1=“never” to 

5=“always”). The PROMIS scores are normed on a large national dataset (N=5,239; Pilkonis 

Halvorson et al. Page 7

Assessment. Author manuscript; available in PMC 2021 October 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



et al., 2011), and thus T-scores (M=50, SD=10) are available. A subset of the full item set (8 

anxiety items, 8 depression items, and 5 anger items) was used to calculate T scores based 

on national norms. Mean T-scores for the three scales in the Study 1 sample were: anxiety 

(M=55.02, SD=8.85), depression (M=49.95, SD=10.77), and anger (M=51.10, SD=9.50).

Study 2 Method

Participants.—Participants were 231 moderate-to-heavy current drinkers (n = 117 with 

childhood ADHD; n = 114 without childhood ADHD). Participants were recruited from the 

Pittsburgh ADHD Longitudinal Study (PALS, n = 88; Molina et al., 2007, 2017) or from the 

surrounding community (n = 143; Pedersen et al., 2019). The sample was 76% male and had 

a mean age of 28.0 (range 21–35 years old, SD = 4.06). The majority of participants 

identified as White/European American (67.3%) and 31.8% identified as Black/African 

American; 0.9% identified as Asian or another race. All participants were current drinkers 

(drank alcohol in the last month). The larger study from which these data were drawn 

included an in-lab alcohol administration (described in Hasler et al., 2019), thus additional 

exclusion criteria were used. Participants were matched across race and ADHD status on 

self-reported past 30-day drinking behavior.

Procedure.—Study procedures were approved by the local Institutional Review Board, 

and are described in full in Pedersen et al. (2019). Following participation in a baseline 

interview and a laboratory protocol, the majority of participants started the EMA protocol on 

the following Friday (14 participants had a delayed start date due to extenuating 

circumstances). Participants used their personal smartphone or a study-provided smartphone. 

All participants were provided in-person instruction on how to complete the prompts (e.g., 

wait until done driving, do not give out your password). The first assessment was sent 15 

minutes after self-reported expected wake time and the last assessment was sent to 

participants 15 minutes prior to reported expected bedtime. An additional 4 assessments 

were randomly sent throughout the day. Participants were instructed that they had 10 

minutes to complete the prompt and received a reminder text 5 minutes after the first prompt 

was sent. Prompts were sent six times a day for 10 days. Participants could earn up to $110 

for completing at least 80% of the EMA assessments. Those who completed less than 80% 

of the EMA prompts received corresponding compensation (e.g., 60% completion received 

$66, 60% of $110). Twenty participants were excluded for providing less than 3 full days’ 

worth of EMA surveys. Excluded participants did not differ from included participants on 

demographic measures (age, gender), ADHD diagnostic status, or recruitment method. 

Excluding non-responders, overall compliance for the daily assessments was 72% and the 

total number of surveys completed comprised 9,154 of 12,660 possible observations.

Measures

Impulsive traits.—During a baseline survey, five impulsive traits were assessed using the 

59-item UPPS-P impulsive behavior scale, as described in Study 1.

Impulsive states.—As in Study 1, items (19) were adapted from the UPPS-P to the 

momentary level to assess negative urgency (4 items; α = .83), (lack of) planning (3 items; α 
= .87), (lack of) persistence (4 items; α = .81), sensation seeking (4 items; α = .81), and 
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positive urgency (4 items; α = .91) to assess impulsive states. Participants were asked to 

report on their experiences since the last EMA prompt. Response options ranged from 1 

(agree strongly) to 4 (disagree strongly). Composite scores were calculated as in Study 1.

Trait-level criterion validity.—To measure criterion validity, we assessed alcohol 

problems, adult ADHD symptoms, and adult oppositional defiant disorder (ODD) 

symptoms. These problems represent a combination of trait-like propensities toward 

problematic behaviors (ADHD, ODD symptoms) and acute episodes of psychopathology. 

Alcohol problems were measured with a modified version of the Young Adult Alcohol 

Problems Screening Test (YAAPST; Hurlburt & Sher, 1992) to assess a range of alcohol 

problems in adulthood. This 36-item questionnaire (response options: 0 = “none or not in the 

past year” through 3 = “more than 5 times”) assesses how frequently problems occurred 

while drinking or as a result of drinking within the past year. The YAAPST displays good 

reliability in prior literature (Hurlburt & Sher, 1992) and in our sample (α = .92). For the 

current study, the sum of frequency scores for each problem reported in the past year (range 

0–108; M = 22.75, SD = 19.57) was the outcome variable. Attention Deficit/Hyperactivity 
Disorder (ADHD) symptoms were assessed for the past 6 months with the 18-item Adult 

ADHD Self Report Scale (ASRS; Kessler et al., 2007). These items are adapted from DSM-

IV criteria to mirror ADHD symptoms as assessed in a clinical interview. Respondents 

report on the frequency of feelings/behaviors in the past 6 months using an ordinal scale 

(“never”, “rarely”, “sometimes”, “often”, “very often”). ASRS scores indicating ADHD 

show 82%−87% concordance with diagnoses based on a full clinical interview. Cronbach’s 

alpha for the ASRS is in the range of .63–.72. A global mean score was computed and 

analyzed. ODD symptoms in the past 12 months were assessed with an 8-item measure of 

ODD symptoms adapted from a longer battery of executive function deficit-related 

behaviors (Barkley et al., 2010; Biederman et al., 2008). Though the form of adult ODD 

symptoms may differ developmentally from youth ODD symptoms, these problems are 

related to impulsive traits and show continuity across the lifespan (Babinski, Hartsough, & 

Lambert, 1999; Satterfield et al., 2007). Each item requested participants report the 

frequency of a behavior in the last 12 months on an ordinal scale (0=Never or Rarely, 

1=Sometimes, 2=Often, 3=Very Often). Items included “Lose my temper,” “Argue with 

others,” and “Deliberately annoy people.”

Analysis Plan

Descriptive statistics and scale reliability.—Prior to model fitting, we examined the 

extent of between- and within-person variance in individual items by examining intraclass 

correlations for items. To estimate the stability of daily measures – that is, how reliable 

measurements are when averaged across time and scale item – we estimated variance 

components as recommended by Shrout & Lane (2014) using the VCA software package in 

R. This coefficient RKR represents the stability of rank-ordering of individuals in their levels 

of impulsive states across time. Because participants were assessed at the same frequency, 

but at pseudorandom time points within assessment windows, this quantity was computed 

treating time as a random effect. We also included coefficient ω at the between-person and 

within-person levels to measure internal consistency reliability at each level, calculated 

using the approach advocated by Geldhof et al. (2014). ω is similar in interpretation to 
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Cronbach’s α in that it indexes the ratio of true score variance to total variance at the given 

level, but does not make the assumption of essential tau equivalence and provides more 

precise reliability estimates.

Missing data.—Prior to model estimation, we imputed data for impulsive state items that 

were missing using a fully conditional multiple imputation procedure which accounts for 

clustering in multilevel data (Enders, Keller, & Levy, 2017), using Blimp 1.1 (Keller & 

Enders, 2017). Excluding data that were missing by design and fully missing EMA surveys, 

missing data for impulsive traits or states was rare (under 4% missing for each variable). We 

imputed data separately for the adolescent and the young adult datasets in Study 1 so as not 

to impute similarity to the potentially different factor structures of the two. Each imputation 

was conducted with two chains and created 20 imputed datasets for each of the three 

datasets (Study 1 adolescent, Study 1 young adult, Study 2). Maximum potential scale 

reduction factors near 1.00 across two imputation chains (1.00–1.05 in Study 1, 1.03–1.10 in 

Study 2) suggested that the imputation process converged on stable estimates. Estimates 

presented below are mean estimates across 20 imputed datasets. Across all estimates, 

variability due to imputation was at least an order of magnitude smaller than estimates.

Multilevel confirmatory factor analysis.—We conducted multilevel confirmatory 

factor analysis (ML-CFA) of EMA-assessed impulsive states in MPlus 8.0 (L. K. Muthen & 

Muthen, 2017). ML-CFA allows for simultaneous examination of factor structure at the 

between-subject and within-subject levels in one model. We conducted the ML-CFA in a 

stepwise fashion, following an approach for optimizing model estimation proposed by 

Muthen (Dyer et al., 2005; B. O. Muthen, 1994). First, we decomposed the total covariance 

matrix for all impulsive state items into two separate covariance matrices: one estimating 

between-cluster variation and one estimating pooled within-cluster variation. Next, we 

conducted traditional CFAs separately on the between-cluster covariance matrix and on the 

within-cluster covariance matrix. Models were specified with each item loading on its 

corresponding UPPS-P facet at both the between- and within-person level. Finally, we used 

the estimates from those models as starting parameter estimates for estimating the final two-

level model, which was specified in MPlus in full.

Model fit was assessed using chi-square as an indicator of exact fit. Where exact fit was not 

achieved (as chi-square is sensitive to violations of normality and sample size; Hu & Bentler, 

1999), we used relative fit indices, including the comparative fit index (CFI), standardized 

root-mean-square residual (SRMR), and root-mean square error of approximation 

(RMSEA). Using these indices, we judged model fit with reference to standards provided by 

Hu and Bentler (1999), Kenny & McCoach (2003) and the cautions of Marsh et al. (2004), 

and attended to modification indices as a means of balancing indicators of model fit 

(Jackson et al., 2009).

Model selection followed five primary steps. First, we performed item selection, examining 

items with overlapping content and any items with weak correlations with all others. 

Second, we attempted to fit the full two-level model in all 20 imputed datasets, evaluating 

summary fit statistics. Third, we explored modification indices in five randomly-selected 

imputed datasets to identify potential post-hoc sources of model misfit or misestimation 
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(negative variance estimates; items from the same subscale with highly correlated residual 

variances). Fourth, we evaluated these adjusted models and interpreted findings. Fifth, we 

examined the feasibility of reducing the number of latent factors explaining variance in the 

impulsive states by combining those that were highly correlated.

Validity.—To examine trait-level convergent validity, we computed correlations between 

EMA-aggregated measures of impulsive domains and corresponding global self-report 

measures. To examine trait-level criterion validity, we computed correlations between EMA-

aggregated measures of impulsive domains and behavioral and emotional problems. We also 

examined correlations between overall within-person variability in each domain, measured 

with the MSSD (Jahng et al., 2008; von Neumann et al., 1941), and outcomes. In Study 1, 

we also assessed state-level convergent validity using EMA measures of daily impulsive 

behaviors and broad momentary impulsivity.

Study 1 Results

Between- and within-person variability in impulsive states

One-fourth to one-third of the variance in the 12 impulsive state items (measured 3 times per 

day for 10 days) was explained by person-level differences in Study 1 (ICCs .23–.36; 30 

observations per participant). Thus, accounting for between-person differences in impulsive 

states, substantial within-person variance remained, which encompasses both predictable 

moment-to-moment variance and within-person error variance. The stability of rank-

ordering of individuals on each impulsive state across time was moderate (RKR, urg = .41, 

RKR, plan = .65, RKR, pers = .63), and scales showed internal consistency at the between-

person level (ωb, urg = .95, ωb, plan = .96, ωb, pers = .95) and the within-person level (ωw, urg 

= .71, ωw, plan = .66, ωw, pers = .66).

ML-CFA Results

Model estimation.—After item selection, the full 3-factor model fit the data well 

(Χ2(103) = 917, CFI = 0.93, SRMRbetween = 0.05, SRMRwithin = 0.04, RMSEA = 0.04). We 

dropped two items: one due to content overlap (the adapted urgency item “I acted without 

thinking” was identical to the inverse of a planning item in the original UPPS-P) and one 

due to weak correlations with all other items (the persistence item “I gave up easily” was 

weakly correlated, all rs < .3, with other persistence items). The subsequent full 3-factor 

model required two post-hoc model specifications to address isolated sources of model 

misfit. First, we fixed residual variances to zero for three potential Heywood cases whose 

residual variances were not significantly different from zero at the between-person level to 

avoid negative variance estimates (Heywood, 1931). Second, high modification indices 

(above 50) suggested we allow residuals to correlate for two urgency items (“I had trouble 

controlling my impulses” and “It was hard to resist acting on my feelings”) at both the 

between- and within-person levels.

Model fit and factor loadings.

No cross-loadings were necessary to achieve acceptable model fit. Fit criteria did not vary 

widely across imputations, and standard deviations were an order of magnitude smaller than 
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estimates, suggesting the imputation was reliable. After the two re-specifications described 

above, the three-factor model (only [negative] urgency, planning, and persistence were 

assessed) showed acceptable fit to the data, Χ2(103) = 917, CFI=.93, SRMRbetween = .05, 

SRMRwithin = .04, RMSEA = .04. Factor loadings are presented in Table 2.

After fixing the highest factor loading for each factor to 1.00, the median item factor loading 

was .90 (all loadings over .74) at the between-person level. The models explained a median 

of 80% of the between-person variance in items. At the within-person level, the median item 

factor loading was .95 (all loadings over .65), with latent factors accounting for a median of 

40% of item variance.

Planning and persistence were highly correlated both between person (r = .77) and within 

person (r = 81). Latent factor correlations are reported in Table 3.

Exploratory analysis of correlated latent factors.

In light of strong correlations between planning and persistence, we tested factor models 

combining correlated impulsive states. First, we combined planning and persistence. Despite 

fit criteria at or near acceptable levels, nested model comparison (X2 difference tests) and 

relative fit criteria (AIC and BIC) indicated inferior fit to the initially hypothesized models. 

Combining planning and persistence (Χ2
diff(4) = 1089, p > .05, ΔAIC = 1260, ΔBIC = 

1039), or estimating a one factor model (Χ2
diff(12) = 11646, p > .05, ΔAIC = 12361, ΔBIC = 

12280) produced significantly poorer fit.

Validity

Trait-level convergent validity.—Correlations between impulsive state measures and 

global self-report UPPS-P measures are summarized in Table 4. Correlations between the 

same construct measured via EMA and global self-report were moderate to strong and 

generally stronger than correlations with dissimilar constructs..

Trait-level criterion validity.—Table 5 reports relations between aggregated impulsive 

states and emotional and behavioral problems. Again, higher negative urgency predicted 

higher levels of alcohol problems, while higher planning predicted fewer alcohol problems, 

and persistence was unrelated. Correlations of EMA-aggregated states with retrospective 

report of anger, anxiety, and depression followed similar patterns, with negative and positive 

urgency positively associated with higher levels of problems, and higher planning and 

persistence associated with lower levels. Variation (MSSD) in impulsive states again related 

to emotional and behavioral problems with comparable strength and direction to mean levels 

in each domain.

State-level convergent validity.—Correlations between within-person variation in 

impulsive states and within-person variation in the MIS (at the momentary level) and DBQ 

(at the daily level) were calculated to assess state-level convergent validity. Measures were 

also aggregated to the person level and correlated with one another to assess trait-level 

convergent validity. The MIS was associated strongly and positively with urgency at both 

levels (rwithin =.68, rbetween = .88). The MIS also related to planning and persistence with 
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small negative correlations, functioning similarly to the urgency measure. DBQ measures of 

impulsive behaviors correlated positively with state urgency, but not with state planning and 

state persistence. DBQ measures of planful behavior correlated positively with state 

planning and state persistence, but negatively with state urgency. See Table 6 for 

correlations.

Study 2 Results

Study 2 replicated several findings from Study 1 for (negative) urgency, planning, and 

persistence, and extended these findings for sensation seeking and positive urgency. 

Differences in results are discussed below.

Between- and within-person variability in impulsive states

Over half the variance in the 18 impulsive state items (measured 6 times per day for 10 days) 

was explained by between-person differences in Study 2 (ICCs .55–.60; 60 observations per 

participant). Reliability of measurement, reflecting rank-ordering of individuals on average 

impulsive states across time, for each impulsive state was higher than in Study 1 (RKR, urg 

= .88, RKR, plan = .91, RKR, pers = .87, RKR, ss = .89, RKR, purg = .88). Scales showed 

comparable internal consistency to Study 1 scales at the between-person level (ωb, urg = .96, 

ωb, plan = .97, ωb, pers = .98, ωb, ss = .84, ωb, purg = .98) and the within-person level (ωw, urg 

= .65, ωw, plan = .71, ωw, pers = .70, ωw, ss = .62, ωw, purg = .74).

ML-CFA Results

Estimation.—Following item selection, the full 5-factor model fit the data well (Χ2(218) = 

1181, CFI = 0.96, SRMRbetween = 0.05, SRMRwithin = 0.03, RMSEA = 0.02). In Study 2, 

one item was dropped due to high content overlap (“I kept my feelings under control” was 

dropped due to cross-loadings on both negative and positive urgency, and shared method 

variance with “I lost control when I was in a great mood”) and one persistence item was 

dropped due to weak correlations with all other persistence items (“I gave up easily” was 

weakly correlated, rs < .35, with other persistence items). No negative variance estimates or 

high modification indices were observed in the 5 imputed datasets examined.

Fit and factor loadings.—No cross-loadings were necessary to achieve acceptable model 

fit. Fit criteria did not vary widely across imputations, and standard deviations were an order 

of magnitude smaller than estimates, suggesting imputation was reliable. The five-factor 

model (negative urgency, planning, persistence, sensation seeking, and positive urgency) 

showed acceptable fit to the data, Χ2(218) = 1181, CFI=.96, SRMRbetween = .05, 

SRMRwithin = .03, RMSEA = .02.

After fixing the highest factor loading for each factor to 1.00, the median item factor loading 

was .98 (all loadings over .79) at the between-person level. The models explained a median 

of 92% of the between-person variance in items. At the within-person level, the median item 

factor loading was .96 (all loadings over .49), with latent factors accounting for a median of 

37% of item variance. This lower variance suggests that after taking into account variance 
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due to each impulsive state scale, substantial variance in responses to EMA items (63% of 

total item variance) remained.

Latent factors were correlated within each level, reflecting shared variance between distinct 

impulsive traits (between-person level) and between distinct impulsive states (within-person 

level). At both levels, planning and persistence were highly correlated (rbetween = .94, rwithin 

= .82), while negative urgency was highly correlated with both positive urgency (rbetween 

= .97, rwithin = .71) and sensation seeking (rbetween = .69, rwithin = .67). Positive urgency and 

sensation seeking were also highly correlated with one another (rbetween = .70, rwithin = .71). 

Latent factor correlations are reported in Table 3.

Exploratory analysis of correlated latent factors.—As with Study 1, combining 

planning and persistence led to poorer model fit (Χ2
diff(8) = 112, p > .05, ΔAIC = 190, ΔBIC 

= 130) than the 5-factor model. Combining negative and positive urgency into a single 

urgency factor also led to poorer model fit (Χ2
diff(8) = 555, p > .05, , ΔAIC = 1006, ΔBIC = 

946). Finally, we tested a one-factor model; as expected, a one-factor model did not 

approach acceptable levels of fit (Χ2
diff(20) = 14375, p > .05, ΔAIC = 22703, ΔBIC = 

22554).

Validity

Trait-level convergent validity.—Table 4 summarizes findings on person-level 

convergent validity. Correlations between the same construct measured with EMA and 

global self-reports were moderate to strong, ranging from .28 (planning) to .65 (positive 

urgency). Patterns of correlation amongst the five impulsive traits (e.g., trait planning with 

trait persistence) generally followed the same pattern in both global self-report and EMA-

aggregated measures, with some exceptions. Sensation seeking in particular correlated 

differently with other impulsive domains, depending on the assessment method. Global self-

report of sensation seeking was unrelated to other measures (rs −.06–.13). EMA-aggregated 

sensation seeking levels, however, were positively related to measures of negative and 

positive urgency (rs = .63 to .65) and negatively related to planning and persistence (rs = 

−.20 to −.22).

Trait-level criterion validity.—Relations between impulsive states and person-level 

outcomes are summarized in Table 5. Generally, criterion validity findings replicated and 

extended findings of Study 1, with slightly higher correlations in Study 2. Higher levels of 

EMA-aggregated negative and positive urgency were associated with higher reported alcohol 

problems, ADHD symptoms, and ODD symptoms, while EMA-aggregated planning and 

persistence were associated with lower levels of all three symptom types. EMA-aggregated 

sensation seeking was only weakly associated with alcohol problems. Within-person 

variation (MSSD) in impulsive domains related to alcohol problems, ADHD symptom 

severity, and ODD symptoms with comparable strength and direction to mean levels in each 

domain. Because variability scores are only positive, associations for planning and 

persistence were of the opposite sign.
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Discussion

Despite widespread recognition of the potential of EMA to further the study of impulsive 

behaviors, almost no attention had been paid to how impulsive states might be expressed or 

modeled in ecologically valid settings. Across two studies spanning adolescence through 

early adulthood, we found that impulsive states vary along similar domains as impulsive 

traits and we presented evidence for convergent and criterion validity of these measures. A 

substantial amount of variance in EMA items reflected between-person differences (around 

one-third Study 1 and over half in Study 2), meaning that the remainder of variance reflected 

moment-to-moment fluctuations within individuals. Person-level aggregates of impulsive 

states corresponded moderately with global self-report measures of the same trait, and 

correlations with emotional and behavioral problems were similar to those of trait measures. 

Overall, our results suggest that variation in impulsive domains at the state level reflect 

several related dimensions of variation rather than a unitary impulsive state, and that these 

impulsive states are broadly consistent with conceptualizations of impulsive traits.

Building on prior efforts by Tomko et al. (2014), Wu & Clark (2003), and Sharma, Kohl, et 

al. (2013), we found that impulsive states can be reliably measured and are characterized 

along multiple dimensions that mirror those captured in global self-reports. The five-factor 

structure of the UPPS-P model of impulsive traits replicated at both the between-person 

level and the within-person level in both studies, with three factors tested in Study 1. 

However, both between- and within-person correlations amongst latent factors of impulsive 

states showed less differentiation amongst the two pairs of correlated factors of the UPPS-P 

(planning and persistence, and negative and positive urgency) than typically seen in trait 

measures. This suggests that in moments when participants reported less planning, they also 

perceived themselves to be less persistent, and when they perceived themselves to be higher 

on negative urgency, they also reported higher positive urgency. High correlations between 

planning and persistence mirror recent findings suggesting that planning and persistence 

load onto a broad trait reflecting conscientiousness (Sharma, Kohl, et al., 2013), while high 

correlations between negative and positive urgency echo recent evidence that negative and 

positive urgency are not always easily differentiated, and may represent a more general 

impulsive reactivity to emotional states (Carver et al., 2008; Smith & Cyders, 2016). Both 

within-person variance and between-person variance in urgency and the MIS were highly 

correlated in Study 1, suggesting a central role of urgency in momentary assessment. 

Though these two sets of latent factors were highly correlated, exploratory analyses 

indicated that best-fitting models were still those with separate factors for each impulsive 

trait, even when selecting models based on fit criteria which penalize for model complexity. 

Thus, the current study suggests that at least three (and perhaps five, depending on 

substantive interest) facets of impulsivity can be measured when considering impulsive 

states.

EMA measures of impulsive states demonstrated strong convergent, divergent, and person-

level criterion validity. Supporting convergent and divergent validity, individuals’ aggregated 

levels of impulsive states correlated moderately with their corresponding full-scale trait 

measures administered at baseline. Impulsive states also correlated more highly with the 

impulsive traits they were meant to capture than with non-overlapping impulsive traits. 
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These on-diagonal correlations and validity relations follow a pattern suggested in multitrait-

multimethod studies (Campbell & Fiske, 1959) and suggest overlap in construct 

representation between EMA state scales and global self-report trait scales. Regarding 

criterion validity, person-level aggregates of impulsive states predicted levels of emotional 

and behavioral problems. In parallel with results from Berg et al.’s (2015) meta-analysis of 

impulsive traits, aggregated impulsive states predicted ADHD symptom severity, conduct 

and alcohol problems, anger problems, anxiety symptoms, and depression symptoms. Also 

reflecting Berg et al.’s (2015) findings, negative urgency was the strongest, most consistent 

predictor of problems overall. Finally, we observed momentary convergent validity via 

strong positive within-person correlations between urgency and a one-factor impulsive state 

measure (MIS; Tomko et al., 2014) measure, supporting a central role of urgency. 

Altogether, our findings support the validity of an EMA measure of impulsive states.

Although it has long been noted that sensation seeking is distinct from other impulsive traits 

(Cross et al., 2011; Duckworth & Kern, 2011), results from Study 2 suggested that sensation 

seeking was less distinct when measured as a state. Specifically, data from Study 2 showed 

that sensation seeking states were highly correlated with negative and positive urgency states 

(rs = .63 to .65). In other words, in moments where participants reported that they “sought 

out new and exciting experiences” or “enjoyed taking risks”, they also reported more acting 

on impulse and trouble controlling their feelings. One possibility is that this may reflect 

situational effects (such as responses to emotionally arousing states) that produce increases 

in both urgency and sensation seeking. Another contributing factor is that the battery of 

sensation seeking items selected for EMA adaptation did not include items on low-frequency 

events like skiing down a steep slope or skydiving, which may carry information more 

distinct from other impulsive domains and which often require advance planning. We also 

note relatively weak correlations in our data between EMA sensation seeking and alcohol 

problems. Sensation seeking has broadly been linked to the quantity and frequency of 

drinking in the trait literature (Coskunpinar et al., 2013; Stautz & Cooper, 2013), and a 

recent EMA study has provided initial evidence that sensation seeking on a given day 

predicts whether one drinks on that day (Lydon-Staley et al., 2019). Our findings are 

consistent with three large-scale meta-analyses finding weaker effect sizes for sensation 

seeking (as compared to other UPPS-P facets) in predicting alcohol dependence and alcohol 

problems (Berg et al., 2015; Coskunpinar et al., 2013; Stautz & Cooper, 2013). Future 

research should continue to distinguish between alcohol use and alcohol problems when 

investigating links impulsive states and alcohol.

It is critical to develop evidence-based research guidelines and recommendations that 

balance measurement frequency and validity with respondent burden. Despite nearly 

identical measures, Study 2 (which measured individuals 6 times per day) measures 

demonstrated higher stability within-person and greater trait-level convergent validity than 

Study 1 measures (sampled 3 times per day). However, at the within-person level, the pattern 

of correlations (and factor loadings) was nearly identical across studies, suggesting this 

differential reliability was limited to between-person associations of the aggregated 

measures. This discrepancy highlights the fact that scale reliability in an EMA context is a 

function of both the number of items in a scale and the number of assessments per individual 

(Shrout & Lane, 2014). While Study 1 response rates were higher than for Study 2, it is 
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likely that the number of assessments and the method of responding (0 to 100 slider bar in 

Study 1; 1 to 4 ordinal scale in Study 2) influenced the reliability of measuring between-

person variance in impulsive states. It is also possible that both reliability and response rates 

were likely also influenced by planned missingness in the Study 1 design. Though randomly 

administering items does not introduce bias and leads to a missing completely at random 

(MCAR) missing data mechanism, each combination of items is observed less frequently, 

leading to reduced power for estimating covariances and reduced reliability. When missing 

data are common (for example in planned missingness designs), data matrices quickly 

become difficult to impute using traditional methods as convergence is not guaranteed. One 

limitation of our approach is that it is not yet clear on what timescale impulsive states vary 

within-person. It is possible that impulsive states fluctuate at a finer-grained timescale than 

what was assessed in our current study, which may mean that our assessments smooth across 

multiple episodes of impulsivity. Future methodological work will be critical in guiding 

researchers to a useful balancing point between comprehensiveness of measurement and 

response rates, and to better understand the timescale on which states fluctuate.

The current study has several limitations. Though the UPPS-P is a broad, multidimensional, 

and widely-used measure of multiple impulsive domains, it is possible that additional 

aspects of impulsive behaviors were not captured by the UPPS-P. Information from the MIS 

and the DBQ helped to address the concern that the UPPS-P may miss important sources of 

variation, as MIS scores were closely related to urgency scores and DBQ scores correlated 

modestly with several UPPS-P impulsive states. Another limitation is that Study 1 only 

collected measures on 3 of the 5 impulsive traits. EMA self-report measures have inherent 

limitations; other forms of behavior tracking (e.g., location tracking, biometric measures, 

informant reports) could supplement knowledge gained through self-report measures. 

Information on divergent validity was not available – future studies should examine the 

extent to which different impulsive states differentially relate to a broad range of risky 

behaviors (e.g., gambling, risky drug use). Moreover, we only examined the between-person 

criterion validity of our impulsive state measures. Future research should test the association 

of impulsive states with within-person variation in thoughts, feelings and behaviors relevant 

to psychopathology. Regarding method variance, it is possible that high latent factor 

correlations are due to shared method effects (e.g., overall mood effects explaining 

covariance between impulsive states) rather than true overlap in impulsive states. Though 

our study did not address this limitation directly, it sets the foundation for future work 

building out the nomological network of these impulsive states which may help to 

disentangle method variance from true shared construct variance.

The study samples included high school students, college students who drink alcohol 

frequently, adults with ADHD histories who currently drink, and adult drinkers with no 

history of ADHD. Regarding age, our finding that the factor structure of impulsive states in 

adults and in youth is nearly identical provides some support for the use of these measures 

across a broad age range. Oversampling for individuals who are likely to experience 

impulsive states more frequently (students who drink, adults with ADHD) represents both a 

strength (the potential for increased construct coverage at the high end of impulsive states) 

and a threat to generalizability (these individuals may not represent the broader population). 

Though the sample size of the current study is sufficient to characterize within-subject 
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variation (n=14,677 observations), longitudinal research on a broader participant pool would 

help to establish measurement invariance and generalizability across a wide range of 

participant characteristics. Regarding statistical limitations, ML-CFA and the methods 

described above for calculating reliability in multilevel models are relatively novel; thus, 

comparability to prior samples and benchmarks for “good” psychometrics and statistical 

power are still lacking.

Contemporary research on transdiagnostic risk factors has placed impulsive traits in a central 

position, as these traits relate to a broad range of internalizing psychopathology and 

externalizing psychopathology (Berg et al. 2015). To continue to deepen understanding of 

the day-to-day process by which impulsive traits relate to high-risk behaviors, more fine-

grained assessment is necessary. Combining nomothetic principles with idiographic 

assessment has the potential to advance our understanding of how impulsive traits 

predispose impulsive individuals to particular problematic behaviors. Our results suggest 

that impulsive traits correspond to specific impulsive states, and that these states can be 

measured distinctly in a daily context. By assessing multiple types of impulsive behaviors, 

our ability as a field to link personality traits and contextual factors to problematic behaviors 

can be deepened and broadened. The adapted measures of impulsive states we present here 

hold promise for linking the “who” questions of current trait theories to the “when” and 

“under what conditions” questions of state theories.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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