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Abstract

Motivation: Reversible protein phosphorylation is an essential post-translational modification regulating protein
functions and signaling pathways in many cellular processes. Aberrant activation of signaling pathways often con-
tributes to cancer development and progression. The mass spectrometry-based phosphoproteomics technique is a
powerful tool to investigate the site-level phosphorylation of the proteome in a global fashion, paving the way for
understanding the regulatory mechanisms underlying cancers. However, this approach is time-consuming and
requires expensive instruments, specialized expertise and a large amount of starting material. An alternative in silico
approach is predicting the phosphoproteomic profiles of cancer patients from the available proteomic, transcrip-
tomic and genomic data.

Results: Here, we present a winning algorithm in the 2017 NCI-CPTAC DREAM Proteogenomics Challenge for
predicting phosphorylation levels of the proteome across cancer patients. We integrate four components into our
algorithm, including (i) baseline correlations between protein and phosphoprotein abundances, (ii) universal pro-
tein–protein interactions, (iii) shareable regulatory information across cancer tissues and (iv) associations among
multi-phosphorylation sites of the same protein. When tested on a large held-out testing dataset of 108 breast and
62 ovarian cancer samples, our method ranked first in both cancer tissues, demonstrating its robustness and gener-
alization ability.

Availability and implementation: Our code and reproducible results are freely available on GitHub: https://github.
com/GuanLab/phosphoproteome_prediction.

Contact: hyangl@umich.edu or gyuanfan@umich.edu.

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

Protein phosphorylation is an essential and the most frequent post-
translational modification (PTM) in eukaryotes (Ardito et al., 2017;
Li et al., 2013; Pawson and Scott, 2005). It is a reversible process
controlled by protein kinases and phosphatases (Hunter, 1995). The
functions of target proteins are therefore activated, deactivated or
modified through the addition or removal of the covalently bound
phosphate groups. Protein phosphorylation extends the repertoire of
20 amino acids through modifying their structures and physico-
chemical characteristics (Hunter, 2012). Together with other PTMs,
protein phosphorylation dynamically and flexibly regulates protein
function and signaling pathways in many cellular processes.

Technical advancements in quantitative phosphoproteomics by
mass spectrometry (MS) allow for identification and quantitation of
phosphorylation sites at the system level (Grimsrud et al., 2010).
Unique signaling pathways and networks in various systems have been
elucidated by phosphoproteomics (Liu et al., 2018a, b; Tan et al.,
2017; Wilson et al., 2018). In particular, the phosphoproteomics-based

approaches have been widely used to investigate cancer cells and de-
velop personalized treatment (McGrail et al., 2018; Wiredja et al.,
2018; Wu et al., 2019; Yang et al., 2018; Zagorac et al., 2018). In add-
ition to phosphoproteomics, proteomic, transcriptomic and genomic
profiles have been integrated to study cancers (Dimitrakopoulos et al.,
2018; Kan et al., 2018; Li et al., 2018c; Rappoport and Shamir, 2018).

However, MS-based phosphoproteomics approach is time con-
suming and requires expensive instruments and specialized expertise
(Ramroop et al., 2018; Trost and Kusalik, 2011), limiting its wider
use especially in developing countries (Aslam et al., 2017). More im-
portantly, in contrast to standard proteome analysis, phosphoproteo-
mics analysis requires a relatively large amount of starting protein
samples, further limiting its application when the sample amount is
limited in clinical studies (Post et al., 2017). An alternative approach
is in silico prediction of phosphoproteomic data from the correspond-
ing proteomic, transcriptomic and genomic data. Many efforts have
been made to predict protein phosphorylation sites based on protein
sequences (Cao et al., 2018; Hjerrild and Gammeltoft, 2006;
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Luo et al., 2019; Trost and Kusalik, 2011; Wei et al., 2017).
Unfortunately, these sequence-based approaches are not suitable for
predicting phosphoproteomic profiles across patients, since samples
with identical protein sequences are indistinguishable and the signal-
ing networks related to cancers are not considered. In fact, the phos-
phoproteomic profiles varied dramatically across ovarian cancer
patients and were associated with different survival rates (Zhang
et al., 2016). Therefore, there is a great demand for computational
models that can predict phosphoproteomic profiles from other omics
data.

The Cancer Genome Atlas (TCGA), National Cancer Institute
(NCI) and Clinical Proteomic Tumor Analysis Consortium (CPTAC)
(Ellis et al., 2013) provide a large collection of genomic, transcrip-
tomic, proteomic and phosphoproteomic data in many cancer types,
which is an invaluable source for studying the regulation of protein
phosphorylation in human. In 2017, the Dialogue on Reverse
Engineering Assessment and Method (DREAM) (Stolovitzky et al.,
2007) organized the NCI-CPTAC Proteogenomics Challenge (https://
www.synapse.org/#!Synapse:syn8228304/wiki/413428), which was a
benchmark competition for an unbiased evaluation of computational
methods on held-out datasets (Guan, 2019). In this paper, we present
a novel machine learning algorithm, which ranked first in sub-
challenge 3 of predicting phosphoproteomic profiles in both breast
and ovarian cancer patients. We developed four models, considering
the correlations across omics data, the universal protein–protein inter-
actions and the dependency of multiple phosphorylation sites of the
same protein.

2 Materials and methods

2.1 Data collection and challenge overview
For both breast and ovarian cancers, the phosphoproteome and
proteome data were acquired using the isobaric Tags for Relative
and Absolute Quantification (iTRAQ) protein quantification
method. These data were downloaded from CPTAC data portal. For
breast cancer, 77 samples were analyzed at the Broad Institute (BI);
for ovarian cancer, 69 samples were analyzed at Pacific Northwest
National Laboratory (PNNL). The details about proteomic and
phosphoproteomic data generation are described in Supplementary
Information. The corresponding transcriptomic data for the same
cancer samples were downloaded from TCGA firehose. The copy
number variation (CNV) of DNA data were downloaded from the
CPTAC publications (Mertins et al., 2016; Zhang et al., 2016). The
aim of this DREAM challenge is to develop computational methods
for predicting unseen phosphoproteomic profiles in both breast and
ovarian cancer patients, given the corresponding CNV, transcrip-
tomic and proteomic profiles (Fig. 1A). The breast cancer proteome
and phosphoproteome consist of 10 005 proteins and 31 981 phos-
phorylation sites from 4763 unique proteins, respectively. The ovar-
ian cancer proteome and phosphoproteome consist of 7061 proteins
and 10 057 phosphorylation sites from 2865 unique proteins, re-
spectively. There are three types of amino acids being phosphory-
lated: (i) Serine (29 868/8610 sites in breast/ovarian cancer); (ii)
Threonine (5633/1410 sites in breast/ovarian cancer); and (iii)
Tyrosine (816/164 sites in breast/ovarian cancer). Of note, the phos-
phorylation site in this study is only a limited subset of the entire
cancer phosphoproteome, which was estimated to have around
230 000 phosphorylation sites from 13 000 phosphoproteins in
humans (Vlastaridis et al., 2017).

2.2 The ‘proteome’ model
The phosphorylation level of a protein was associated with the pro-
tein level itself, since the phosphopeptides were derived from their
parent protein. Therefore, we first developed a simple ‘proteome’
model, in which the protein level was directly used as the prediction
for the phosphorylation level (Fig. 1B). If multiple phosphorylation
sites came from the same parent protein, then the predictions were
identical. Therefore, the limitation of this model is that it cannot dis-
tinguish different phosphorylation sites from the same protein.

2.3 The ‘site-specific’ model
The phosphorylation of a protein was regulated by functional
pathways within a cell. We built a site-specific model to capture
the universal protein–protein interactions in an implicit way, instead
of using prior knowledge to define protein–protein interactions.
In particular, the proteomic data can be represented by an m-by-n
matrix X,

x11 x12 � � � x1n

x21 x22 . . . x2n

..

. ..
. . .

. ..
.

xm1 � � � � � � xmn

2
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3
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where rows represent proteins and columns represent samples.
An element xij denotes the protein level of gene i from sample j.
Similarly, the phosphoproteomic data can be represented by an s-by-
n matrix Y,
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2
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where rows represent phosphorylation sites and columns represent
samples. An element yij denotes the level of phosphorylation site i
from sample j. For each phosphorylation site, we created a ‘site-spe-
cific’ random forest (RF) model (Breiman, 2001), with 100 trees and
the maximum depth of 3 (Fig. 1C). As one of the tree-based models,
RF has been widely used and reported to avoid overfitting and cap-
ture nonlinear interactions between features (Li et al., 2018a, b, c,
d). For example, for a phosphorylation site i, the observed phos-
phorylation levels from all samples (yi1, yi2, . . ., yin) were used as
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Fig. 1. Overview of the algorithm design for predicting phosphoproteome across

cancer samples. (A) In this study, we aim to predict phosphoproteome (blue) based

on the proteome (red), transcriptome (green) and copy number variations of DNA

(yellow). In each of these omics matrices, the columns represent samples from differ-

ent cancer patients and the rows represent different genes/proteins/phosphorylation

sites. We used the random forest model to learn the nonlinear interactions between

proteins and predict the phosphorylation levels of the proteome. Four models were

developed to address this problem. (B) In the ‘proteome’ model, the abundance of a

phosphorylation site was approximated by its parent protein abundance. (C) In the

‘site-specific’ model, we trained a random forest model for each phosphorylation

site, resulting in a total of 31 981 and 10 057 models for all phosphorylation sites in

breast and ovarian cancer, respectively. The input features are the abundances of all

proteins and the random forest model learned the protein–protein interactions in

regulating protein phosphorylation. (D) In the ‘cross-tissue’ model, we combined

samples from these two cancer tissues and trained the random forest model in the

same way as the ‘site-specific’ model. (E) In the ‘multi-site’ model, the prediction for

a phosphorylation site was refined as the weighted average of all phosphorylation

sites from the same protein. The weights were calculated based on the rate of miss-

ing values of a phosphorylation site. (Color version of this figure is available at

Bioinformatics online.)
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labels. For a sample k, we used expression levels of all m proteins
(x1k, x2k, . . ., xmk) as the corresponding features. In this way,
we trained a RF model using n samples for site i. Similarly, for a
different phosphorylation site j, we created a different model
since the observed labels from all samples (yj1, yj2, . . ., yjn) were
different, although the feature space was identical. We therefore
called this a ‘site-specific’ model. The total numbers of feature
proteins were 6956 and 3217 in breast and ovarian cancers, respect-
ively. These models were implemented using the function called
ensemble.RandomForestRegressor of Python module scikit learn.

2.4 The ‘cross-tissue’ model
We further created a ‘cross-tissue’ model (Fig. 1D). Similar to the
site-specific model, we used RF as the base learner and all protein
levels as features. We combined samples from these two cancer tis-
sues, resulting in a much larger training dataset of 174 samples
(105 breast and 69 ovarian cancer samples). The number of input
feature proteins was 3147, which was the number of common fea-
ture proteins between these two cancer tissues.

2.5 The ‘multi-site’ model
The phosphorylation sites of the same protein are often correlated.
Therefore, we created a ‘multi-site’ model to integrate the informa-
tion of multiple phosphorylation sites (Fig. 1E). Of note, there were
missing values in the phosphoproteome matrix and the missing rates
varied a lot across different phosphorylation sites. We calculated the
weighted average prediction of multiple sites based on the missing
rates:

ymulti ¼
Pk

i¼1ðni � yiÞPk
i¼1 ni

where ni is the number of non-missing training samples for site i, yi

is the prediction value for site i and k is the total number of phos-
phorylation sites for a protein. We assumed that the prediction for a
phosphorylation site with less missing values was more reliable, and
therefore assigned larger weight. The weight was proportional to
the number of non-missing values.

2.6 Cross validation and model ensemble
To systematically evaluate the performance of different models, we
applied five-fold cross validation on the 105 breast and 69 ovarian
cancer samples. For each cancer tissue, the samples were randomly
partitioned into 5 non-overlapping subsets. In each validation, four
subsets were used to train a model, and the remaining one subset
was used to validate the performance of this model. The final predic-
tion of our method was the ensemble of four models mentioned
above in 2.2–2.5, with the ensemble weights of 4, 5, 5 and 2,
respectively.

2.7 Model evaluation
For each phosphorylation site, the performance was evaluated by
the Pearson’s correlation between observed and predicted abundan-
ces across all samples. Then the average correlation of all phosphor-
ylation sites was used as the primary evaluation score. In addition,
the Normalized Root Mean Square Error (NRMSE) was used as the
secondary metric to compare models.

The formula for computing the Pearson correlation r is as
follows:

r ¼ 1

nobs � 1

Xnobs

i¼1

ðxi � �xÞðyi � �yÞ
SxSy

The formula for computing NRMSE is as follows:

NRMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPnobs

i¼1 ðyi � xiÞ2=nobs

q

ymax � ymin

The observed and predicted values are denoted by y and x,

respectively. Sy and Sx are their standard deviations. For each pro-
tein, nobs is the number of observed samples, and ymax and ymin are
the maximal and minimal value across all samples.

2.8 Statistical analysis
For each model, we randomly sampled 1000 phosphorylation sites
without replacement to calculate the Pearson’s correlation and
NRMSE for a total of 50 times using R (version 3.4.3). In this way,
50 values of correlation or NRMSE were obtained. Then the two-
sided Wilcoxon signed-rank test was performed to compare the per-
formances of two models.

3 Results

3.1 Overview of the phosphoproteomic data
The phosphoproteomic data contained 31 981 phosphorylation sites
(from 4763 unique proteins) and 10 057 phosphorylation sites (from
2865 unique proteins) in breast and ovarian cancers, respectively.
The coverage of breast cancer was much higher and about three
times as much as the coverage of ovarian cancer, due to the experi-
mental and analytical differences between the two data providers.
In terms of the number of phosphorylation sites, there were three
types of observed peptides: (i) mono-phosphorylated, (ii) dual-phos-
phorylated and (iii) tri-phosphorylated. In both breast and ovarian
cancers, the dominant observations came from the mono-
phosphorylated peptides (Fig. 2A and B). As we expected, most
phosphorylations were found on serine or threonine, and only a
small portion (<3%) was tyrosine phosphorylation (Fig. 2C and D).
In addition, the number of unique phosphorylation sites greatly var-
ied across proteins, and the overall distributions were shown in
Supplementary Figure S1. We further investigated the relationships
among multiple phosphorylation sites of the same protein, which
had an average correlation of 0.682. This indicates that when phos-
phorylation sites came from the same parent protein, they were
intrinsically correlated. The correlations described in this section
were calculated by the observed experimental data, instead of our
predictions in following sections. Intriguingly, we found that phos-
phorylation sites close to each other had stronger correlations
(Supplementary Fig. S2). For phosphorylation sites within the dis-
tance of 5 amino acids, the average correlation was 0.856 (left bar
in Supplementary Fig. S2C). In contrast, for phosphorylation sites
far away from each other (more than 50 amino acids), the average
correlation was much lower, only 0.613 (right bar in Supplementary
Fig. S2C). This observation is consistent with the report that
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B

Fig. 2. The distributions of different types of phosphorylated peptides and amino

acids. Considering the number of phosphorylation sites per peptide, we observed

mono-phosphorylated, dual-phosphorylated and tri-phosphorylated peptides in

(A) breast and (B) ovary. The major types were the mono-phosphorylated peptides

in bother cancer tissues. The tri-phosphorylated peptide was not observed in ovary,

which might result from the lower coverage in the ovary dataset. Considering the

amino acid types, we observed phosphorylated serine, threonine and tyrosine in

both (C) breast and (D) ovarian samples
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proximal phosphorylation sites have cooperativity and tend to occur
as dense clusters (Schweiger and Linial, 2010). Notebly, the data
used in this study were steady-state measurements of the proteome
and phosphoproteome in cancer samples. However, reversible pro-
tein phosphorylation is highly dynamic and the phosphorylation
level can change rapidly without any changes in the protein abun-
dance level (Mann et al., 2002; Vogel and Marcotte, 2012). Our
models trained on the steady-state data are not suitable for predict-
ing the dynamic phosphoproteome of cells under perturbation.

3.2 Direct approximation for phosphoproteome from

multi-omics data
We first tested the performance of three simple models, in which
multi-omics data were directly used as approximations. The protein
level, the mRNA level and CNV of DNA were used, and the predic-
tion correlation were shown in Figure 3A and B. For both breast
and ovarian cancers, the correlations of predictions using CNV or
mRNA levels were very low. In contrast, using protein level as ap-
proximation had relatively higher correlation around 0.3. This was
expected because the phosphorylation sites were derived from their
parent proteins. In addition, the NRMSEs between predictions and
observations were also calculated and the protein level had low pre-
diction errors (Fig. 3C and D). To test whether the performances
were significantly different, the Wilcoxon signed-rank tests were
performed and P-values were shown between models. These results
indicated that the proteome contained more information than the
transcriptome or CNV for predicting the phosphoproteome. We
therefore used only protein levels as predictions in our first ‘prote-
ome’ model (Fig. 1B).

3.3 Integrating universal protein–protein interactions

improves prediction performance
To consider the protein–protein interactions in regulating phosphor-
ylation, we developed a ‘site-specific’ model in which all protein
levels were used as features to make predictions (see details in
Section 2). When we built this model, a key question was which pro-
teins should be selected as feature proteins. We first selected the top
10, 100 and 1000 expressed proteins, and the results were shown in
Supplementary Figure S3. As the number of feature proteins
increased, the prediction correlations became higher. We further
integrated prior knowledge and selected feature proteins associated
with GO terms (GO-0001932 regulation of protein phosphoryl-
ation, GO-0006468 protein phosphorylation, GO-0042325 regula-
tion of phosphorylation and GO-0016310 phosphorylation).
Intriguingly, compared with the model using all proteins as features,
using prior knowledge did not improve performance. These results

indicate that protein phosphorylation regulation are complex and
involves multiple direct and indirect protein–protein interactions.
Our method modeled all possible interactions in an implicit way and
achieved higher performance than models using a subset of proteins
as features. We further selected top 10, 100 and 1000 proteins with
the highest variances across samples (Supplementary Fig. S4).
Similarly, the prediction correlation became higher when the num-
ber of feature proteins increased. The model with top 1000 proteins
with the highest variances achieved comparable performance with
the model using all proteins as features.

3.4 Cross-tissue modeling improves prediction

performance
We further developed a ‘cross-tissue’ model to investigate the rela-
tionship between breast and ovarian phosphoproteome through
combining samples (see details in Section 2). This model significant-
ly improved the prediction correlations in both tissues, compare to
the single-tissue ‘proteome’ and ‘site-specific’ models (the blue vio-
lins in Fig. 4). We also compared the cross-tissue performance
against the performance on the held-out datasets used in the final
evaluation during the DREAM Proteogenomics Challenge, which
were comparable (Supplementary Fig. S5).

3.5 Leveraging information of multiple phosphorylation

sites refines predictions
By carefully examining the phosphoproteomic data and prediction
results, we found that phosphorylation sites with more missing
observations were relatively harder to predict. In fact, some phos-
phorylation sites had low occupancy and were not easily detected or
mapped to the reference (Dephoure et al., 2013). Therefore, the ma-
chine learning models for these hard-to-detect sites were less accur-
ate, due to the missing values. Since multiple phosphorylation sites
of the same proteins were correlated, we developed a ‘multi-site’
model to overcome this issue and refine the predictions. In particu-
lar, we assembled the predictions for all the phosphorylation sites of
a protein based on the quality of the data—a site with less missing
values had a larger weight (see details in Section 2). This model fur-
ther improved the prediction correlations significantly in both can-
cers (red ‘multi-site’ model in Fig. 4). We also calculated the
improvements (Dcorrelation and DNRMSE) for phosphorylation
sites with different missing rates. As we expected, sites with more

A
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Fig. 3. Approximation for phosphoprotein level from CNV, mRNA or protein lev-

els. For each cancer sample, we directly used the CNV, mRNA or protein levels as

the approximation for the corresponding phosphoprotein level. The Pearson’s corre-

lations between these approximations and experimental observations were calcu-

lated in (A) breast and (B) ovary. The Wilcoxon signed-rank tests were performed

for every pair of adjacent models, and the P-values were shown between two violin

plots. Similarly, the NRMSE were also calculated in (C) breast and (D) ovary

A

C D

B

Fig. 4. The prediction performance of four models used in our approach. From

left to right, the performance of the ‘proteome’, ‘site-specific’, ‘cross-tissue’ and

‘multi-site’ models were compared in violin plots. Among the four models, the ‘site-

specific’ and ‘cross-tissue’ models used random forest as the base learner. For the

‘site-specific’ model, the number of input features are 6956 and 3217 respectively in

the breast and ovarian cancer. For the ‘cross-tissue’ model, the number of input fea-

tures is 3147, which is the number of common feature proteins between these two

cancer tissues. The Pearson’s correlations between these approximations and experi-

mental observations were calculated in (A) breast and (B) ovary. The Wilcoxon

signed-rank tests were performed for every pair of adjacent models, and the P-values

were shown between two violin plots. Similarly, the NRMSE were also calculated in

(C) breast and (D) ovary
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missing values had larger increases in correlation and decreases in
NRMSE in both cancers (Fig. 5). In summary, by integrating
multi-source information, we developed four models (‘proteome’,
‘site-specific’, ‘cross-tissue’ and ‘multi-site’) to predict the phospho-
protein abundances in breast and ovarian cancers.

We further investigated the top features of our models, and com-
pared them with known protein–protein interactions to understand
the regulation of protein phosphorylation. For each phosphorylation
site, we first calculated the feature importance of all feature proteins
and selected top 100 contributing proteins. Then we downloaded
the interaction dataset from BioGRID (Release 3.5.174; organism:
Homo sapiens) (Stark et al., 2006). For each phosphorylated protein
of interest, we compared the top 100 contributing proteins from
our model with the known interacting proteins annotated by the
BioGRID dataset. Fisher’s exact test was performed to calculate
the significance of enrichment. We found 741 (breast cancer) and
160 (ovarian cancer) cases in which the top feature proteins were
significantly overlapped with the reported interacting proteins.
The P-values, overlapping proteins and top 100 feature proteins of
these cases are provided as Supplementary Material. In these cases,
the random forest model captured and leveraged the relationship be-
tween phosphorylation sites and the regulating proteins. In other
cases, although the top feature proteins were not significantly
overlapped with the known interacting proteins, they may potential-
ly become interacting candidates to be validated experimentally in
the future.

4 Discussion

With the advancements of omics technologies, our understanding of
regulatory mechanisms underlying human diseases has been revolu-
tionized over the past decades (Karczewski and Snyder, 2018).
Multi-omics based approaches have been used in clinical cancer re-
search and precision medicine (Yoo et al., 2018; Yu and Snyder,
2016). However, a key question in basic research is how to under-
stand the relationships among the observed multi-omics data. Many
pioneering efforts have been made to study the genomic, transcrip-
tomic, proteomic and phosphoproteomic characteristics of various
cancers (Mertins et al., 2016; Robertson et al., 2017; Zhang et al.,
2014; Zhang et al., 2016). Yet the observed correlations between
mRNA and protein levels across cancer samples are typically very
low (Vogel and Marcotte, 2012), and there is a lack of investigations
into the correlation between proteomic and phosphoproteomic data.
This indicates that there are many unknown elements in regulating
the protein and phosphoprotein abundances at the system level.

In this work, we characterized the correlations between the
CNV, mRNA, protein and phosphoprotein levels in breast and ovar-
ian cancer samples, and developed a state-of-the-art approach for
predicting phosphoproteome. Notably, instead of using a subset of

proteins defined by phosphorylation-related GO terms, we used all
proteins as features to achieve better performance. This indicates
that the associations among proteins universally exist, and using
prior knowledge to define a subset of feature proteins may not be
helpful in terms of predicting phosphoproteome. Moreover, we
developed a novel strategy to harness the cross-tissue regulatory in-
formation, which has not been investigated in the field of phospho-
proteome. The ideas embedded in our models are insightful for
future omics approaches development in cancer research.
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