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Every so often, a technology with the potential to disrupt clinical practice emerges and the 

medical literature explodes with new studies. These seismic events present a challenge to the 

peer review process because many reviewers and editorial board members may be unfamiliar 

with how to evaluate them. Complicating matters, early adopters and thought leaders may 

not use consistent terminology, may not report results similarly, or may not appreciate fully 

the potential for inaccurate conclusions based on interpretation errors. Thus, 2 key 

motivations exist for developing reporting standards for academic research involving novel 

technologies. First, nonstandard reporting may limit the validity, comparability, and 

usefulness of research; standardization improves the return on investment of all research 

efforts. Second, clinical decisions based on unfamiliar technology may cause harm, in the 

form of either patient harm or inequity, either because the results are not valid in general or 

are not generalizable to that patient in particular. In the first case, based on 

misinterpretations of data, we may arrive at conclusions that are not valid. In the second, we 

may arrive at valid conclusions based on the study data or population, but then apply them to 

datasets or other populations that differ in some meaningful, but often unknowable, way and 

arrive at incorrect conclusions as a result. As clinicians, because of our obligation to primum 
non nocere and to ensure the bioethical principles of non-maleficence and justice, it is 
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incumbent on us to understand emerging technologies as they relate to our clinical care for 

patients.

We currently are in the midst of an abundance of articles involving artificial intelligence (AI) 

algorithms in clinical medicine. Ophthalmology, with frequent use of ophthalmic imaging, 

has been on the forefront of this technological advancement. Between 2015 and 2020, 728 

publications appeared that used the terms artificial intelligence or deep learning, with the 

ophthalmology discipline having 10 times as many in 2020 compared with 2017. As the 

United States Food and Drug Administration develops new pathways for regulatory 

approval,1 appreciation is growing not only for the potential benefits of AI in clinical 

medicine, but also for the ways that it can fail, cause harm, or both when implemented.2 It is 

important to note that although automated image-based diagnosis is a frequent application of 

AI in ophthalmology, the potential applications are myriad, including many other types of 

structured data. To facilitate the development of clinical AI devices that not only are 

effective in a research study, but also safe, effective, equitable, and reliable in practice, a 

relatively urgent need exists to standardize the reporting of AI studies by ensuring minimum 

necessary details for critical review, interpretation, and application of AI.

Originally designed for randomized clinical trials, the Consolidated Standards of Reporting 

Trials (CONSORT) and the accompanying Standard Protocol Items: Recommendations for 

Interventional Trials (SPIRIT) guidelines were developed to standardize reporting of clinical 

trials and clinical trial protocols, respectively.3,4 They have been adopted widely by medical 

journals, streamlining and standardizing the review process, enhancing the ability to 

compare between trials, and improving the interpretability of clinical trial results overall. 

Several extensions to the original guidelines have been devised to address study designs that 

are not randomized clinical trials (http://www.consort-statement.org/extensions), including 

study designs from pilot and feasibility studies to herbal medicine intervention studies.1,5 

Over the last year, an international effort has been made to develop AI extensions both to 

CONSORT and SPIRIT guidelines that are being published simultaneously in Nature 
Medicine, the British Medical Journal, and Lancet Digital Health.6,7 Using a definition of AI 

as “the science of developing computer systems which can perform tasks normally requiring 

human intelligence,” the articles by Liu et al6 and Rivera et al7 meticulously describe the 

process for developing AI-specific guidelines that are considered essential for reporting AI 

clinical trials. These are meant to supplement the existing CONSORT and SPIRIT 

guidelines with 14 and 15 additional AI-specific recommendations, respectively. Until now, 

no requirement has been made for preregistration, such as on clinicaltrials.gov, although this 

has been shown to increase replication and to lower the effect size of studies compared with 

post hoc inclusion and exclusion as well as statistical analysis.8 These AI-specific guidelines 

fall into 3 general categories or concepts that are important to understand and are discussed 

below.

What Is the Device and What Is It Intended to Do?

Several specific recommendations fall into this general category. First, to ensure 

transparency, the guidelines recommend specifying that the intervention involves AI within 

the title, abstract, or both. Second, the methods need to specify exactly what was studied 
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(hardware, software, version(s), etc.), including internal thresholds. Third, the indication for 

use needs to be defined explicitly, including by whom (e.g., who is the user) and where 

within the clinical pathway (e.g., as an autonomous device for disease screening, as an 

assistive diagnostic device for clinicians, to gauge prognosis after clinical diagnosis, etc). 

For example, although published AI algorithms can both (1) detect referable diabetic 

retinopathy and (2) specify the level of retinopathy, these are separately evaluable 

indications for use because each may be used by different healthcare professionals and in 

different clinical practice settings. Although not specifically mentioned in the CONSORT-AI 

and SPIRIT-AI extensions, it is also important to consider the hierarchy of the truth with 

which the AI output is compared, from a single reader, to multiple readers, to an 

independent reading center. Ultimately, the most robust reference standards will be clinical 

outcomes, or outcomes that have been validated as equivalent to clinical outcomes.9 Fourth, 

the input needs to be defined strictly including, for imaging studies, any technical 

requirements such as image quality, field of view, resolution, and camera device and model. 

Finally, the output should be in line with the indication for use, and its integration into the 

clinical care pathway should be defined and explained. Fundamentally, this set of guidelines 

is meant to ensure that the entire end-to-end pathway for the technology is reliable and 

reproducible when applied to a similar population. That is, at least for clinical trials, the unit 

of evaluation ought not be the algorithm, but the entire clinical pathway.

Who and What Was Studied?

In the same way that the results of a phase 3 clinical trial may not generalize to a population 

of patients who are dissimilar from those studied, the performance of an AI device is highly 

sensitive to the underlying population.10 Thus, several of the AI extension guidelines relate 

to strictly defining the inclusion and exclusion criteria for who (which patients) and what 

(the type of data) was studied. Specifically, the process for assessing and handling low-

quality data needs to be defined. In addition, the methods should specify whether any human 

interaction was involved in selecting which inputs were studied and which were excluded. 

For example, in a real-world evaluation of an AI device for diabetic retinopathy screening, 

factors such as whether the technician turned off the lights in the room and waited a few 

seconds for appropriate pupillary dilation affected the outcome of the device.11 In practical, 

real-world AI validation, these issues are critical, because many research datasets used for 

training are culled from low-quality images. These images may not perfectly demonstrate a 

class, label, or both. If these difficult-to-label patients or low-quality images are common in 

the test population, the performance of the algorithm will be lower than in the original 

dataset.11 Finally, the study should report how the AI device was integrated into the trial 

setting, including how the results were interpreted or made available and whether the 

interface and code can be accessed publicly.

When Does It Not Work, and Why?

This emphasis is perhaps more important for AI interventions than others, and is arguably 

the most important issue raised by the AI extension guidelines. Evaluation of diagnostic 

accuracy metrics is not enough in isolation. Artificial intelligence interventions rarely will 

make the same mistakes as clinicians, so equal performance will not necessarily lead to 

Campbell et al. Page 3

Ophthalmology. Author manuscript; available in PMC 2021 February 10.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



equal outcomes.8,12 Furthermore, AI interventions often may encode the biases of their 

human creators. The dangers of algorithmic harm also are compounded potentially by 

homogeneity and scale, that is, if an AI system performs poorly on a certain disease, a 

certain population, or both, this effect may be replicated around the world. By contrast, 

human decision makers may be biased, but the effect may be mitigated, at least somewhat, 

by their diversity of biases.13 For example, fundus pigmentation varies significantly across 

ethnic groups. If this is not considered within training, 2 possible errors can occur. First, the 

algorithm may associate level of pigmentation incorrectly with the presence of disease if 

those are associated in the training population. Second, if the training data were not 

sufficiently heterogenous to the level of pigmentation in the fundus, the performance in 

populations that differ in this variable may decrease.14 These issues may be compounded by 

the fact that many AI algorithms are not interpretable. This would not necessarily be a 

problem, because a clinician’s judgment is not always interpretable either, except that minor 

perturbations in input parameters often can affect the output unpredictably and in a way that 

is nonintuitive, and the causes of these errors often are not identified unless they are 

specifically looked for.12 The recommendation is to “describe results of any analysis of 

performance errors and how errors were identified, where applicable. If no such analysis was 

planned or done, explain why not.” Because the variation in input parameters almost always 

will be higher in clinical practice than in a tightly regulated clinical trial, it is incumbent on 

the investigators at least to explore algorithm failures within the available data. This is an 

area of active translational work between computer scientists and clinicians as methods are 

developed to train more robust networks that are less brittle with respect to input data and 

are more interpretable to improve the face validity of the results.

Although the CONSORT-AI and SPIRIT-AI extensions are specificially attached to 

guidelines for reporting clinical trials (or protocols), it is worth noting that the formation of a 

number of parallel AI reporting guidelines is currently underway on diagnostic accuracy 

(e.g., Standards for Reporting of Diagnostic Accuracy [STARD])15 as well as risk prediction 

models (e.g., Transparent reporting of a multivariable prediction model for individual 

prognosis or diagnosis [TRIPOD]; Table 1).12,16 Looking at the big picture, the 

standardization of reporting guidelines of AI will help (1) to ensure validity, improve 

replicability, and maximize the usefulness of clinical research; (2) to streamline and guide 

the approval pathway by the regulatory committee (e.g., United States Food and Drug 

Administration, European Conformité Européenne [CE], etc.)17; and (3) to improve patient 

safety, outcomes, and—we hope—experience.13 Although the CONSORT-AI and SPIRIT-

AI extensions are designed for those writing (and reviewing) manuscripts involving AI 

algorithms, we believe they are equally and perhaps more importantly relevant for those 

reading these manuscripts. These guidelines are not substantively different from what we 

have established for medical devices or new drugs in the past, starting from phase 1 safety 

studies and ending with phase 4 post-marketing surveillance studies (also focused on patient 

safety). These guidelines lay out a pragmatic pathway for rigorous evaluation not only of the 

efficacy of an algorithm, but also the effectiveness, equity, and safety of an AI device 

integrated into clinical care.
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We currently are in the midst of an abundance of articles involving artificial intelligence 

algorithms in clinical medicine.
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