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N E U R O S C I E N C E

Early peripheral activity alters nascent subplate circuits 
in the auditory cortex
Xiangying Meng1,2*, Didhiti Mukherjee1,2*, Joseph P. Y. Kao3, Patrick O. Kanold1,2,4†

Cortical function can be shaped by sensory experience during a critical period. The onset of the critical period is 
thought to coincide with the onset of thalamocortical transmission to the thalamo-recipient layer 4 (L4). In early 
development, subplate neurons (SPNs), and not L4 neurons, are the first targets of thalamic afferents. SPNs are 
transiently involved in early development and are largely eliminated during development. Activation of L4 by 
thalamic afferents coincides with the opening of ear canal (~P11 in mice) and precedes the later critical period. 
Here, we show in mice that abolishing peripheral function or presenting sound stimuli even before P11 leads to 
bidirectionally altered functional connectivity of SPNs in auditory cortex. Thus, early sensory experience can sculpt 
subplate circuits before thalamocortical circuits to L4 are mature. Our results show that peripheral activity shapes 
cortical circuits in a sequential manner and from earlier ages than has been appreciated.

INTRODUCTION
Sensory experience profoundly shapes the developing brain. In adult 
sensory cortex, thalamocortical (TC) axons target layer 4 (L4) and 
the effects of early sensory experience in all sensory systems have 
been investigated in L4 neurons and subsequent processing stages 
(1–7). Initially, developing TC axons do not innervate L4 but instead 
excite earlier-born subplate neurons (SPNs) before growing into L4 
(Fig. 1A) (8, 9). In humans, SPNs mature within the second trimester 
(8), during which fetal responses to sound emerge (10, 11). In mouse, 
this developmental period lasts to around ear opening at postnatal 
(P) day 11 (1, 8). SPNs receive intracortical inputs, associate ascend-
ing and intracortical activity (9, 12, 13), project to L4 (14, 15), and 
thus can influence the development of L4 (8). SPNs are largely elim-
inated during development (16–20), but early removal of SPNs pre-
vents development of both TC and intracortical circuits, indicating 
that SPNs are essential for cortical development (8, 9, 21–23). SPN 
circuits can be altered because of environmental insults (24, 25), and 
SPNs have been implicated in neurodevelopmental disorders (24, 26). 
Because SPNs respond to sounds before TC activation of L4 (~P21 
in ferrets, equivalent to ~P6 in mice) (27), we hypothesized that early 
peripheral spontaneous (28–30) and sound-generated activity might 
influence early-maturing SPN circuits in auditory cortex (ACtx) be-
fore the maturation of TC transmission to L4 (1) and that, as such, 
sensory stimuli might have an earlier effect on cortical circuits than 
previously appreciated.

RESULTS
In rodents, spontaneous activity originating in the cochlea (28) is 
present in ACtx at P7 (29). Sound-evoked auditory brainstem re-
sponses are present in rodents at ~P7/P8 before ear canal opening 
(31), and sounds can activate ACtx neurons in mouse before P10 (32). 

To confirm the presence of both spontaneous and sound-evoked 
activity in ACtx before ear opening, we performed in vivo widefield 
imaging in awake mice expressing the Ca2+ indicator GCaMP6s in 
excitatory neurons (Fig. 1, A and B) (33). Widefield imaging (n = 6, 
P8 to P9; n = 5, P13 to P15) revealed spontaneous and sound-evoked 
activity (Fig. 1C). Presenting 80-dB tones significantly increased 
mean fluorescence amplitude at both ages (Fig. 1D). Neural activity 
is composed of low (L)– and high (H)–synchronization events 
(Fig. 1E), which are distinguished by size and, in visual cortex, 
reflect peripheral and central sources, respectively (34). The inter-
event intervals showed that the frequency of H-events decreased with 
development, whereas that of L-events increased (P < 0.001; Fig. 1F), 
suggesting more peripheral inputs after ear opening. The peak 
amplitude of spontaneous and sound-evoked H- and L-events de-
creased with development (P < 0.001; Fig. 1F, right), consistent with 
single-cell data (32). Cochlear removal abolished sound-evoked 
events, reduced the amplitude of spontaneous L-events, and increased 
the amplitude of spontaneous H-events (fig. S1, A to C), consistent 
with L-events reflecting peripheral sources. Thus, both spontaneous 
and sound-evoked responses are present in mouse ACtx before ear 
canal opening.

Connections to SPNs in deaf mice are altered at P6 to P9
Because sound-evoked activity was present in ACtx before ear open-
ing, we next investigated whether manipulation of peripheral activity 
could shape the connectivity of SPNs before natural ear canal opening. 
We investigated the functional connectivity of SPNs in mice deficient 
in transmembrane channel–like 1 and 2 [TMC1/2-DKO (double 
knockout)], which is required for cochlear mechanotransduction 
(35, 36). Mice deficient in both TMC1 and TMC2 never develop 
mechanotransduction in the cochlea and are thus profoundly deaf 
(35–37). In vivo widefield imaging in awake TMC1/2-DKO mice 
showed a lack of tone-evoked cortical activity (fig. S1, D to F).

To evaluate the functional intracortical connectivity to SPNs in 
these deaf mice, we used laser scanning photostimulation (LSPS) 
combined with whole-cell patch clamp recordings (12, 13) from dif-
ferent cortical layers in TC slices of ACtx (Fig. 2, A and B). In these 
slices, the rostro-caudal tonotopic axis is preserved. With LSPS, 
presynaptic neurons are activated optically (Fig. 2B), allowing assess-
ment of the functional spatial connection pattern of SPNs. We first 
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ensured that LSPS caused similar activation of targeted cells in wild-
type (WT) (TMC1+/+/2+/+) and TMC1/2-DKO mice. Cell-attached 
patch clamp recordings from WT mice raised under ambient colony 
conditions (control) and TMC1/2-DKO showed that photostimula-
tion evoked action potentials in cells with equal spatial resolution 
(fig. S2). Moreover, the numbers of action potentials generated by 
the stimulation pulse were similar between groups, indicating that 
the loss of TMC1/2 did not alter the sensitivity of cortical neurons 
to photoreleased glutamate (fig. S2). Thus, these experiments show 
that LSPS activates neurons in both groups equally and hence allows 
the comparison of circuits in the two groups.

We next measured the spatial pattern of excitatory inputs to SPNs 
in the two groups of mice at the end of the first postnatal week (PNW) 
(P6 to P9) (N = 65 control and N = 33 TMC1/2-DKO). For each SPN, 
we stimulated 900 to 1000 presynaptic locations within the slice and 
measured the amplitude of evoked excitatory postsynaptic currents 
(eEPSCs) and inhibitory PSCs (eIPSCs) from each stimulus location 
by holding the SPN at −70 mV (EGABA) or 0 mV (EGluatamate), respec-
tively (Fig. 2B). To visualize the average connectivity of the recorded 
neurons, we derived spatial connection maps by plotting the eEPSC 
or eIPSC charge at each stimulus location (Fig. 2C). We aligned the 
individual connection maps to the position of SPN somata and calcu-
lated the fraction of cells receiving inputs from a particular location 
(Fig. 2D), which yields a map of the spatial connection probability 
for excitatory and inhibitory connections (Fig. 2, E and G). A high 
connection probability (e.g., red pseudocolor in the map) indicates 
that many cells in our sample received input from this particular 

location. Qualitatively, these maps showed higher connection prob-
abilities in TMC1/2-DKO in areas of L5/6 and subplate as well as a 
larger area showing high connection probability. These observations 
suggested that SPNs from TMC1/2-DKO mice had an increased 
probability to receive inputs from lower cortical layers than SPNs 
from control animals (Fig. 2, E and G).

We next quantified the differences in intracortical circuits im-
pinging on SPNs in TMC1/2-DKO and control. For each individual 
SPN, we measured the area from which inputs originated in each 
layer reflecting sublaminar rearrangement, the amplitude (charge) 
of inputs from each layer, and the spatial range of inputs along the 
tonotopic (rostro-caudal) axis within each layer reflecting the intra
laminar integration. SPNs from TMC1/2-DKO mice showed larger 
areas for inputs from L5/6 and subplate. Moreover, the intralaminar 
integration of inputs from L5/6 was increased. These results indicate 
that SPNs from TMC1/2-DKO mice received excitatory inputs from 
more and more widely spaced locations in L5/6 and from within 
subplate than SPNs from control animals, indicating hyperconnec-
tivity (Fig. 2F). In addition, the strength of eEPSCs arising from L4 
and subplate was increased in TMC1/2-DKO SPNs (Fig. 2F). SPNs 
from TMC1/2-DKO also showed an increased amount of inhibitory 
connections from within subplate and an increased amplitude of 
connections from L4 (Fig. 2H). To test whether changes in laminar 
inputs in excitatory inputs and inhibitory inputs are of similar mag-
nitude, we calculated the excitation/inhibition (E/I) balance index 
for each layer. This index shows the relative amount of excitatory 
versus inhibitory inputs, for example, when calculated based on area 

Fig. 1. Mouse ACtx shows spontaneous and sound-evoked activity before ear opening. (A) Timeline of cortical development in various species. Mouse ears open at 
~P10. (B) Experimental setup and fluorescence image of activity. (C) Left: Filled areas indicate active ROIs that showed responses to sound. Colors indicate mean F/F of 
active ROIs in a 2-s window after tone onset. Right: Exemplar fluorescence time courses of two single active ROIs during 8-kHz tone presentation. (D) Left: Bar graphs 
showing numbers of active ROIs at both ages (means ± SD; P8 to P9: 13.67 ± 7.5, P13 to P15: 24.2 ± 5.4; P > 0.05). Right: CDFs (cumulative distribution functions) showing 
that mean F/F of active ROIs in a 2-s window after tone onset is higher at P8 to P9 (dashed, median: 10.2%) than that at P13 to P15 (solid, median: 8.5%; P < 0.001). 
(E) Spontaneous activity shows low (L)– and high (H)–synchronization events. (F) Inter-event interval and peak amplitudes of L- and H-events of spontaneous and sound-
evoked activity over all the repeats and sound stimuli for all ROIs at P8 to P9 (dashed) and P13 to P15 (solid). Inter-event interval of H-events is longer and that of L-events 
is shorter at P13 to P15 than those at P8 to P9, respectively (H-event medians, P8 to P9: 18.7 s, P13 to P15: 44.5 s; L-event medians, P8 to P9: 20.6 s, P13 to P15: 8.9 s; P < 
0.001 for both). The peak amplitudes of both H and L spontaneous events are higher at P8 to P9 (H-event medians, P8 to P9: 92.4%, P13 to P15: 56%; L-event medians, P8 
to P9: 32.7%, P13 to P15: 31.2%; P < 0.001 for both), and those after sound onset are also higher at P8 to P9 (H-event medians, P8 to P9: 72.8%, P13 to P15: 57%; L-event 
medians, P8 to P9: 27.5%, P13 to P15: 21.4%; P < 0.001 for both).
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whether a larger area contributes excitatory versus inhibitory inputs. 
Because we cannot measure excitatory inputs close to the soma, we 
did not calculate this index for these locations. Calculating the E/I 
balance index for each layer showed no differences between control 
and TMC1/2-DKO, indicating that the excitatory and inhibitory cir-
cuit changes in TMC1/2-DKO were of equal magnitude (fig. S3A).

So far, our results suggest that SPN from TMC1/2-DKO received 
more excitatory and inhibitory inputs. To independently validate 
our results, we recorded miniature EPSCs (mEPSCs) and IPSCs 
(mIPSCs) in SPNs from a separate cohort of animals. We find that 
mEPSCs and mIPSCs were more frequent in SPNs from TMC1/ 

2-DKO than control (N = 24 WT and N = 20 TMC1/2-DKO; 
P < 0.05), indicating that SPNs in TMC1/2-DKO received more but 
similarly sized synaptic inputs (Fig. 2, I to K). mEPSCs in TMC1/ 
2-DKO also showed longer decay kinetics (Fig. 2L), consistent with 
the increased charge in the LSPS data (Fig. 2, F and H). Similar to 
the LSPS results, the mPSC changes were balanced (fig. S3B).

The connection probability measures, at each location, the aver-
age fraction of cells that receive inputs from a particular location. 
Thus, an increased connection probability (Fig. 2, E and G) can arise 
from cells showing more stereotyped connections (32). Individual 
cells can vary in their inputs, and functional circuit diversity emerges 

Fig. 2. Excitatory circuits to SPNs at end of first PNW are expanded in deaf mice. (A) Schematic of hair cell showing location of TMCs on tip link of cochlear inner hair 
cell (IHC). Hair cell activity is transmitted to the primary ACtx (A1) via auditory nerve (VIII n.), brainstem nuclei, inferior colliculus (IC), and medial geniculate body (MGB). 
(B) Experimental design. Neurons are activated by laser photolysis (355 nm) of caged glutamate. If stimulated cells are connected to recorded SPN, evoked excitatory or 
inhibitory postsynaptic currents (eEPSCs or eIPSCs) are seen. Right: Exemplar eEPSCs and eIPSCs from different stimulus locations. (C) Exemplar eEPSC and eIPSC charge 
maps. Layer borders indicated by white bars. Scale bar, 100 m. (D) Individual event maps are aligned to SPN somata and averaged to derive connection probability map. 
(E) Spatial connection probability map for eEPSCs. (F) Left: Total area in each layer from which eEPSCs can be evoked. Middle: Mean eEPSC charge. Right: Rostro-caudal 
extent of laminar inputs along the tonotopic axis. (G) Spatial connection probability map for eIPSCs. (H) Same as (F) for eIPSCs. (I to L) mPSC recordings. (I) mEPSC and 
mIPSC traces in SPNs from TMC1/2-DKO and control. Solid lines represent the mean mPSC, and shadows represent the SEM. (J to L) mPSC rate, amplitude, and decay time 
constants. Bar graphs show means. For all plots, *P < 0.05, **P < 0.01, and ***P < 0.001. See fig. S9 and tables S1 and S2.
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with age (32). We thus investigated the spatial diversity of the cir-
cuits impinging on SPNs by calculating the variability of connections 
from each spatial location. For each location, we calculated the Fano 
factor (2/mean) from the PSCs evoked in each neuron from that 
stimulus location. TMC1/2-DKO showed lower Fano factor in their 
excitatory and inhibitory inputs from L5/6 and subplate, suggesting 
decreased diversity in these inputs (Fig. 3, A and B). We validated 
this decreased circuit diversity by calculating the similarity (spatial 
correlation) between connection maps within each population (32). 
Cells from TMC1/2-DKO mice showed increased circuit similarity 
of their excitatory and inhibitory connections, consistent with the 
decreased Fano factor (Fig. 3C). Thus, the lack of early peripheral 
activity resulted in decreased circuit diversity in SPNs. Together, these 
results suggest that decreased peripheral activity (spontaneous and 
sound-evoked) alters the development of the earliest cortical circuits 
to SPNs.

Early sound experience alters connections to SPN
Because removal of sound transduction alters SPN circuits, this im-
plies that SPN circuits can be modulated by early sound experience. 

To directly test whether neonatal sound experience has the poten-
tial to sculpt SPN circuits, we raised mice from P2 in the presence of 
tonal stimuli (4 to 32 kHz, 80 dB) in a sound attenuation chamber 
(>20 dB above 1 kHz) (38). As a control, we raised animals in the 
sound attenuation chamber without tonal stimuli (no sound). Be-
cause the ear canals are closed before P11, the tone level was <20 dB 
above threshold. Because immature synapses and neurons adapt 
rapidly (27), we presented tones at 30-s intervals and randomized 
their frequencies. We then analyzed the connection pattern of SPNs 
(N = 21, no sound; N = 32, tone-reared) at the end of the first PNW 
(P6 to P9) using LSPS. The spatial connection probability showed a 
decrease in medium distance connections (fig. S4A) but no overall 
decrease in inputs (Fig. 4A). After tone rearing, SPNs showed in-
creased amplitude of excitatory and inhibitory L5/6 inputs (Fig. 4, 
A and B). Calculating the E/I balance index showed that early tone 
exposure decreased the E/I balance index for inputs arising within 
subplate (fig. S5). Analyzing the circuit diversity revealed an increased 
Fano factor and decreased circuit correlations, indicating increased 
circuit variability for both excitatory (Fig. 4, A and C) and inhibitory 
inputs (Fig. 4, B and D). These results indicate that very early exposure 
to tones can alter cortical circuits and, in particular, circuit diversity.

Mice are exposed to a variety of ambient sounds in the mouse 
colony (39). We thus next asked whether these ambient sounds [in 
our colony average <45 dB (40)] are sufficient to induce circuit 
changes in SPNs. We compared SPNs from P6 to P8 mice (N = 65; 
Fig. 2) raised with ambient colony sounds with SPNs from mice 
raised without external ambient sounds (N = 21; Fig. 4). This com-
parison showed that SPNs from animals raised without external 
sounds exhibit hyperconnectivity of excitatory and inhibitory con-
nections (Fig. 5, A and B), mirroring the effect of deafness. Moreover, 
SPNs under no-sound conditions showed higher circuit similarity 
(Fig. 5C). The E/I balance indices were similar (fig. S6). We con-
firmed these observations by recording mEPSC and mIPSC in a 
separate cohort of mice (Fig. 5D). SPNs from mice in no-sound 
conditions showed higher mEPSCs rates than SPNs from ambient 
conditions (N = 22 and 13 cells, respectively; P < 0.05), suggesting 
an increased number of inputs (Fig. 5E). These results are consistent 
with the hyperconnectivity observed with LSPS. Thus, ambient colony 
sounds are sufficient to induce changes in SPN circuits.

We next asked whether longer sound exposures would result in 
stronger effects, especially because the natural opening of the ear 
allows better hearing. We thus raised mice with tones until after ear 
opening into the second PNW and compared SPNs (N = 32) in these 
mice to SPNs (N = 22) from mice reared without sounds. These 
longer exposures resulted in more extensive circuit changes. SPNs 
in tone-exposed animals showed fewer and weaker excitatory and 
inhibitory inputs (Fig. 6, A and B, and fig. S4B), resulting in a de-
creased E/I balance index for inputs from L5/6 and within subplate 
(fig. S7). After sound exposure, SPNs also showed decreased map cor-
relations, indicating increased circuit variability for both excitatory 
and inhibitory connections (fig. S8). Robust differences were also 
present when comparing animals raised under ambient versus no-
sound conditions (Fig. 6, C to E). The differences to the no-sound 
conditions tended to be larger in the ambient versus tone-reared condi-
tions. Together, these results show that early exposure to sound stim-
uli can alter cortical circuits and that the circuit changes after sound 
exposure are opposite from those observed in TMC1/2-DKO mice.

So far, our results have shown that early sensory manipulations 
resulted in circuit changes in subplate. We next asked whether these 

Fig. 3. Excitatory circuits to SPNs at end of first PNW are more similar in deaf mice. 
(A) Fano factor of excitatory maps and difference in Fano factor between WT and 
TMC1/2-DKO groups. Fano factor maps show decreased variability in TMC1/2-DKO. 
White color represents areas where the probability of the connections is <10%, where 
a Fano factor is not computed. (B) Fano factor of inhibitory connections. (C) Circuit 
similarity (correlation) between input maps in each group shows increased popu-
lation correlations in TMC1/2-DKO. ***P < 0.001.
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Fig. 4. Early tone exposure alters circuits to SPNs at end of first PNW. (A) Animals were tone-reared from P2 until end of first PNW (P6 to P9). Total source area, mean 
charge of eEPSCs, integration width of excitatory projections along the rostro-caudal axis, and correlation between excitatory input maps; see fig. S10. (B) Same as (A) but 
for inhibitory inputs. (C and D) Fano factor of excitatory and inhibitory maps shows increases in variability. See fig. S10 and tables S3 and S4.

Fig. 5. Early ambient sound exposure alters circuits to SPNs at end of first PNW. (A and B) Comparison of source area, mean charge, and integration width of projections 
along the rostro-caudal axis between ambient-raised control mice (from Fig. 2) and no-sound mice for excitatory (A) and inhibitory (B) connections. See fig. S11. (C) Correlations 
are increased in SPNs from no-sound animals. (D) mEPSC and mIPSC traces in SPNs from ambient and no-sound animals. Solid lines present the mean mPSC, and shadows present 
SEM. (E) CDFs show mPSC rate, amplitude, and decay time constants; bar graph inserts show means. For all plots, *P < 0.05, **P < 0.01, and ***P < 0.001; see tables S5 and S6.
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circuit changes were reflected in in vivo responses. We thus per-
formed in vivo widefield imaging in awake mice consequent to early 
sound exposure (n = 6) or no-sound condition (n = 5; Fig. 7A). 
Compared to the no-sound conditions, animals raised with ambient 
sounds or with tonal stimuli showed increased spontaneous activity 
as indicated by smaller inter-event intervals (Fig. 7A). However, 
L-events were larger in these animals (Fig. 7, B and C), consistent 
with increased excitatory connections (Figs. 4 and 5). Because we 
observe a lower spatial connectivity to SPN in mice raised with am-
bient sounds or with tonal stimuli than in mice raised in silence, we 
next analyzed the correlation of activity across regions of interest 
(ROIs) tiling the cortical space. We find that correlations in tone- 
and ambient sound–exposed animals trended lower than those in the 
no-sound condition (Fig. 7D). Similarly, imaging in TMC1/2-DKO 
pups showed a higher spatial correlation of spontaneous events, in-
dicating temporally more sparse but globally more correlated cortical 
activity (fig. S13). The increased correlation of cortical activity is con-
sistent with increased cortical circuits. Together, these results indi-
cate that early exposure to sounds causes refinement of connections 
to SPNs and spatially decorrelates cortical spontaneous activity, while 
lack of sensory input causes subplate hyperconnectivity and increased 
correlated activity.

DISCUSSION
The onset of the classic critical period in L4 coincides with the mat-
uration of TC connections to L4. We delineate an earlier develop-
mental phase during which thalamus innervates subplate. During 
this time, the thalamic innervation to L4 is immature, but we show 
that peripheral activity can bidirectionally influence circuits imping-
ing on cortical SPNs. Thus, SPNs are the earliest substrate for 
experience-dependent cortical plasticity, and cortical plasticity occurs 
sequentially starting with the earliest maturing cortical neurons. 
Because previous studies on the influence of experience on cortical 
circuits started manipulations at a later time point, our results here 
suggest a reinterpretation of those studies as those animals already 
had previous sensory experience, which may have already shaped 
cortical circuits. In particular, because we observe differences be-
tween mice placed in a quiet sound chamber and mice exposed to 
ambient animal colony sounds, this suggests that external sounds 
can shape ACtx circuits at young ages and potentially bias plasticity 
at later ages.

Hyperconnectivity of SPNs in deaf mice is consistent with a 
homeostatic adjustment to decreased sound-induced activity. ACtx 
in both ferrets and mice show sound-evoked responses before ear 
opening (27, 32); thus, early peripheral activity, which encompasses 

Fig. 6. Effects of tone or ambient sound exposure on SPNs are larger in second PNW. (A) Animals were tone-reared from P2 until end of second PNW (P10 to P16). 
Total source area, mean charge of eEPSCs, integration width of excitatory projections along the rostro-caudal axis, and correlation between excitatory input maps. 
(B) Same as (A) but for inhibitory inputs. See fig. S12. (C to E) Same as (A) and (B) but for comparison with ambient sound conditions. For all plots, *P < 0.05, **P < 0.01, and 
***P < 0.001; see tables S7 to S10.
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both sensorily evoked and spontaneous activity, can sculpt the nascent 
central circuits. While TMC1/2-DKO and tone rearing showed op-
posite effects, tone rearing resulted in more modest circuit changes. 
This is likely due to our inability to control self-generated sounds 
(e.g., vocalizations), movement, and the attenuation of external 
sounds by the closed ear. While both tones and ambient sounds alter 
SPN circuits, the effects of ambient sound might be larger possibly 
due to a broader spectral content. Together, we find that changing 
the ambient sound environment affects SPNs at the earliest times 
examined. Thus, our results show that cortical circuits can be altered 
by peripheral sensory stimuli before the traditional critical period. 
Prenatal spontaneous thalamic activity sculpts the organization of 
S1 barrel cortex, and this spontaneous activity can activate SPNs (41) 
and possibly also change SPN circuits. Because whisker removal can 
alter SPN morphology (42), we speculate that altered thalamic 
activity likely also alters SPN circuits and that such changes might 
underlie the TC patterning changes seen (41).

We here study how peripheral auditory activity shapes ACtx. SPNs 
are present in all sensory areas, and both the visual and the somato-
sensory system show early spontaneous or sensorily evoked activity, 
e.g., driven by vision through closed eyelids or self-generated move-
ments (43–46). We thus speculate that alterations of these early 
activity patterns will also affect SPNs in the respective cortices. 
Moreover, in early development, there is a high amount of cross-talk 
between sensory systems (47), leading us to speculate that sensory 
effects could be widespread.

Our results suggest that, at early ages, sensorily driven activity can 
interact with peripherally generated spontaneous activity and cause 
cortical circuit changes. We find that auditory deprivations lead to 
decreased cortical activity and hyperconnectivity in SPNs. We spec-

ulate that human infants born with hearing loss might also show 
such circuit changes and that treatments for hearing loss such as 
cochlear implants have to take these altered circuits into account.

We find that SPN circuits differ between mice raised in the colo-
ny and those raised in silence chambers. The animal colony contains 
steady-state sounds (e.g., air conditioning) as well as transient sounds 
such as door opening and closing (39). Our work suggests that such 
external sounds are sufficient to sculpt cortical circuits and that espe-
cially transient and rare sounds might be able to drive immature circuits 
that show synaptic depression (27). Moreover, given that rodent pups 
vocalize, we speculate that self-vocalizations may be able to drive 
auditory cortical activity and contribute to auditory development, 
reminiscent of the role of in ovo vocalizations in ducklings (48, 49).

We show that SPNs are the earliest cortical circuits to be altered 
by peripheral activity and that ambient sounds are sufficient to cause 
changes even before the ears open. Because newborn infants show a 
preference for maternal voices, we speculate that in utero plasticity 
driven by the maternal voice (50–54) might occur in SPNs. Our re-
sults identify SPNs as the earliest cortical substrate for experience-
dependent development and suggest that cortical experience-dependent 
plasticity is a sequential process starting with the earliest-generated 
neurons.

MATERIALS AND METHODS
Animals
All procedures are approved by the University of Maryland College 
Park Institutional Animal Care and Use Committee. Experiments were 
performed in male and female mice raised in 12-hour light/12-hour 
dark conditions. Experiments were performed in TMC1/2 KO (35, 55), 

Fig. 7. Effects of early tone exposure on cortical network activity. (A) Inter-event interval of spontaneous L- and H-events in tone-reared (H-event median: 35.1 s, L-event 
median: 20.1 s) and ambient sound–experienced (H-event median: 18.7 s, L-event median: 20.6 s) mice are lower than those reared in silence (H-event median: 41.6 s, L-event medi-
an: 23.2 s; P < 0.001 for both). (B) Peak amplitude of spontaneous L-events is higher in tone-reared (median: 29.2%) and ambient sound–experienced (median: 32.7%) mice than 
in mice reared in silence (median: 28.2%; P < 0.001 for both). (C) Peak amplitude of evoked L-events is higher in tone-reared (median: 26%) and ambient sound–experi-
enced (median: 27.5%) mice than in mice reared in silence (median: 22.3%; P < 0.001 for both). (D) Spatial correlation of spontaneous and sound-evoked activity is similar.
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C57Bl/6, and Thy1-GCaMP6s mice (JAX strains #000664 and 
#024275). Founders for our TMC1/2 breeding colony were provided 
by A. Griffith (National Institute on Deafness and Other Commu-
nication Disorders). Average ambient sound levels in our colony are 
<45 dB (40) and <30 to 40 dB at >1 kHz.

In vivo imaging
Widefield imaging was performed as previously described (32, 33). 
In vivo widefield imaging was performed on unanesthetized male and 
female Thy1-GCaMP6s transgenic mice at P8 to P9 (n = 6 pups) 
and P13 to P15 (n = 5 pups). Mice were bred in-house, and no more 
than two littermates were assigned to the same age group. Acute 
surgeries were performed, and pups were imaged the same day. A 
pup with a visible milk band was separated from the cage. It was 
initially anesthetized with 4% inhaled isoflurane (Fluriso, VetOne), 
which was later reduced to 2 to 3% for stable maintenance. A heat-
ing block was used to maintain body temperature near 37°C. The 
scalp fur was trimmed using scissors. Depth of anesthesia was mon-
itored every 5 min by observing respiratory pattern and toe-pinch 
reflex of the pup.

The skull overlying the left ACtx was exposed, and a three-
dimensionally printed stainless steel headplate was affixed with 
cyanoacrylate glue. Dental cement (C&B-Metabond) was applied 
on the outer perimeter of the headplate to secure it to the skull. The 
intact and exposed skull was cleaned by applying optical clearing 
agents (10% collagenase solution followed by 80% glycerol solution) 
(56). Meloxicam (0.5 ml) was injected subcutaneously. The pup was 
wrapped in a gauze, placed within a plastic box in a warm water 
bath for at least 30 min for recovery.

Once recovered, the pup was head restrained, placed on a far-
infrared heating pad (Kent Scientific), and transferred to a sound-
proof recording chamber. In vivo imaging was performed through 
the skull. The detailed description of widefield imaging has been pro-
vided elsewhere (57, 58). Briefly, blue light-emitting diode (LED) 
light (470-nm; Thorlabs) was used for excitation of GCaMP6s fluo-
rescence. Emitted light was collected using a tandem lens combina-
tion setup (57, 59). Images were captured using ThorCam software 
(Thorlabs) that controls a Thorlabs DCC3240M CMOS (comple-
mentary metal-oxide semiconductor) camera. An image of the sur-
face vasculature was acquired. Then, the focal plane was advanced 
to a depth of ~200 to 500 m below the brain surface, where the 
rest of widefield imaging was performed at a rate of 4 Hz and 640 × 
512 pixels with a 100-ms exposure time.

Spontaneous cortical activity was first recorded for 10 min during 
which no sound was played. Next, to investigate sound-evoked cor-
tical activity, pure tones of frequencies 4, 8, 16, and 32 kHz were 
generated using custom software in MATLAB and played randomly 
from a free field speaker at an intensity of 80-dB sound pressure 
level. Each frequency was randomly repeated 10 to 12 times with an 
intertrial interval of 30 s. Each trial consisted of 2-s prestimulus 
silence, 1-s tone presentation, and 5-s post-stimulus silence.

If the pup exhibited any signs of distress, the experiment was 
terminated immediately. At the end of the experiment, the pup was 
euthanized.

Widefield imaging data were analyzed using custom routines in 
MATLAB (MathWorks). Dimensionality reduction was used to 
perform automatic image segmentation so that pixels with strong 
temporal correlations across the image were grouped together into 
single components. An autoencoder neural network was used to 

perform the dimensionality reduction (33). For each ROI, we cal-
culated the amplitude and frequency of spontaneous events and 
events during sound stimulation.

For each trial, the response amplitude (F/F) as a function of time 
for each ROI was determined using the following formula, (F − F0)/F0, 
where F corresponds to the time-varying fluorescence at a given ROI. 
F0 was the baseline fluorescence. For spontaneous trials, we estimated 
F0 by finding the first percentile of fluorescence values in sliding 
windows, the centers of which are equally spaced across the whole 
trial (window size = 300 frames), and using linear interpolation 
methods (MATLAB built-in function regress) across all windows. 
For tone-evoked responses, F0 is the first percentile of fluorescence 
within a 2-s window” before tone onset.

For each ROI, we calculated the averaged F/F within a 2-s 
window before and after tone onset for each trial and evaluate active 
ROIs with a paired sample t test comparison between the two aver-
aged F/F across all the repeats for each frequency (Fig. 1). Active 
ROIs are the ones that show significant difference (P < 0.05) at least 
for one sound frequency. To visualize active ROIs, we plotted the 
active ROIs with pseudocolor (Fig. 1C).

To identify L- and H-events, we first detected peaks in the fluo-
rescence responses in MATLAB using the built-in peak detection 
function (findpeaks) with minimum peak prominence = 0.1 and 
minimum peak distance = 1 frame. To separate L- and H-events, we 
used a threshold of 50% F/F (Fig. 1E). The response amplitudes of 
L/H-events across all the repeats over spontaneous trials or in a pe-
riod of 2 s after tone onset for each ROI were compared between 
populations with Student’s t test or rank sum test based on Lilliefors 
test for normality (Fig. 1). Varying the threshold for detecting L- and 
H-events by ±10% did not affect our conclusions.

In vitro physiology
In vitro recordings from brain slices were performed as previously 
described (12, 15, 60). Mice were deeply anesthetized with isoflurane 
(Halocarbon). A block of brain containing A1 and the medial genic-
ulate nucleus is removed, and TC slices (500 m thick) are cut on a 
vibrating microtome (Leica) in ice-cold artificial cerebrospinal fluid 
(ACSF) containing 130 mM NaCl, 3 mM KCl, 1.25 mM KH2PO4, 
20 mM NaHCO3, 10 mM glucose, 1.3 mM MgSO4, and 2.5 mM 
CaCl2 (pH 7.35 to 7.4, in 95% O2–5% CO2). For A1 slices, the cut-
ting angle is ~15° from the horizontal plane (lateral raised) (15, 60). 
Slices are incubated for 1 hour in ACSF at 30°C and then kept at 
room temperature. For recording, slices are held in a chamber on a 
fixed-stage microscope (Olympus BX51) and superfused (2 to 4 ml/min) 
with high-Mg2+ ACSF recording solution at room temperature to re-
duce spontaneous activity in the slice. The recording solution contained 
124 mM NaCl, 5 mM KCl, 1.23 mM NaH2PO4, 26 mM NaHCO3, 
10 mM glucose, 4 mM MgCl2, and 4 mM CaCl2. The location of the 
recording site in A1 was identified by landmarks (15, 60). mPSC 
recordings were made in the presence of 1 M tetrodotoxin in the 
regular ACSF.

Whole-cell recordings are performed with a patch clamp ampli-
fier (MultiClamp 700B, Axon Instruments) using pipettes with input 
resistance of 4 to 9 megohms. Data acquisition is performed by 
National Instruments Data acquisition boards and custom software 
(Ephus) (61) written in MATLAB (MathWorks). Voltages were cor-
rected for an estimated junction potential of 10 mV. Electrodes are 
filled with 115 mM cesium methanesulfonate (CsCH3SO3), 5 mM 
NaF, 10 mM EGTA, 10 mM Hepes, 15 mM CsCl, 3.5 mM Mg adenosine 
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triphosphate (ATP), and 3 mM QX-314 (pH 7.25, 300 mOsm). 
Biocytin or Neurobiotin (0.5%) is added to the electrode solution as 
needed. Series resistances were typically 20 to 25 megohms. Photo-
stimulation: 0.5 to 1 mM caged glutamate [N-(6-nitro-7-coumarylmethyl)- 
l-glutamate] (62, 63) is added to the ACSF. Without ultraviolet 
(UV) light, this compound has no effect on neuronal activity (62). UV 
laser light (500 mW, 355 nm, 1-ms pulses, and 100-kHz repetition 
rate; DPSS Laser Inc., Santa Clara, CA) is split by a 33% beam split-
ter (CVI Melles Griot), attenuated by a Pockels cell (Conoptics), 
gated with a laser shutter (NM Laser), and coupled into a micro-
scope via scan mirrors (Cambridge Technology) and a dichroic mir-
ror. The laser beam enters the slice axially through the objective 
(Olympus 10×, 0.3 numerical aperture/water) and has a diameter of 
<20 m. Laser power at the sample is <25 mW. We typically stimu-
lated up to 30 × 35 sites spaced 40 m apart, enabling us to probe 
areas of 1 mm2; such dense sampling reduces the influence of po-
tential spontaneous events. Stimuli are applied at 0.5 to 1 Hz. Anal-
ysis was performed as described previously (12, 32, 57) with custom 
software written in MATLAB. Activation profiles of neurons were 
produced by recording in cell-attached mode while mapping the 
same region and recording action potentials. To detect monosynap-
tically evoked PSCs, we detected PSCs with onsets in an approxi-
mately 50-ms window after the stimulation. This window was cho-
sen on the basis of the observed spiking latency under our recording 
conditions (12, 13, 32).

Our recordings are performed at room temperature and in 
high-Mg2+ solution to reduce the probability of multisynaptic inputs. 
Our analysis was done as in our previous studies (12, 32, 57). We 
measured both peak amplitude and transferred charge (integrating 
the PSC). While the transferred charge might include contributions 
from multiple events, our previous studies showed a strong correla-
tion between these measures (12, 13). Traces containing a short-latency 
(<8 ms) “direct” response were discarded from the analysis (black 
patches in color-coded maps), as were traces that contained longer 
latency inward currents of long duration (>50 ms). These currents 
could sometimes be seen in locations surrounding (<100 m) areas 
that gave a direct response. Occasionally, some of the direct responses 
contained synaptic evoked responses that we did not separate out, 
leading to an underestimation of local short-range connections. Cells 
that did not show any large (>100 pA) direct responses were excluded 
from the analysis, as these could reflect astrocytes or migrating neu-
rons. It is likely that the observed PSCs at each stimulus location 
represent the activity of multiple presynaptic cells.

Stimulus locations that showed PSC were deemed connected, and 
we derived binary connection maps. We aligned connection maps 
for SPNs in the population and averaged connection maps to derive 
a spatial connection probability map. In these maps, the value at each 
stimulus location indicates the fraction of SPNs that received input 
from these stimulus locations. Layer boundaries were determined 
from the infrared pictures. We derived laminar measures. We cal-
culated the input area for each layer as a measure reflecting the 
number of presynaptic neurons in each layer projecting to the cell 
under study. Input area is calculated as the area within each layer 
that gave rise to PSCs. Mean charge is the average charge of PSCs 
from each stimulus location in each layer. Intralaminar integration 
distance is the extent in the rostro-caudal direction that encompasses 
connected stimulus locations in each layer. Because the tonotopic 
map is largely in the rostro-caudal axis, the intralaminar integration 
distance reflects integration across the tonotopic axis. While the in-

put area and intralaminar integration are related, the input area will 
also show changes along the columnar (pia-ventricle) axis if more 
or less cells within a tonotopic place are recruited, e.g., only L5 cells 
versus L5 and L6 cells. We calculated the E/I balance index in each 
layer for measures of input area and strength as (E − I)/(E + I); 
thus, (AreaE − AreaI)/(AreaE + AreaI), resulting in a number that 
varied between −1 and 1, with 1 indicating dominant excitation 
and −1 indicating dominant inhibition. Because a measurement of 
E is not possible close to the soma due to direct responses, we 
excluded the direct area from both the E and I maps. Thus, this E/I 
measure does not account for the contribution for cells from close-
by locations but does allow analysis of the E/I balance of inputs arising 
from different layers. The E/I balance for mini PSCs was calculated as 
the integrated charge over the recorded mEPSCs and mIPSCs with-
in the 10-min recording interval.

Spatial connection probability maps show the average connection 
pattern in each group. To visualize the diversity of connection pat-
terns over the population of neurons in each group, we calculated 
Fano factor maps. For each responsive spatial location, we calculated 
the Fano factor of the PSC evoked from this stimulation site across 
population of neurons as 2/. We then plotted maps of the Fano 
factor. We did not compute a Fano factor in areas where the con-
nection probability is <10% and indicated those with white in the 
maps. To compare the large-scale connectivity between cells in each 
group, we calculated the spatial correlation of the binary connection 
maps in each group by calculating the pairwise cross-correlations (32).

Tone rearing
Mice were raised in a cage inside an enclosed sound attenuating 
chamber, providing >20-dB attenuation at >1 kHz (38, 64). The whole 
litter was transferred into the chamber at P2. Care was taken to not 
disturb the cage during the first 48 hours after birth. The light cycle 
was maintained at 12-hour light/12-hour dark (38). Pure tones of 
frequencies 4, 8, 16, and 32 kHz and 1-s duration were played through-
out the day randomly with a 30-s interstimulus interval with an 
intensity at the speaker of 80 dB (<20 dB above threshold) (65). The 
speaker was located inside the cage (38). The control litters were 
placed in the sound attenuating chambers and treated in the same 
way, except no tones were played (no-sound condition). Animals 
were checked for health twice daily.

Intracerebroventricular injection of AAV-GCaMP6s virus
Unilateral intracerebroventricular injection of AAV.CamKII.GCaMP6s.
WPRE.SV40 virus (Addgene # 107790-AAV9) was performed at P2 in 
TMC1/2-DKO (n = 2) and C57BL/6J (n = 2) pups. Aliquots of the 
virus were removed from −80°C and thawed on ice before injec-
tion. A metal plate was placed on ice to cool. A pup with a visible 
milk band was isolated from the litter, lightly wrapped in a dry task 
wipe, and placed on the cold metal plate to induce hypothermia an-
esthesia. Anesthesia was confirmed by tail pinch and lack of move-
ment of the pup. A 10-l Hamilton syringe with a 32-gauge needle 
was loaded with the virus. The injection site was marked at 1 mm 
lateral to the sagittal suture (left hemisphere), halfway between lambda 
and bregma. The landmarks were visible through the skin at these 
ages. The pup’s head was held steadily with fingers, and the needle 
was inserted perpendicular to the surface at a depth of ~3 mm. A 
little decrease in resistance confirmed the needle’s penetration into 
the lateral ventricle. Virus (1.5 to 2 l) was injected over 60 s, and 
then the needle was slowly withdrawn. The injection site was wiped 
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with alcohol pad, and the pup was transferred to a heating pad to 
recover. Once it started showing movements, the other littermates 
were also placed on the heating pad. After 10 to 15 min, the litter 
was returned to their home cage.

Bilateral cochlear ablation surgery
Bilateral cochlear ablation surgery was performed in five pups ex-
pressing GCaMP6s from three litters at P6 to P7 following estab-
lished protocols (66). A pup with a visible milk band was isolated 
from the litter and anesthetized with 3% isoflurane in the induction 
chamber. It was then moved to a heating pad, and anesthesia was 
maintained at 3% using a nose cone for the entire duration of the 
surgery. The pup was placed on its side, and 0.1 ml of lidocaine was 
applied in the cheek along an imaginary line ventral to the ear and 
caudal to the mouth. Using microscissors, a small incision was made 
slightly below the imaginary line. Fine forceps and scissors were used 
carefully to clear tissues and fat to approach the bulla bone. A major 
blood vessel, dorsal and posterior to the bulla bone, and the facial 
nerve along the rostral-caudal axis were used as prominent landmarks. 
The C-shaped end of the bulla bone was identified. A 27-gauge needle 
was then used to break through the bone, and fine forceps were used 
to peel it away from the posterior to the anterior end. The basal turn 
of the cochlea rests beneath the bone. Fine forceps and a 27-gauge 
vacuum needle were used to pull out the gelatinous mesenchyme 
from the middle ear, exposing the bony covering of the cochlea. The 
bone was then broken through using a 27-gauge needle, and the 
entire cochlea was aspirated. The damage was packed with surgical 
foam soaked in sterile saline, and the incision was closed with surgical 
sutures. The same process was repeated on the other ear. At the end 
of the surgery, the pup was injected with 0.1 ml of meloxicam (sub-
cutaneously) and placed on a heating pad for recovery. After recovery 
(~30 min), the pup was returned to its home cage. The health of the 
pup was monitored twice daily after surgery until it was used for 
in vivo imaging.

Statistics
Results are plotted as means ± SD, unless otherwise indicated. Pop-
ulations in LSPS results are compared with Student’s t test or rank 
sum test (based on Lilliefors test for normality).

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/7/7/eabc9155/DC1

View/request a protocol for this paper from Bio-protocol.
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