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global sequencing market.[3] Neverthe-
less, the development of each generation 
of sequencing technology has served to 
significantly improve a myriad of fields in 
genome and medical research, drug devel-
opment, infectious diseases, etc. (Table 1).

1.1. First-Generation Sequencing Technologies

The development of the first-generation 
sequencing technologies began in the 1970s. 
In 1975, Sanger and Coulson established a 
simple and rapid method for determining 
DNA sequences using primed synthesis 
with DNA polymerase.[4] In 1977, Maxam 
and Gilbert further developed a DNA 
sequencing technique via chemical deg-
radation.[5] Both of these initial platforms 
relied on manual sequencing. Whereas the 
development of the fluorescence detection 
technology and capillary electrophoresis 
technologies catapulted DNA sequencing 
into the era of automatic sequencing. At 
the end of the 20th century, automatic plate 
electrophoresis sequencing and capillary 
sequencing were introduced, with the latter 

playing a particularly important role in the sequencing work per-
formed for the Human Genome Project (HGP).[6]

The primary feature of first-generation sequencing tech-
nology, known as the gold standard method, is the ability to read 
DNA with a length of ≈1000  bp  with 99.999% accuracy. How-
ever, its high cost (half a dollar per 1000 bases), low throughput 
(96–384 samples per round of sequencing), among other disad-
vantages, significantly impeded its large-scale application. Nev-
ertheless, Sanger sequencing continues to be used for whole 
genome sequencing of pathogens with small genomes, such 
as humanin fluenza A viruses, and Zika virus, as well as for 
bacteria 16S rRNA gene sequencing and fungi 18S rRNA gene 
sequencing.[7–10] It is also used to verify the authenticity of micro-
organisms detected by next-generation sequencing (NGS). For 
example, in 2017, Chinese scientists detected Pseudorabies Virus 
in vitreous humor for the first time using NGS technology, while 
Sanger sequencing was used to further verify their findings.[11]

1.2. Second-Generation Sequencing Technologies

Second-generation sequencing technologies, also com-
monly referred to as NGS or high-throughput sequencing 

The application of sequencing technology is shifting from research to clinical 
laboratories owing to rapid technological developments and substantially 
reduced costs. However, although thousands of microorganisms are known 
to infect humans, identification of the etiological agents for many diseases 
remains challenging as only a small proportion of pathogens are identifiable 
by the current diagnostic methods. These challenges are compounded by 
the emergence of new pathogens. Hence, metagenomic next-generation 
sequencing (mNGS), an agnostic, unbiased, and comprehensive method for 
detection, and taxonomic characterization of microorganisms, has become 
an attractive strategy. Although many studies, and cases reports, have 
confirmed the success of mNGS in improving the diagnosis, treatment, and 
tracking of infectious diseases, several hurdles must still be overcome. It 
is, therefore, imperative that practitioners and clinicians understand both 
the benefits and limitations of mNGS when applying it to clinical practice. 
Interestingly, the emerging third-generation sequencing technologies may 
partially offset the disadvantages of mNGS. In this review, mainly: a) the 
history of sequencing technology; b) various NGS technologies, common 
platforms, and workflows for clinical applications; c) the application of 
NGS in pathogen identification; d) the global expert consensus on NGS-
related methods in clinical applications; and e) challenges associated with 
diagnostic metagenomics are described.

 

1. History of Sequencing Technology

Since the development of first-generation Sanger sequencing 
in 1977, DNA sequencing technology has made considerable 
strides.[1] From the first-generation to the fourth-generation, 
the length of sequenced reads has changed from long to short, 
while from the second to the fourth-generation, the read 
length has change from short to long. Although the third- and 
fourth-generation sequencing technologies have developed 
rapidly,[2] the current next-generation short-read and long-read 
sequencing technologies maintain a dominant position in the 
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technologies, improved upon the low throughput issue asso-
ciated with first-generation sequencing methods. Since the 
year 2000, massively parallel sequencing technologies have 
made high-throughput sequencing possible. Several develop-
ments such as pyrosequencing, reversible terminator chem-
istry sequencing, as well as supported oligonucleotide ligation 
and sequencing have greatly increased throughput. Simulta-
neously, the cost of sequencing has been greatly reduced with 
time.[12] The most common current applications of NGS in 
diagnostic microbiology laboratories include targeted NGS 
with different methods for enrichment including ampli-
fication or probe hybridization, and metagenomics next-
generation sequencing (mNGS). Currently, the most widely 
employed second-generation sequencer in clinical settings 
is manufactured by Illumina, followed by Beijing Genomics 
Institute (BGI).

1.2.1. Illumina Sequencing by Synthesis

Illumina-based platforms perform sequencing using a syn-
thesis and reversible terminator chemistry strategy,[13,14] in 
addition to the bridge amplification method, whereby single 
molecules of DNA are first attached to a flow cell and sub-
sequently amplified locally into a clonal cluster.[13] Next, a 
sequencing by synthesis reaction occurs, in which synthesis of 
complementary DNA occurs via addition of one nucleotide per 
cycle, and the optical readout of the fluorescently labeled nucle-
otides then determines its identity (A, G, T, or C).[13] Illumina 
offers a popular series of platforms, including HiSeq, Min-
iSeq, MiSeq, NextSeq, and NovaSeq, which are all suitable for 
ultralarge-scale sequencing and to meet the needs of different 

sequencing scales and applications.[15–18] The Illumina MiSeq 
instrument was the first platform to be applied for clinical path-
ogen detection after it was successfully used to diagnosis Lepto-
spira infection within 48 h in a boy with severe comprehensive 
immunodeficiency. Since this time, a new era has begun for the 
clinical application of mNGS.[19] Specifically, the HiSeq series 
platform is generally used to carry out clinical pathogenic detec-
tion on large sample sizes due to its high-throughput and rela-
tively long sequencing read length, however, each run can take 
up to 3.5 days, which is not suitable for the rapid detection of 
single samples.[20–22] Alternatively, NextSeq500 and NextSeq550 
series sequencing systems offer the advantages of moderate 
throughput and short running time (12–30 h per run), making 
them particularly suitable for the detection of clinical patho-
gens, for which they are widely used.[23–26]

1.2.2. BGI Sequencing

Sequencing using the combinatorial probe anchor ligation 
(cPAL) and DNA nanoballs (DNB) methods is the core of 
BGI.[27] Single-stranded circular DNA is amplified using rolling 
circle amplification (RCA) by 2–3 orders of magnitude; the 
amplification products are designated, DNB. The nanoballs are 
then fixed on an arrayed silicon chip using DNB loading tech-
nology, which relies on joint probe anchoring polymerization. 
DNA molecular anchors and fluorescent probes are polymer-
ized on the DNB, and the resulting optical signals are collected 
by a high-resolution imaging system and digitally processed to 
obtain the sequence of interest.[28] The BGI sequencing plat-
form is being increasingly used in clinical pathogen mNGS 
detection due to its low cost, short sequencing time and other 

Table 1. Overview of high throughput sequencing platform parameters in pathogens detection.

Platform Method Read length [bp] Read type Advantages Disadvantages Refs.

Second-generation sequencing

Illumina MiSeq Sequencing by synthesis 
and reversible termination

150, 250 PE The read length is  
relatively long

The sequencing results 
were obtained in 24–36 h, 

low throughput

[196,215]

Illumina NextSeq500/550 75, 150 SE, PE The sequencing results 
were obtained in 11–29 h

Short read length [25,26,236]

Illumina HiSeq 4000 125, 150 PE High throughput and  
long read length

The sequencing results 
were obtained in 84 h

[21,25]

Illumina NovaSeq 600 150 PE High throughput and 
long read length

The sequencing results 
were obtained in 40 h

[237,238]

BGISEQ-50 Combinatorial probe 
anchor ligation and  

DNA nanoball

50 SE Low cost, received  
medical device  

certification clearance

Short read length [24,132,239]

BGISEQ-100 50 SE Low cost [29,30]

MGISEQ-2000 100 PE Low cost, received  
medical device  

certification clearance

[240,241]

Third-generation sequencing

PacBio Sequel Single molecule real time 
(SMRT) sequencing

1–1.8 kb SE Long read length Low accuracy and high cost [242]

Oxford Nanopore MinION Nanopore sequencing / 1D Long read length and  
rapid sequence time

Low accuracy and high cost [174]
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advantages. BGISEQ sequencers are most commonly employed 
to detect various pathogens, including those causing focal infec-
tions, Mycobacterium tuberculosis (MTB), etc.[24,29,30]

The development of second-generation sequencing tech-
nologies has not only greatly promoted the development of 
biological and medical research, but has also ushered in a new 
era for the clinical detection of pathogens. However, regardless 
of the platform or technology used, the resulting read lengths 
using mainstream methods are short at ≈50–300 bp, and sub-
sequent analysis depends on fragment splicing, which may 
introduce errors. Moreover, PCR amplification is performed 
during library preparation to amplify low amounts of starting 
DNA and to aid sequence enrichment. However, sequences 
with low content may not be amplified, resulting in the loss of 
certain information. Further, the run time required for second-
generation sequencing is long with most sequencers requiring 
more than 12 h, hence, the sequencing data cannot be obtained 
in real-time. Hence, there remains room for improvement in 
these sequencing technologies.

1.3. Third-Generation Sequencing Technology

The third-generation sequencing technology is also known 
as single-molecule sequencing technology.[31] Compared with 
NGS, third-generation sequencing technologies can detect ten 
nucleotides per second, which greatly reduces the time required 
for sequencing. Moreover, the full-length mRNA sequence can 
be derived from the ultralong read lengths obtained. Third-
generation sequencers can also directly sequence the original 
DNA/RNA samples without requiring PCR amplification, with 
no preference for CG nucleotides, and can directly detect and 
obtain methylation information. However, despite the many 
advantages of third-generation sequencing, it has not been 
widely adopted in clinical applications due to its high error rate 
and high associated cost.[2]

1.3.1. Single-Molecule Real-Time (SMRT) Sequencing

SMRT sequencing is a representative of third-generation 
sequencing technology that applies the principle of sequencing 
by synthesis. SMRT cell contains nanoscale zero-mode wave-
guide (ZMW) wells. Each ZMW contains a DNA polymerase 
molecule and DNA sample chain, which are template frag-
ments that are processed and ligated to hairpin adapters at each 
end, resulting in a circular DNA molecule with constant single-
stranded DNA (ssDNA) regions at each end, and the double-
stranded DNA (dsDNA) template in the middle. This platform 
allows for single-molecule sequencing and real-time detection 
of the fluorescence signal from the nucleotides. Incorporation 
of nucleotides into the growing chain results in the dissocia-
tion of the labeling groups, which reduces steric hindrance and 
helps maintain the continuous synthesis of DNA chains, pro-
longing the sequence read length.[32,33]

Additionally, the newly launched SMRT Sequel series by 
PacBio provides an average read length of 10–20  kb, and can 
achieve sequencing throughputs of 160 GB. However, in spite 
of these features, the bulky equipment and expensive hardware 

make this system unpopular for clinical diagnosis of patho-
gens. Nevertheless, during the novel coronavirus pandemic, the 
PacBio system has been employed numerous times for whole 
genome sequencing and reassembly of SARS-CoV-2.[34,35]

1.3.2. Nanopore Sequencing

Nanopore sequencing technology is another representative 
third-generation sequencing technology, however, it is also con-
sidered to be a fourth-generation platform as it can perform 
real-time data acquisition and analysis.[36] A core component of 
nanopore sequencing is the use of nanoscale pores composed of 
transmembrane proteins, which is a significant departure from 
the previous sequencing technologies.[37,38] In 2012, Oxford 
Nanopore Technologies released the GridION and MinION 
sequencing platforms.[39] MinION is a mobile single-molecule 
nanopore sequencing device that is 4 in. long and can be con-
nected through a USB3.0 port to a laptop computer. It is, there-
fore, conveniently portable and meets DNA sequencing needs 
under several conditions. Notably, nanopore DNA sequencing 
is orders of magnitude faster than other strategies for the diag-
nosis of infectious diseases. The data output of a single flow cell 
in the platform is 10–25 Gb, with the sequencing time ranges 
from 0 to 48 h, and read lengths of 800  kb  can be achieved, 
through the error rate can be as high as 5–40%.[40–42] Due to 
the advantages of nanopore sequencing technology, it has been 
widely adopted in the field of epidemic outbreak investigation 
to detect infectious pathogens, antimicrobial resistance, as well 
as other infectious areas of concern.[43–46] However, the high 
number of sequencing errors, and higher per-read costs com-
pared to other NGS platforms may limit its utility for certain 
applications.

2. Sequencing Methods and Bioinformatic 
Analysis
The process of high-throughput sequencing of pathogens 
primarily includes two components: experimental manipula-
tions (wet lab) and bioinformatic analysis (dry lab). The wet 
lab manipulations include sample pretreatment, nucleic acid 
extraction, library construction, and sequencing. The dry lab 
bioinformatic analysis includes quality control of data, removal 
of human sequences, sequence alignment of sequences from 
microbial species, and analysis of genes for drug resistance or 
virulence.

However, the diagnosis of infectious diseases requires that 
prior to pretreatment of samples, specific samples must first 
be collected from the primary site of infection. For example, 
bronchoalveolar lavage fluid (BALF) and sputum are generally 
recommended for pulmonary infection, while cerebrospinal 
fluid (CSF) is recommended for central nervous system (CNS) 
infection. Although the library construction, sequencing and 
bioinformatics analysis of different samples are the same, pre-
treatment and nucleic acid extraction differs depending on the 
sample source. The following section will describe the mNGS 
detection process for samples suitable for different infection 
systems (Figure 1).
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2.1. Sample Preprocessing

2.1.1. Sputum

For respiratory tract infections, the most common samples are 
BALF and sputum. However, the fiberoptic bronchoscopy pro-
cedure, required for collection of BALF, is invasive and often 
deemed intolerable by patients, thus sputum becomes an alterna-
tive sample.[21] Sputum samples are generally highly viscous and 
heterogeneous; additionally, the distribution of microorganisms 
in sputum is uneven. Therefore, sputum liquefaction treatment 
is performed prior to extracting nucleic acids from the samples. 
The existing sputum liquefaction schemes include the following 
methods: i) standard N-acetyl-l-cysteine treatment and digestion 
with 2% NaOH and decontamination; ii) NaOCl liquefaction 
and sedimentation; iii) chitin solution liquefaction; iv) the use 
of sputum and an equal volume of phosphate buffer containing  
1 g L−1 protease K to liquefy sputum; and v) classical dithiothreitol 
(DTT) liquefaction, in which a chitin solution homogenizes the 
mucus sputum more quickly than the N-acetyl-l-cysteine and 
NaOCl methods.[47–49] With the advancement of automated pro-
cessing, a portable, low-power preprocessing device can perform 
all of the required steps for sputum preprocessing, including liq-
uefaction, homogenization, dissolution, and inactivation.[50]

2.1.2. Tissue Sample

Tissue samples account for one of the most common types of 
clinical samples as they allow for the detection of various infec-
tions, including lung, brain, skin, and soft tissue. For patients who 
require surgery, the relevant tissues can be obtained during the 
operation without requiring additional sampling steps.[51–53] Mean-
while, formalin fixed paraffin embedded (FFPE) samples can intro-
duce contaminating microorganisms and cause damage to DNA 
and RNA due to the complex processing steps required. Therefore, 
although these samples can be preserved for an extended period of 
time and are important for the detection of infectious diseases, they 
can be difficult to process and analyze effectively. FFPE samples 
are first dewaxed by treating 25 µm thick sections in 1.5 mL tubes 
with 120 µL of xylene for 10 min twice, followed by 1200 µL of 100% 
ethanol for 10 min three times with constant gentle agitation for 
deparaffination.[54] Alternatively, fresh tissue is commonly used for 
analysis, which requires tissue homogenization. The FastPrep-24 
Instrument can be used for tissue fragmentation, after which the 
centrifuged supernatant is then used for further experiments.[55] 
Tissue digestion is performed using a lysis buffer composed of 
0.5% Tween 20, 2 mg proteinase K, 3.5 × 10−3 m MgCl2, 15 × 10−3 m 
ammonium sulfate, and 60 × 10−3 m Tris-HCl at 56 °C for 1 h  to 
obtain transparent cleavage products.[54] Although tissue samples 
often have high human cell background content, their sequences 
can be eliminated from analysis by using an appropriate dehosting 
process to improve the sensitivity of overall detection.

2.2. Nucleic Acid Extraction

Nucleic acid extraction is an important step in the mNGS detec-
tion process. Sufficient DNA or RNA of appropriate quality is 

Figure 1. mNGS workflow in clinical application. This workflow consists 
of eight components. 1) Clinical evaluation: the test is suitable for patients 
with infectious diseases. 2) Sample collection: collecting samples from  
the primary site of infection can greatly increase the detection rate. 3) Sample 
preprocessing: the pretreatment methods for different types of samples are 
different, sputum needs liquefaction treatment, FFPE samples are dewaxed, 
and tissue needs homogenate. The percentage of human DNA in samples 
can be reduced using methods such as filtration, differential centrifugation, 
DNA enzymatic hydrolysis, and methylation reagent treatment. 4) Nucleic 
acid extraction: there are differences between DNA and RNA extraction. 
5) Library preparation: library construction method is selected according 
to the sequencing platform and purpose. 6) Sequencing: at present, the 
mainstream second-generation sequencing platforms are produced by 
Illumina and BGI. 7) Bioinformatic analysis: based on the analysis of the 
raw data, the information of species and antibiotic resistance genes in the 
samples were obtained. 8) Report: the possible pathogens were screened 
out according to the analysis results.
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extracted from cells for downstream processing. To achieve 
this, various sample extraction strategies are employed. The 
raw input varies based on the source and type of sample, as well 
as the method of preprocessing used.[56] The extraction strategy 
for cell-free DNA (cfDNA) or cell-free RNA (cfRNA) is gener-
ally used in samples from peripheral blood.[57] Accordingly, 
each commercial vendors often offers several different kits for 
manual or automated extraction using liquid-handling robots. 
After dewaxing, DNA from FFPE samples can be extracted 
using nucleic acid extraction kits suitable for different target 
microorganisms.[54] With the advancement of nucleic acid 
extraction kits, mature commercial kits (such as the Molzym 
Ultra-Deep Microbiome Prep kit) are now suitable for DNA 
extraction from various types of samples, including biopsies, 
which are capable of removing host DNA.[54,58]

2.3. Library Preparation and Sequencing

Currently, several platforms and instruments are available 
for mNGS, each with different schemes for library construc-
tion, the complexity of which is greater for second-generation 
sequencing libraries compared to third-generation. In this sec-
tion, we introduce the commonly used database construction 
schemes for Illumina, BGI, Oxford Nanopore technologies, and 
the PacBio sequencing platforms.

The Illumina sequencing platform is currently the most 
widely used in the field of mNGS. Its library construction 
process involves the random breakage of genomic DNA or 
double-stranded cDNA (obtained by RNA reverse transcrip-
tion) into small fragments by enzymatic cleavage or using 
ultrasound, enzyme-based flattening of both ends of the DNA 
molecule, addition of an A base to the 3′-end using the Klenow 
enzyme, and adapter ligation.[59] However, the reliance of all 
existing RNA sequencing on RNA reverse transcription to 
produce cDNA, followed by second-strand synthesis via addi-
tional enzymes and purification steps, can introduce sequence-
dependent bias. Recently, Chinese scientists combined the Tn5 
transposase with transposon sequencing to develop a new rapid 
library construction method, called the SHERRY method. Com-
pared to existing methods, it significantly simplifies the process 
of database construction and reduces the initial template input, 
which is relevant for samples with low starting concentrations, 
including that of coronaviruses.[60,61]

Certain similarities and differences exist between the 
BGISEQ technologies and the Illumina sequencing platforms. 
In both cases, five sample preparation steps are required: 
sample fragmentation, end repair, addition of an A nucleotide, 
adaptors addition, and PCR; however, the specific experimental 
steps performed and the enzymes used are quite different. In 
the BGI prescribed method, the DNA overhangs are filled in 
to form blunt-ended molecules, and a sequence of connectors 
is added to the two DNA fragments ends to connect them, 
forming a ring structure. A special molecule of cyclic DNA is 
then thermally denatured together, which is added in reverse 
to a special chain of the PCR product, and the single-stranded 
molecule is connected by DNA ligase. The remaining single-
stranded linear molecules are digested by exonuclease to obtain 
a single-stranded circular DNA library. PMseq was sequenced 

by single-stranded ring DNA amplification to form DNA nano-
spheres (DNB), which are fixed on arrayed silicon chips by 
rolling ring amplification (RCA).[62,63]

Oxford Nanopore DNA library construction methods can be 
divided into three categories: 1D, 1D2, and 2D methods.[64] The 
1D2 library construction method is an improvement over the 
1D method, and though a higher throughput can be obtained 
using the 1D library, a higher sequence accuracy is achieved 
with the 1D2 library.[37,65] Further, libraries constructed using 
the Nanopore kits do not require the reverse transcription of 
RNA into cDNA, as it is possible to directly sequence the single 
RNA strand. Therefore, construction of the RNA libraries 
can be divided into two categories based on end-use: 1) direct 
sequencing; 2) sequencing of the cDNA library by reverse 
transcription. The time required to construct the two libraries 
is similar (115 min vs 125 min, respectively); however, direct 
sequencing requires ≈500 ng of input, RNA template, whereas 
the cDNA library only needs ≈50 ng.[66,67]

The SMRT bell libraries used in PacBio sequencers are 
dumbbell-shaped and offer the advantage of circularizing whole 
molecules. Hence, the molecules can be sequenced repeatedly, 
allowing for the generation of long-read lengths. The dumbbell-
shaped molecules are composed of two parts: the hairpin adapter 
and the dsDNA template. Construction of the sequencing library 
involves DNA fragmentation to obtain dsDNA fragments with 
sticky ends, and subsequently, AMPure PB magnetic beads used 
for size selection and purification of the target fragments. Next, 
damage repair and end repair of the DNA template is performed 
to enable its use in direct sequencing and to avoid negative 
effects on read length. Subsequently, the flat end hairpin joints 
are connected to the DNA template, which is then purified and 
quantified.[68] Additionally, Coupland et al.[69] reported that small 
DNA molecules can be sequenced directly from 1  ng of DNA 
without requiring standard library preparation.

2.4. Bioinformatic Analysis

Bioinformatic analysis is the final step required for mNGS-based 
detection of pathogenic microorganisms, which enables their 
rapid and accurate identification. Pathogenic infections require 
varying treatments, making it imperative that their detection is 
accurate, direct, and verifiable. Errors and contamination can be 
introduced throughout the process during sampling, assaying, or 
sequencing of samples, as well as by the instrument consuma-
bles or production environment. Errors may also be introduced 
during bioinformatic analysis, resulting in false-negative or false-
positive results. From the sequencing read-based identification 
of a species, it is necessary to optimize and verify every step of 
the process, including quality control, human host subtraction, 
microbial identification, verification, etc. (Figure 2).

2.4.1. Raw Data

Raw sequencing data can be generated using different plat-
forms, for which the first in silico analysis step involves the 
separation of data for each sample into independent files per 
index of the individual sample library. The sequenced reads are 
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usually retrieved as FASTQ files. Particular attention must be 
paid to the amount of sequencing data for each sample (at least 
10 Mb is currently required) and the quality of the sequenced 
reads (Q20/Q30). The sequencing quantity and quality should 
be of an acceptable standard before further processing, other-
wise additional data may be required.

2.4.2. Clean Data

The next step in the analysis of sequencing data requires 
removal of low-quality reads, which may interfere with the 
downstream analysis or cause false positives. The quality con-
trol process includes trimming of reads to remove adaptors/
adaptor trimming, quality filtering of reads, removal of low-
quality reads, removal of short reads, discarding reads shorter 
than 36 nucleotides, low-complexity read filtering, and removal 
of duplicate reads. The Trimmomatica or Fastp tools are com-
monly used for the removal of low-quality reads, adaptors, and 
short reads.[70,71] Additionally, tools such as DustMasker are 
used to mask low-complexity regions, while duplicate reads can 
be removed using PRINSEQ, and FastQC can be used to graph-
ically analyze the data for each sample.[72]

2.4.3. Human Host Subtraction

The presence of contaminating human DNA is common in the 
sequencing results for various microbes, making it necessary 

to remove interference from the host sequence to shorten 
the analysis time. To this end, sequence comparison with the 
human reference genome can be made, and the host sequence 
removed, though software and reference genome selection does 
affect the degree to which host DNA removal is effective.

Next, sequence alignments are performed relative to the 
reference genome using mapping software, such as Bowtie 2, 
BWA, HISAT2, etc.[73–75] HISAT2 is based on the HISAT and 
Bowtie2 implementations, small indexes, and alignment speed. 
These tools are widely used in genome resequencing and 
RNASeq data analysis, providing alignment accuracy, optimiza-
tion of called mutations, and discarding unmapped reads from 
the final output. Software such as BMTagger and CS-SCORE 
are specifically used to remove host DNA,[76,77] compared to 
Bowtie2 and BWA, these programs offer better host DNA 
removal rates.[78] Further, BMTagger is the standard operating 
procedure tool used for the Human Microbiome Project.

The human reference genome (current version: GRCh38.
p13, release date 2020.04) consists of chromosomal scaffolds, 
unplaced scaffolds, and “alternate” scaffolds, with the latter 
representing sequences that are divergent from the primary 
chromosome sequence. The earliest release was in October 
2014; however, the previously released version GRCh37 from 
April 2011 (updated in December 2013; UCSC version hg19) 
is also widely used as annotation libraries are available. When 
removing host DNA, priority should be given to the latest refer-
ence genome version. It is advisable to not use versions opti-
mized for mapping, which include “traps,” Hepatitis B virus 
sequences, and chromosome optimizations. For more efficient 

Figure 2. The bioinformatics analysis process starts with the fastq date, including the removal of low-quality and low-complex sequences, host and 
engineering bacteria sequences, and the identification of pathogens. Samples qualified for sequencing (Q30 qualified), the proportion of removing 
low-quality and low-complex sequences is about 5%, which accounts for about 20% of the whole process time. Removal of hosts, engineering bacteria, 
plasmids, different types of samples and different treatment methods, and the host proportion varies greatly, between 40% and 99%; this step accounts 
for about half of the whole process time. For taxonomic classification, different alignment software is quite different, such as k-mer algorithm, there 
are 30% to 80% of the sequences, which can be assigned to microbes. The proportion of unclassified sequences is high, so can choose to compare 
with NR database to identify distant sequences. This step accounts for about 30%.
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removal of the host sequences, the human mRNA reference 
sequence of human can be added to the reference genome 
simultaneously. Further, given the differences between popula-
tions, different versions of the human genome can be added 
to the host database for detection of DNA sequences from dif-
ferent populations, as well as sequences from bacteriophages, 
plasmids, engineered bacteria, and potentially contaminating 
bacteria, to remove the corresponding interfering sequences.

2.4.4. Reference Databases

For taxonomic classification, alignments are performed rela-
tive to reference databases regardless of the algorithm used. 
Various reference genomes can be used for library compari-
sons, including the National Center for Biotechnology Informa-
tion (NCBI) nonredundant nucleotide sequence database (NT/
NR), NCBI Reference Sequence (RefSeq) and genome database, 
NCBI GenBank database, and microbial reference sequences 
or genome collections.[79] Based on the sequence similarity and 
algorithm, the NT/NR library and reference genome library 
(with higher assembly level) can be selected based on marker 
specific region recognition. Further, a k-mer counting algo-
rithm is recommended, as it is fault-tolerant and enables the 
analysis of microbial genome sequences, which is helpful to 
improve the accuracy and positive rate of identification.[80]

Microbial species are extremely diverse and include viruses, 
bacteria, fungi, and parasites. To enable their identification, it 
is necessary to analyze their genomes and construct a micro-
bial reference genome database. However, the construction of 
reference databases should consider potential discrepancies 
in the study, as in some cases, the similarity between species 
is greater than that between strains of the same species when 
classification is based on morphology, as shown by a compar-
ison of genomic differences.[81] Further, differences may exist 
in the reference genome sequence due to variations in genome 
quality, including at the contig, scaffold, and whole genome 
levels. Hence, the various methods available for database con-
struction must be carefully analyzed for choice of sequencing 
platform, sequencing depth, splicing software, and establish-
ment of a standard genome grouping mechanism. These 
methods must be combined with comparative genome anal-
ysis, phylogeny, genome quality assessment using tools such 
as CheckM, establishment of a filtering mechanism, quality 
assessment of contig and scaffold sequences in the genome for 
assessment of contaminating sequences, and removal of low-
quality sequences.[82] Additionally, publicly available curated 
microbial genome databases, such as FDA-Argos and the FDA 
Reference Viral Database (RVDB), have been made available.[83] 
A combined approach that incorporates annotated sequences 
from multiple databases may encourage greater confidence in 
the sensitivity and specificity of microorganism identification.

2.4.5. Taxonomic Classification

Metagenomics classification tools, including the Kraken series 
represented by the k-mer algorithm include Kraken, Bracken, 
KrakenUniq, Kraken 2, Centrifuge, and CLARK.[80,84–86] For a 

certain length (k-mer length) reference genome, the sliding 
window technique using 1 bp window slides is used. If the 
k-mer appears in two species, it is assigned to the smallest taxon 
lowest common ancestor (LCA), and the genome sequences of 
all microorganisms are analyzed in turn, establishing the k-mer 
database. During the identification of classifier sequences, the 
trimming of reads is similar to the defining of k-mers for data-
base query, and the classification of reads is determined based 
on the information of each k-mer. Results containing false 
positives are a significant challenge in metagenomics classifica-
tion, which has been addressed by the KrakenUniq algorithm, 
which optimizes the results in the Kraken classification results. 
Bracken calculates the abundance of detected species based on 
Kraken. The Kraken 2 algorithm optimizes the storage index 
of k-mers, which reduces the memory required and improves 
the speed by reducing memory usage by 85%.[85] Alternatively, 
the Centrifuge algorithm uses an indexing scheme based  
on the Burrows–Wheeler transform (BWT) and the Ferragina–
Manzini (FM) index, and is optimized specifically to resolve 
metagenomic classification related issues. Methods, such as 
MetaPhlAn2, that analyze the composition of microbial com-
munities, use unique marker genes for classification, which 
can be optimized for specific groups, such as mycobacteria. 
Although this platform offers superior identification accuracy 
and more professional library construction, it is possible that 
certain identified reads are lost.[87]

In studies investigating macrogenomic communities, most 
species are unknown, and their identification is conducted by 
comparing with protein sequences, using tools such as DIA-
MOND and Kaiju. Samples with a large number of unclassi-
fied reads indicate that there may be unknown microbe species 
present in the community. This can be confirmed using the 
nr protein library.[88,89] The alignment-based methods, such as 
BLAST and Mega BLAST,[90] are widely used for the identifica-
tion of taxonomic differences using sequencing data and can 
be regarded as the gold standard. However, due to the amount 
of data generated by NGS, the operation speed of such aligners 
for these datasets is slow, making them not ideal, and not com-
monly used, for this purpose. Nevertheless, the results obtained 
from identification analyses can be verified using such aligners.

2.4.6. Report

The mNGS technique is highly sensitive, capable of readily 
detecting pathogens in samples, and identifying microorgan-
isms in reagents, consumables, and the environment. However, 
to achieve accurate results, data must be filtered according to a 
certain threshold. Commonly used filtering indicators include 
sequencing reads and relative abundance.

The type of pathogen influences the amount of sequencing 
data obtained. Considering the differences in microbial 
genome size, the detected sequences are first standardized 
based on reads per million (RPM). The threshold for viruses is 
generally at, or above, 3 RPM and exceeds 1000 RPM for retro-
viruses. For the identification of fungi, the threshold is above 
5 RPM, and the credibility of the applied threshold is greater 
when there is an increase in the number of sequenced reads 
that can reach 100 RPM. For intracellular bacteria, such as MTB 
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and Legionella, the threshold is relatively low, and credible data 
can be obtained with a threshold of 1 RPM. With an increase 
in the number of sequences, credibility gradually increases, 
however, upon reaching 30 RPM, further increments no longer 
significantly increase the credibility of the threshold. For para-
sites, the applied threshold should be above 10 RPM, and the 
specificity of the sequence should be strictly confirmed.[3,91–93]

Different thresholds may need to be set based on data from 
the negative control and sequence detection data. For example, 
in a virus, if the number of detected sequences covers more 
than three nonoverlapping regions of the virus reference 
genome, the detected sequences are first standardized as RPM. 
Next, the ratio (RPM-r) of the clinical sample RPM to that of 
the negative quality no template control (NTC) is calculated. An 
RPM value RPM-r = RPM sample/NTC ≥ 10 indicates that the 
species should be included in the clinical report.[22,94]

The pipeline for the evaluation and analysis of microbe 
testing can include DisCVR for virus identification and real-
time fluorescence quantitative PCR (RT-PCR) analysis as a ref-
erence. The optimal threshold of 850 k-mers for DisCVR and 
150 reads for CLARK and Kraken is appropriate.[95] Based on 
relative abundance, viruses in the blood samples can be filtered 
for detection, and in clinical samples, thresholds of 1% for rela-
tive abundance and 0.01% for total reads classified have been 
applied.[96]

For some bacteria, it is necessary to focus on distinguishing 
between colonization, contamination of samples, and the pres-
ence of real pathogens and filter them according to the back-
ground bacterial database and baseline detection. A more 
accurate report for pathogens in samples can be derived after 
excluding human microflora, contamination from the labora-
tory environment, and reagent consumables using the back-
ground microbial databases.[97]

To evaluate the credibility of the identification results, the 
reads obtained can be compared with the reference genome of 
the species to calculate the coverage and sequencing depth by 
mapping. The higher the coverage and depth, the more reliable 
the results. Hence, if the coverage is low, but the depth is high, 
the credibility for identification is relatively low. Meanwhile if 
both coverage and depth are very low, minimal usable data is 
available for identification of the species, and other detection 
methods, such as RT-PCR, can be used. The data can be visu-
alized using the genome coverage curve, hot spot charts, pie 
charts, the Sanger chart, etc.[98]

3. Clinical Application of NGS

Infectious diseases remain a leading cause of human mor-
bidity and mortality worldwide. Fast and accurate diagnosis of 
the etiologic pathogen can be challenging since a wide variety 
of microorganisms may cause clinically indistinguishable dis-
eases, whereas the spectrum of detectable pathogens is relative 
narrow by current methods. Generally, a battery of combined 
tests, including culture, type-specific serologic assays, and 
nucleic acid amplification tests, are required for establishing 
a diagnosis. Further, these methods may be time-consuming, 
for example, delivering results for commonly encountered 
pathogens by culture can take at least 2–5 days, or even longer 

(several weeks to months), for more fastidious or insidious 
organisms, such as mycobacteria, Nocardia, and fungi.[24,99] Yet 
many common pathogens are impossible to culture in vitro, 
such as viruses,[99,100] and samples may be difficult to obtain, 
requiring invasive biopsy.[101,102] Additionally, the administration 
of antibiotics may affect the sensitivity of pathogens identifica-
tion by traditional methods, such as culture.[103,104] Meanwhile, 
the introduction of syndromic multiplex PCR panels, 16S ribo-
somal DNA detection, and matrix-assisted laser desorption/
ionization-time-of-flight mass spectrometry (MALDI-TOF MS) 
have served to dramatically reduce the turnaround time for 
testing, however, the etiology remains unknown in up to 60% 
of infectious diseases.[105,106] Moreover, missed or delayed diag-
nosis, caused by the disadvantages of traditional microbe iden-
tification methodologies, drives the abuse of empirical broad 
spectrum antibiotics or antifungal drugs, thus preventing the 
use of targeted and curative treatments.[3] Alternatively, mNGS 
enables quick detection and comprehensive identification of 
bacteria, fungi, viruses, and parasites without the need for prior 
presumption of the causative culprits. Pathogens can be iden-
tified directly from various clinical specimens with a higher 
sensitivity and accuracy, outperforming culture-based methods, 
especially for mycobacteria, anaerobes, atypical pathogens, and 
viruses.[29,99] Furthermore, mNGS is less affected by prior anti-
biotic exposure.[99] Therefore, mNGS shows great potential for 
infectious diseases diagnosis and differential diagnoses, which 
has been supported by a series of studies (Table 2).

3.1. Infections in Different Organ Systems

3.1.1. Bloodstream Infections

The constitution of causative pathogens varies with septic 
patients in different clinical backgrounds, with cases of Gram-
negative bacteria, anaerobes, and fungal sepsis increasing over 
the past decade, although Gram-positive bacteria remain the 
most frequently identified.[107] The causative organisms remain 
unidentified in approximately half of sepsis patients, namely, 
culture-negative sepsis. Alternatively, acute onset and severe 
sepsis can limit the available time available for diagnosis of 
the causative pathogen, contributing to high mortality rates,[108] 
which is further amplified in patients that receive inappropriate 
or mismatched antimicrobial therapy.[109] Hence, there is an 
urgent need for more rapid and sensitive pathogen identifica-
tion technologies.

Multiple preliminary studies and case reports have shown 
that the genomic DNA or RNA fragments from circulating or 
noncirculating pathogens associated with the infections can be 
detected as cfDNA or cfRNA in purified plasma,[57,110–112] which 
allows for the use of mNGS for rapid and precise identity of 
pathogens causing sepsis, along with information regarding the 
abundance and genetic relatedness.[113,114] The diagnosis agree-
ment of mNGS with tests based on blood culture in patients 
with a sepsis can be as high of 93.7% with the results are equiv-
alent to, or superior to, those obtained by other direct molecular 
diagnostic methods, indicating the potential for mNGS to iden-
tify a wide range of infections, including bloodstream infec-
tion caused by various etiologies.[115] Further, multiple studies 
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Table 2. Studies of NGS for infectious diseases diagnosis.

Year Samples and 
populations

Methods Results Conclusions Refs.

Big data studies

2018 511 specimens (blood, 
respiratory tract 

samples, body fluids 
and pus, CSFa), urine, 

and swabs) from 
561 cases suspected 
infections from April 

2017 to December 2017.

A retrospective study • The sensitivity and specificity of mNGS 
for diagnosing infectious disease 
were 50.7% and 85.7%, respectively, 
outperformed those of culture, especially 
for MTBa), viruses, anaerobes, and fungi.

• The sensitivity of mNGS was superior 
to that of culture in cases with antibiotic 
exposure.

• mNGS has higher sensitivity for 
pathogen identification.

• mNGS is less affected by prior antibiotic 
exposure.

[99]

2019 132 clinical samples 
(sputum, CSF, pus, 

etc.) from 105 patients 
presenting with 

suspected active MTB 
infection between June 

1, 2017 and  
May 21, 2018.

A prospective study • The specificity of mNGS for diagnosing 
active MTB was 98%, while the sensitivity 
was 44%, similar to Xpert (42%) and much 
higher than conventional methods (29%).

• mNGS has a significantly much higher 
sensitivity in pretreatment samples (76%) 
than the post-treatment ones (31%).

• Combining Xpert and mNGS together, 
the identify rate increased to 60%.

• mNGS had a higher sensitivity for active 
MTB diagnosis.

• Combined mNGS and Xpert showed an 
overall superior advantage.

[24]

2019 163 specimens (CSF, 
blood, and throat swabs) 

from 105 patients 
suspected with viral 

encephalitis/meningitis 
or respiratory infection 

from May 2017 to  
June 2019.

A prospective study • The positive and negative percent 
agreement of mNGS is 65% and 95%, 
respectively.

• The overall percent agreement of mNGS 
is 81% in CSF, 68% in blood samples, 
and 100% in the tested throat swabs.

• mNGS has advantages for virus 
diagnostics.

• mNGS can be used as a supplement of 
current routine tests.

[127]

Focal infection

2019 Tissues from  
98 suspected focal 

infection cases.

A single-center 
retrospective study

• mNGS showed a positive percent 
agreement of 86.30% in a variety of tissues, 
higher than culture (45.21%) and other 
conventional methods (57.53%).

• mNGS detected an extra 34 pathogenic 
microorganisms.

• Time requirement was shorter than 
culture.

• mNGS is a promising diagnostic tool in 
focal infections.

• Help to make more timely and targeted 
therapeutic decisions.

[29]

Blood stream infection and febrile illness

2016 78 plasma samples 
from ICUa) patients, 

and 10 plasma samples 
from healthy volunteers 
between July 2014 and 

August 2014.

A prospective study • The overall diagnostic sensitivity was 
significantly increased from 12.82% (10/78) 
by bacterial culture alone to 30.77% (24/78) 
by NGS alone for ICU patients.

• NGS can be applied as an emerging 
diagnostic tool for septic patients.

[57]

2019 Plasma samples from 
40 returning travelers 

presenting with a fever 
of ≥38 °C

A single center,  
proof-of-principle  

study

• 8/40 patients were diagnosed with a viral 
infection by mNGS, higher than that of 
standard-of-care diagnostics.

• mNGS improves the diagnosis sensitivity 
of viral infections.

• mNGS has potential to be an all-in-one 
diagnostic test.

[196]

2019 60 serum,  
90 nasopharyngeal,  

and 10 stool specimens 
were collected from  

94 children with febrile 
illness.

A retrospective 
exploratory study

• The most common microbes identified by 
mNGS were Plasmodium falciparum (51.1% 
of samples) and parvovirus B19 (4.4%) 
from serum; human rhinoviruses A and 
C (40%), respiratory syncytial virus (10%), 
and human herpesvirus 5 (10%) from 
nasopharyngeal swabs; and rotavirus A 
(50% of those with diarrhea) from stool.

• 3 new viral species were also detected 
and identified.

• mNGS helps to identify multiple 
potential pathogens associated with 
fever.

[171]
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Year Samples and 
populations

Methods Results Conclusions Refs.

Central nervous system (CNS) infections

2018 CSF samples from 
99 pediatric bacterial 
meningitis patients.

A retrospective 
observational study

• mNGS showed higher sensitivity  
(68.7%) than culture (55.6%).

• The main pathogens identified in this 
study were Streptococcus pneumoniae  
(n = 29), group B Streptococcus  
(n = 15), Staphylococcus aureus (n = 7), 
and Escherichia coli (n = 7).

• NGS could be a promising alternative 
diagnostic approach for critically ill 
pediatric patient with meningitis.

[122]

2019 CSF samples from 
135 pediatric bacterial 

meningitis cases.

A retrospective  
study

• Taking culture as the gold standard, the 
sensitivity, specificity, PPVa), and NPVa) 
of mNGS for diagnosing S. pneumoniae 
meningitis were 73.1%, 88.1%, 59.4%, 
and 93.2%, respectively, and 70.3%, 
93.9%, 81.4%, and 89.3%, respectively 
when compared with combined tests 
(culture and S. pneumoniae antigen test).

• The number of nique reads of S. 
pneumoniae in CSF sample (<14 days 
onset) was significantly higher than CSF 
sample (>14 days from onset).

• mNGS has high sensitivity and specificity 
for S. pneumoniae identification.

• mNGS was less affected than culture by 
prior antibiotics exposure.

• CSF collection time affect unique reads 
of S. pneumonia mNGS.

[128]

2019 CSF samples from 
204 pediatric and 

adult patients at eight 
hospitals.

A 1 year, multicenter, 
prospective study

• mNGS identified 32/58 diagnosed CNS 
infections, 13 of them were not identified 
by clinical testing. 11 were diagnosed 
by serologic testing only, and 7 were 
diagnosed from tissue samples.

• mNGS of CSF improved diagnosis of 
neurologic infections.

[22]

2020 CSF samples from  
248 adult patients 

suspected with CNS 
infections.

A single-center 
prospective cohort 

study

• mNGS had a sensitivity of 90.00% and 
66.67% in culture-positive patients without 
or with empirical treatment, respectively.

• mNGS detected an extra of 48 bacteria 
and fungi in culture-negative patients.

• mNGS provided a higher detection rate 
compared to culture in patients with 
(34.45% vs 7.56%) or without empirical 
therapy (50.00% vs 25.00%).

• mNGS detection rate was significantly 
higher in patients with CSF WBCa)   
>300 × 106 L−1, CSF protein >500 mg L−1, 
or glucose ratio ≤0.3.

mNGS had an overall superior diagnosis 
efficiency in CNS infections to culture, 
especially in empirically treated patients.

• CSF laboratory results were related with 
the results of mNGS.

• mNGS could dynamically monitor 
disease progression.

[117]

2020 CSF samples from  
51 patients with 

suspected tuberculous 
meningitis from January 
2017 to December 2018

A retrospective  
analysis

• The sensitivity, specificity, PPV, and 
NPV of mNGS in CSF for tuberculous 
meningitis were 84.44%, 100%, 100%, 
and 46.15%, respectively.

• The diagnostic sensitivity of mNGS (84.4%) 
was significantly higher than that of AFBa) 
(0%), MGIT960 culture (22.2%), MTB PCR 
(24.4%), and Xpert MTB/RIF (40%).

• CSF protein quantification and cell count 
might be valuable in the prediction of 
mNGS positive MTB.

• CSF mNGS had high sensitivity, 
specificity, and PPV in the diagnosis of 
TBMa).

• Significant increase in CSF cell number 
and protein quantification increased the 
likelihood of positive MTB detection of 
NGS.

[132]

2020 CSF samples from  
213 patients with 

infectious and 
noninfectious CNS 

diseases from 
November 2016 to  

May 2019.

A prospective 
multicenter study

• The mNGS-positive detection rate of 
CNS infections was 57.0%.

• The mNGS performance was optimal in 
the diagnosis of definite viral encephalitis 
and/or meningitis at an SSRNa) ≥2, TBM 
at a GSRNa) ≥1, bacterial meningitis 
at an SSRN ≥5 or 10, and cryptococcal 
meningitis and cerebral aspergillosis at 
SSRN ≥2, with a positivity rate of 42.6%, 
27.3%, 73.3%, and 80%, respectively.

• mNGS of CSF effectively identified 
pathogens causing CNS infections.

• mNGS should be used in combination 
with conventional microbiological 
testing.

[130]

Table 2. Continued.
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Year Samples and 
populations

Methods Results Conclusions Refs.

Respiratory infections

2018 Samples of sputum, 
blood, or BALF from 

178 severe pneumonia 
patients in the ICU.

A retrospective study • The bacterial detection rate of NGS 
group was significantly higher than  
the control group.

• The 28 day and 90 day mortality of  
NGS group was significantly lower than 
the control group.

• NGS might be superior to conventional 
detection methods in severe pneumonia 
in ICU.

[150]

2019 Specimens (pulmonary 
biopsy and BALF) from 
55 cases (36 with mixed 
and 19 with nonmixed 
pulmonary infection) 
collected between July 
2018 and March 2019.

A prospective study • The sensitivity of mNGS in mixed 
pulmonary infection diagnosis was  
much higher than that of conventional 
test (97.2% vs 13.9%), but the specificity 
was the opposite (63.2% vs 94.7%).

• The PPV and NPV of mNGS was 83.3% 
and 92.3%, respectively.

• mNGS improved the diagnosis of 
pulmonary fungal infections.

• mNGS is a promising technique to 
detect copathogens in mixed pulmonary 
infection.

[151]

2019 88 nasopharyngeal 
swabs from 63 patients 
with chronic obstructive 

pulmonary disease 
exacerbations.

A prospective study • The sensitivity and specificity of  
mNGS is 96% and 98% as compared 
with PCR.

• mNGS detected additional viral 
pathogens.

• A positive correlation was found between 
Cq value and mNGS viral normalized 
species reads.

• The mNGS was highly sensitive and 
specific for semiquantitative detection of 
respiratory viruses.

[149]

2020 Lung biopsy tissues 
from 121 patients 
diagnosed with 

peripheral pulmonary 
lesions (PPLs) and lung 

infection.

A prospective 
randomized study

• The positivity rate of mNGS in  
R-EBUSa)-guided TBLBa) (78.7%) was 
significantly higher than the TBLB  
group (60.0%).

• Tissue collected by R-EBUS within the 
lesion produced higher positivity rate 
than samples adjacent to the lesions.

• R-EBUS improves positivity pathogens 
detection rate of mNGS.

[157]

2020 Samples (including 
lung tissue, BALF, and 
brush) collected from 

patients suspected with 
pulmonary infection 

from June 2018 to 
August 2019

A retrospective study • mNGS identified at least one microbial 
species in 89% pulmonary infection cases.

• mNGS detected microbes related to 
human diseases in 94.49% of samples 
from pulmonary infection patients who 
had received negative results from 
traditional pathogen detection.

• The accuracy and sensitivity of mNGS 
are higher than those of traditional 
pathogen detection.

• mNGS could simultaneously detect and 
identify a large variety of pathogens.

• mNGS provided fast and precise 
pathogen detection and identification.

• mNGS helps in prompt and accurate 
treatment of peripheral pulmonary 
infection.

[148]

Bone and joint infections

2020 37 patients suspected 
with periprosthetic 

joint infection (PJI) who 
underwent prosthetic 
joint revision surgery 

from July 2016 to 
December 2018

A retrospective cohort 
study

• The sensitivity, specificity, and 
accuracy of preoperative synovial fluid 
mNGS were (92%, 91.7%, and 83.7%, 
respectively) higher than that of culture 
(52%, 91.7%, and 43.7%, respectively).

• mNGS can be used as an effective 
supplemental method to improve 
diagnostic efficiency during the 
preoperative period.

[160]

2020 44 periprosthetic 
tissues collected 

intraoperatively from 
patients who were 

suspected of PJI and 
underwent surgery.

A prospective study • The sensitivity, specificity, PPV, NPV, and 
accuracy of periprosthetic tissue mNGS 
(95.45%, 90.91%, 91.3%, 95.24%, and 
93.18%, respectively) in PJI diagnosis were 
higher than that of culture (72.72%, 77.27%, 
76.19%, 73.91%, and 75%, respectively).

• mNGS can improve the diagnosis of PJI.
• Periprosthetic tissue can be used as 

an alternative to synovial fluid and 
sonication fluid.

[51]

Table 2. Continued.
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have reported that the overall diagnostic sensitivity of mNGS 
is significantly greater than bacterial culture used alone, while 
offering superior results for culture-negative sepsis cases.[57,116]

Note, bacterial DNA may periodically exist in the blood 
of healthy people, which was previously considered a sterile 
microenvironment, however, the bacterial diversity differs sig-
nificantly from that of septic patients. A significant predomi-
nance of anaerobic bacteria, primarily belonging to the order 
of Bifidobacteriales, was observed in healthy volunteers, whereas 
aerobic or microaerophilic microorganisms dominated in septic 
patients. For example, the abundance of Actinobacteria phyla 
decreased in sepsis, while Proteobacteria phyla decreased in 
healthy volunteers.[112] These results may help interpret mNGS 
reports for patients with suspected sepsis, while reminding us 
that bacteria continuously translocate into the blood, but do not 
always cause sepsis.

To summarize, mNGS has undeniable advantages over cul-
ture-based methods in the diagnosis and treatment guidance 
of bloodstream infection, as it offers significantly reduced time 
required for pathogens identification to less than 24 h, regard-
less of the type of microorganism, and is less affected by anti-
biotics administration.[113] Moreover, this approach may prove 
invaluable in patients infected with fastidious pathogens, or 

less commonly fungi, Mycobacterium, and parasites, allowing 
physicians to accurately diagnose and regulate treatment.[99] 
In addition, mNGS detects the presence of viral infections[117] 
or mixed-infections,[118–120] avoiding the abuse of antibiotics in 
sepsis-like patients, while informing proper and targeted antibi-
otics usage in septic patients.

3.1.2. Central Nervous System Infections

Various pathogenic microbes can infect the CNS, presenting 
as meningitis, encephalitis, and abscess, which are often life-
threatening; however, routine microbiological tests are often 
insufficient to detect all neuroinvasive pathogens, especially 
for rare pathogens. Moreover, obtaining the relevant samples 
to detect the etiologic pathogens require invasive procedures, 
such as lumbar puncture or brain biopsy, which are limited by 
the availability and volume of CSF or brain tissues. Therefore, 
the etiology of CNS infections often remains undiagnosed, 
which occurs in up to 50% of acute meningoencephalitis 
cases.[121] Thus, methods for timely and accurate diagnosis 
are urgently required, where mNGS shows its superiority in 
recent years.[19,122] In fact, multiple case studies have reported 

Year Samples and 
populations

Methods Results Conclusions Refs.

2017 131 sonication fluid 
samples from patients 

undergoing revision 
arthroplasty or removal 

of other orthopedic 
devices.

A laboratory method 
development study

• Compared to results from sonication 
fluid culture, the species-level and genus-
level sensitivity of mNGS were 88% and 
93%, respectively.

• mNGS can provide accurate diagnostic 
information in PJI.

[162]

Digestive system infection and urinary tract infection (UTI)

2017 Serum samples from 
204 adult acute liver 
failure (ALF) patients 
collected from 1998  

to 2010.

A retrospective cohort 
study

• 8 cases of previously unrecognized  
viral infection were diagnosed by  
mNGS, as well as 7 missed dual or  
triple infections.

• mNGS is helpful in screening for 
uncommon viruses and co-infections in 
ALF patients.

[173]

2018 Urine/semen/rectal 
swab samples from  

112 patients in different 
areas of urology 

for prevention and 
treatment purpose.

Clinical application of 
NGS in different clinical 

phase I–II trials

• Application of NGS in different clinical 
phase I–II trials demonstrated that this 
novel approach extends our knowledge 
about the microbiome of the urogenital 
tract.

• DNA sequence has a high sensitivity to 
detect a bacterial and fungal association 
with resistant genes to antibiotics.

• The NGS DNA sequence technology 
helps patients with UTI gain an 
individualized approach for a more 
accurate diagnosis, prevention, 
prophylaxis, and treatment.

[167]

Infections in immunocompromised patients

2017 Blood samples, 
and in some cases, 

nasopharyngeal swabs 
and/or biological 

fluids from 101 
immunocompromised 

adults.

A multicenter, blinded, 
prospective, proof-of-

concept study

• Detection rate of clinically relevant 
viruses and bacteria identified by 
untargeted NGS were significantly higher 
(36%) than conventional methods (11%), 
and even when the latter were continued 
over 30 days (19%).

• Untargeted NGS had a high NPV 
compared with conventional methods.

• Untargeted NGS is a promising 
method for microbiological diagnosis in 
immunocompromised adults.

[188]

a)Abbreviations: mNGS, metagenomic next-generation sequencing; CSF, cerebrospinal fluid; MTB, Mycobacterium tuberculosis; WBC, white blood cell; PPV, positive 
predictive value; NPV, negative predictive value; AFB, acid-fast bacilli; TBM, tuberculous meningitis; SSRN, species-specific read number; GSRN, genus-specific read 
number; R-EBUS, radial endobronchial ultrasound; TBLB, transbronchial lung biopsy.

Table 2. Continued.
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the detection of viruses,[120,123–127] bacteria,[19,128] fungi, and para-
sites[120,129] using mNGS in CSF and brain tissues.[130] Addition-
ally, mNGS also proven valuable in diagnosing subacute or 
chronic meningitis.[120] Specially, elevated levels of white blood 
cells (WBCs) and protein, as well as decreased glucose ratio in 
the CSF may correlate with increased detection of CNS infec-
tions via mNGS.[117] A system review had recommend that NGS 
be considered as a front-line diagnostic test for chronic and 
recurring infections, and as a second-line technology for acute 
cases of encephalitis.[131]

In addition to its reasonably high diagnostic performances, 
mNGS may also help guide more targeted therapy for CNS 
infections and accelerate the identification and subsequent 
treatments for noninfectious causes.[22] However, although 
mNGS has an overall superior detection rate compared to con-
ventional method, it cannot replace the necessity for traditional 
methodologies, such as culture.[117,130] Rather, mNGS is recom-
mended to be applied in combination with conventional micro-
biological testing to improve the pathogenic diagnosis of CNS 
infections. Moreover, it may prove useful for ruling out an active 
infection in patients with suspected autoimmune encephalitis, 
thereby providing the necessary information for clinicians to 
confidently initiate immunosuppressive therapies for autoim-
mune disease with reduced concerns regarding missed detec-
tion of microbial infections.[22,130] Furthermore, mNGS results 
are less affected by prior use of antibiotics before collection of 
CNS samples,[128] and therefore the technique has an advantage 
over other methods in cases whereby disease-causing microbial 
detection in patients is greatly affected by antibiotic use. How-
ever, it should be noted that with prolonged treatment times, 
the detection rate of pathogenic microorganisms via mNGS is 
decreasing.[117]

Studies have shown that mNGS offers high sensitivity, spec-
ificity, and positive predictive value (PPV) in the diagnosis of 
tuberculous meningitis in the CSF.[30] Indeed, the sensitivity 
of mNGS was significantly higher than culture alone, and a 
combination of mNGS and conventional methods significantly 
increased the detection rate significantly. Moreover, patients 
with a significant increase in cell number and protein in their 
CSF have a higher chance of being MTB positive when detected 
by NGS.[132] These results indicate that mNGS has the poten-
tial to be used as a first-line CSF test to detect the presence 
of mycobacterial DNA. Since MTB complex members exhibit 
>99.99% genomic sequence similarity, genus stringent mapped 
reads number (GSMRN) was considered reliable when inter-
preting reports for the MTB complex.[130]

mNGS of CSF can also effectively identify fungi causing 
CNS infections. A large, prospective, multicenter series case 
study showed that the sensitivity of mNGS using species-
specific read number (SSRN, equivalent of stringent mapped 
reads number, SMRN) ≥2 in the diagnosis of cryptococcal  
meningitis and cerebral aspergillosis was 76.92% and 80%, 
respectively,[130] which can be significantly improved with 
the combination of traditional methods, thereby informing 
the choice of appropriate antifungal agents and therapeutic 
courses.[118] However, wide adoption of mNGS for clinical pur-
poses to diagnose cryptococcal meningitis is unlikely as the 
current diagnostic tests available (CSF CrAg) are highly sensi-
tive and specific, with rapid turnaround times.[133]

Definitive diagnosis of viral infection in the CNS is dependent 
upon virus isolation from CSF or brain tissues, which is chal-
lenging and generally only performed in the laboratory. There-
fore, treatment primarily depends on empirically provided 
therapy. The identification of certain CNS viral pathogens 
remains difficult, as many viral families that infect the CNS 
failed to be identified by the gold standard pathogen-specific 
PCR assays. Although DNA viruses (mostly herpes virus) are 
often identified by mNGS, its prediction of viral encephalitis 
and meningitis has not significantly improved,[134–137] which 
may be partially due to the absence of RNA detection methods, 
since RNA-based mNGS has not been launched extensively.[130] 
RNA viruses, such as enteroviruses and the Japanese encepha-
litis virus, are important causative agents of viral encephalitis 
and meningitis.[138] Hence, simultaneous extraction of DNA 
and RNA followed by cosequencing may improve the detection 
rates of viruses in CSF samples.[139]

Further, mNGS also has values for the characterization of 
complex and rare pathogens present in culture-negative and 
undiagnosed cases. mNGS has been shown to help detect the 
presence of microbes, such as Listeria monocytogenes,[140] Brucel-
losis-causing species,[93,141] Naegleria fowleri,[142] neurocysticer-
cosis-causing parasites,[143,144] and Vibrio vulnificus.[145] In CNS 
toxoplasmosis, mNGS may be useful in cases when the toxo-
plasmosis IgG is negative, CSF PCR is negative, and imaging is 
not classic, or when there is a lack of response to antitoxoplas-
mosis therapy.[119,133]

Additionally, mNGS can be used to dynamically monitor 
disease progression using semiquantitative value analysis.[117] 
However, negative tests must be interpreted with caution owing 
to the higher risk of false-negative results.[22]

3.1.3. Respiratory Infections

Upper and lower respiratory tract infections are among the 
most common illnesses leading to medical consultation, and 
are associated with significant mortality.[146] Hundreds of patho-
gens, including bacteria, fungus, viruses, and parasites, can 
cause pulmonary infection, and the situations in immunocom-
promised patients may be even more complex. Undoubtedly 
the identification and characterization of pathogens is crucial 
for precision treatment and improved prognosis of patients. 
However, frequent and inappropriate use of antibiotics in res-
piratory tract infections limits the sensitivity and reliability of 
culture-based testing, which often occurs in clinical settings.

mNGS provides relatively fast and precise detection and 
identification of a large variety of pathogens, contributing 
to the prompt and accurate treatment of pulmonary infec-
tion,[147–149] particularly for critically ill patients and those with 
mixed-infection.[150,151] The most common pathogens causing 
lower respiratory pulmonary infectious have been identified 
as bacteria, such as Pseudomonas aeruginosa, Klebsiella pneumo-
niae, and Acinetobacter baumannii.[99,152] In addition, a greater 
number of fastidious bacteria, including MTB, nontubercu-
losis mycobacteria (NTM), Nocardia, and various Actinomy-
cetes, were identified by mNGS compared to conventional 
culture methods.[99] Moreover, the use of mNGS has also been 
shown to improve the diagnosis of pulmonary invasive fungal 
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infections.[147,151] The sensitivity of mNGS is further highlighted 
in mixed pulmonary infection diagnosis and severe nonre-
sponding pneumonia.[153–155] In fact, the detection accuracy rate 
of mNGS may even reach 100% in the analysis of immunocom-
promised patients.[156]

Additionally, mNGS provides more strain-specific infor-
mation and helps to identify new pathogens.[153] However, 
the interpretation of the specificity differs,[151] depending on 
whether the pathogens are the causative agents of infection 
due to the presence of normal flora, commensal oral flora, or 
colonizers, therefore a tradeoff is generally needed. NGS is cur-
rently the preferred methodology for virus discovery, particu-
larly for emerging pneumonia-causing viruses (i.e., SARS-CoV, 
MERS-CoV, and H7N9), and could potentially help to trace and 
control outbreaks.[154]

Interestingly, the specificity of mNGS is reportedly higher 
for transbronchial lung biopsy (TBLB) tissue than for BALF; 
however, detection in BALF has been shown to have a higher 
sensitivity in the diagnosis of peripheral pulmonary infec-
tious lesions.[152] However, in our experience, the overall 
sensitivity of mNGS does not differ among respiratory tract 
sample types and is not superior to that of culture for rec-
ognizing common bacteria. Nevertheless, mNGS has been 
reported to have a significantly higher sensitivity than cul-
ture in sputum and lung tissue samples.[99] Moreover, NTM, 
rather than MTB, Aspergillus, or Cryptococcus, was more often 
detected in BALF than sputum by mNGS.[99] Meanwhile, 
R-EBUS-guided-TBLB significantly facilitates the accurate 
insertion of the bronchoscope into the lesions in the pulmo-
nary, thereby improving the positivity rate of mNGS analysis 
in pathogen detection.[157]

3.1.4. Bone and Joint Infection (BJI)

BJIs are serious and potentially life-threatening, particularly for 
periprosthetic joint infection (PJI), which is a devastating com-
plication that can occur after arthroplasty and multiple revision 
surgeries.[158] Conventional diagnostic challenges in BJI due to 
the fastidious nature of the organisms, biofilm formation on 
implant surfaces, prior antibiotic administration, or limited 
sample availability, all contribute to the high rate of culture-
negative PJIs, the microbial etiology for which is challenging to 
diagnose.[159,160]

In most cases, mNGS, with high sensitivity, specificity, 
and positive and negative predictive values, can be used as 
an effective supplemental method to improve the diagnostic 
efficiency of BJI. Synovial fluid, sonication fluid from explants 
(i.e., prosthetic joint and other orthopedic devices), and 
periprosthetic tissue, all can be used to identify the causative 
pathogens via mNGS.[51,161] Remarkably, sonication fluid is 
potentially more advantageous than synovial fluid for distin-
guishing the primary causative pathogens from contaminants, 
possibly because sonication may enrich the microorganism 
abundance in samples by dislodging biofilms from the surface 
of implants.[162–164] Fastidious bacteria NTM can be detected 
by mNGS from all sample types, enabling surgeons to collect 
specimen from various samples. Moreover, assigned reads 
in the sonicated fluid is significantly higher than in synovial 

fluid (more than 200-fold times) and tissues,[165] which need 
further research to verify.[162–164] mNGS should be highly 
recommended for the cases of culture-negative BJI, limited 
sample volume obtained by joint cavity puncture, or when the 
patient has poor responses to empirical antibiotics therapy or 
debridement.[160,165]

3.1.5. Urinary Tract Infection (UTI)

UTI is a common community-acquired infection commonly 
caused by bacteria, as well as certain fungi or virus (i.e., poly-
omavirus and the human herpesvirus).[166–168] Escherichia coli 
(≈75%) is the most common causative agent for both uncompli-
cated and complicated UTI, with the latter comprising a com-
plex constitution of causative microorganisms, making it rather 
challenging to diagnose the pathogens.[166,169] However, mNGS 
is capable of identifying pathogens more quickly and with more 
sensitivity than culture methods, providing clinicians with the 
information necessary to make accurate diagnoses, as well as 
to determine the preventive, prophylactic, and appropriate treat-
ment options.[166,167]

However, interpretation of urine mNGS reports may prove 
difficult for various reasons. First, urine samples are readily 
contaminated by improper procedures before and during urine 
collection. Second, colonizers inhabit the distal urethra, the 
skin around the urethral meatus, as well as the vagina, which 
must be taken into consideration, as specific organisms may 
become pathogenic in immunocompromised patients. Third, 
asymptomatically persistence or latent infections often occur. 
Therefore, even with precise quantitative distribution of all 
microbial associations, it may be difficult to define which bug 
or superbug is causative of UTI.[166,168]

3.1.6. Digestive System Infection

The major enteropathogenic bacterial species include inva-
sive enteropathogens originating from outside environ-
ments, and pathobionts originating from commensal gut 
species. Although the study of the intestinal microbiome 
is a very relevant topic popular among researchers, only a 
few have attempted to diagnose the associated infectious dis-
eases, such as diarrhea, using mNGS techniques.[170] As the 
intestines are normally colonized by commensal bacteria, 
mNGS of stool samples primarily focus on nonbacterial spe-
cies, such as Rotavirus A, Cryptosporidium, and the human 
parechovirus, which are often detected in the stool samples 
of febrile children.[171] mNGS has also been used to detect 
potential causative agents in patients with acute cholecys-
titis,[172] screen for the presence of uncommon viruses, or 
identify co-infections in patients with acute liver failure.[173] 
In addition to pathogen identification, mNGS is also a rapid 
and agnostic diagnostic approach for investigating resistome, 
and can be used for identifying antibiotic resistance genes 
(ARGs) in the gut, helping detect multidrug resistant organ-
isms (MDROs), thus leading to early implementation of 
infection prevention practices, antimicrobial optimization, 
and prevention of invasive infections.[174,175]
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3.1.7. Complex and Atypical Pathogen Infections

Many cases have demonstrated the superiority of mNGS in 
the identification of i) complex and atypical infections, such 
as Chlamydia psittaci,[176,177] Legionella spp.,[178] anaerobes that 
are difficult to culture,[179] and mycobacteria;[165,180] ii) zoonotic 
pathogens, such as Streptococcus suis,[181] Orientia tsutsuga-
mushi,[182] Leptospira santarosai,[19] and Toxoplasma gondii;[119] iii) 
emerging  RNA  and  DNA  viruses, such as Bocaparvovirus,[183] 
Ebola virus,[184] Zika and chikungunya viruses,[185] borna-
virus,[186] and SARS-CoV-2.[187]

3.2. Infections in Special Populations

3.2.1. Infections in Immunocompromised Patients

Infections in immunocompromised hosts have drawn a great 
deal of attention by clinicians, particularly in recent years, 
since they are generally more complex and serious with the 
potential to result in disastrous consequences, such as failure 
of a transplanted solid organ. mNGS has demonstrated dis-
tinct advantages in the detection of pathogens in this group of 
people,[188] and was recommended as a first-line diagnostic tool 
for patients undergoing solid organ transplantation and hemat-
opoietic stem cell transplantation,[23,110,188–190] or as an addition 
to routine test panels.[191]

Allograft health monitoring, including infections and trans-
plant rejection, which occur frequently, and sometimes simulta-
neously, is an important component of post-transplant therapy. 
mNGS detection of cfDNA can be applied in monitoring organ 
transplant rejection via genome transplant dynamics, and may 
have the potential to replace invasive techniques, such as lung 
and endomyocardial biopsies as the symptoms of infection and 
rejection are often difficult to discriminate.[110,192] Additionally, 
data from mNGS may provide important information regarding 
the relationship between the human virome, the state of the 
immune system, and the effects of pharmacological treatment. 
For example, the total viral load is reportedly more significantly 
affected by immunosuppression than the bacterial micro-
biome.[193] The infecting viruses include those that are common, 
such as Cytomegalovirus, and Epstein–Barr virus, as well as undi-
agnosed DNA viruses, such as the human herpesvirus, polyoma-
virus, adenovirus, and the torque teno virus.[23,110,190]

3.2.2. Febrile Illness

The global burden of febrile illness has been difficult to 
quantify. Identification of etiologies in patients with fever of 
unknown origin (FUO) is the chief issue, among which infec-
tious factors remain the primary cause.[194] This poses a chal-
lenge for diagnostic and therapeutic determination, and may 
result in inappropriate antibiotic use, making it difficult to pre-
dict, detect, or evaluate potential outbreaks or emerging infec-
tions. Unbiased mNGS represents a powerful tool to fill the 
gaps in our understanding toward the etiology of febrile illness, 
thus informing the improvement of diagnostic algorithms, 
therapeutic guidelines, and public health strategies.[171,195]

Viruses play an important role in FUO, and distinctions 
have been observed between the viromes of febrile and afebrile 
groups using short-read Illumina sequencing. The assessment 
and identification of known, or potentially novel, viruses have 
improved the medical management of children with FUO, 
helping to avoid the administration of unnecessary antibiotic 
therapy in those with viral infections.[195] Another worldwide 
challenge is travel-associated infections, with a broad spectrum 
of potential etiologies. mNGS has greatly improved the patho-
gens diagnostic efficiency of returning travelers with acute 
febrile illness, particularly for viruses, such as dengue virus, 
Ebola virus, hepatitis E and hepatitis A, and Chikungunya 
virus.[196] mNGS is considered to have the potential of being 
used as an all-in-one diagnostic test for FUO patients, helping 
differentiate infections and noninfections, identify causative 
agents, and discover novel or emerging pathogens.[196] How-
ever, a cost–benefit study reported that current conditions do 
not warrant a widespread rush to deploy metagenomic testing 
to resolve any and all uncertainty, but rather as a front-line tech-
nology that should be used in specific contexts, such as acute 
and seriously ill cases, or as a supplement to, rather than a 
replacement for, careful clinical judgment.[197]

3.2.3. Unexplained Pneumonia

Metagenomic analysis is of great value for the monitoring and 
response to rapidly emerging infectious diseases, such as unex-
plained pneumonia, among which COVID-19 is currently the 
most popular.[198] Metagenomic sequencing, with its unbiased 
nature, plays a crucial role in the etiological diagnosis of unex-
plained pneumonia, particularly when encountering an atypical 
or novel causative agent.[187,199,200] During the initial outbreak 
of SARS-CoV-2, a commercial sequencing company provided 
an incorrect report stating the identification of SARS virus, 
causing widespread panic. Later, upon careful analysis using 
additional sequencing data, the causative agent was determined 
to be a novel coronavirus.[200] Further, combined with multiplex 
PCR amplification and nanopore sequencing, the phylogenetic 
structure of the novel coronavirus were analyzing during the 
early days of the pandemic.[201]

However, important lessons should be learned from this out-
break; i.e., although metagenomics sequencing lacks the capa-
bility of identifying the novel pathogen, it proved valuable for 
ruling out common pathogens as first-line diagnosis of unex-
plained pneumonia.[200]

3.3. Infection Control

The hospital infection prevention control management is an 
important aspect of healthcare, nosocomial infections occur 
worldwide and affect hundreds of millions of patients, leading 
to tens of billions of dollars lost each year, and remain a par-
ticularly aggressive problem in the pediatric healthcare con-
text.[202] The mNGS of clinical or environment samples is a 
promising approach for rapidly identifying pathogen sequences 
for the detection and epidemiological determination of 
transmission.[203–205]
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4. The Global Expert Consensus for NGS  
in the Diagnosis of Pathogens

mNGS, with recent advances, reduced costs, user-friendly data 
analysis tool, and accurate and comprehensive databases, has 
been a revolutionary technology that has disrupted traditional 
clinical diagnostic microbiology.[106] mNGS can overcome the 
limitations of traditional diagnostic tests, enabling a hypoth-
esis-free, culture-independent, and universal pathogen detec-
tion platform, with which clinical specimens can be directly 
used for microbe identification of bacteria, viruses, fungi, or 
parasites, while also assisting in the identification of novel 
organisms.[3] Yet, few associated expert consensuses for the 
use of NGS in infectious diseases diagnosis. However, the 
general consensus is that its relatively high cost is a barrier to 
mNGS becoming the first-line of detection method for clinical 
in the short term. However, it is recommended as the first-line 
detection method in situations involving patients with difficult 
or complicated infectious diseases, including those who are 
acutely and critically ill, suffering from immunodeficiency,[188] 
or in special populations, as well as in situations of infectious 
diseases outbreaks of unknown origin.[187,206] In most cases, 
mNGS is recommended as a supplement to conventional detec-
tion methods, particularly in cases where traditional diagnostic 
assays are negative[133] (Table 3).

5. The Challenges for NGS in Pathogens 
Diagnosis
The multiple achievements made in high-throughput 
sequencing technology for the diagnosis of infectious diseases 
are encouraging; yet, some hurdles remain to be addressed, 
including the limitations of the technology, clinical application, 
high costs, the lack of current standardization of methods and 
data analysis, interpretation guidelines for clinicians, genera-
tion of appropriate work pipelines, the regulation, and supervi-
sion. Moreover, it remains to be determined how to: i) minimize 
the influence of human host background and extraneous 
sources of nucleic acids; ii) differentiate colonization from 
infection; iii) improve the detection efficiency of intracellular 

microorganisms; iv) generate more reasonable standardization 
of the methods, data storage, protection, analysis, and interpre-
tation. Here, we comprehensively discuss the challenges of the 
clinical application of high-throughput sequencing technolo-
gies and propose possible solutions.

5.1. The Level of Technology

5.1.1. The Influence of Human Host Background

Samples collected for testing samples can be of different types 
depending on the site of infection, and may be obtained from 
the CSF, peripheral blood, sputum, BALF, or other sites. As the  
human genome is much larger than the microbial genome, 
the host DNA background is also much higher than that of 
microbes; therefore, even a small number of human cells can 
greatly affect the accuracy of microbial detection, decreasing 
the useful coverage of the sequencing data, and increasing the 
sequencing cost. Currently available methods for the removal 
of human DNA and enriching microbial DNA include: i) the 
removal of host cells based on differences in cell size relative to 
microbial cells using methods such as differential centrifuga-
tion and filtration, and ii) the selective lysis of host cells and 
subsequent treatment with enzymatic or chemical reagents to 
remove exposed DNA.[207]

Centrifugation is a simple, convenient, and low-cost 
method for the removal of human DNA and is widely used 
in mNGS-based detection processes. For example, CSF sam-
ples from patients with meningitis are centrifuged at 5000 × g  
for 15 min to remove cell precipitates, nucleic acid is then 
extracted from the supernatant, and the sequencing library is 
constructed. Processing the samples before library construc-
tion can reduce the host genome proportion, significantly 
increase the sequence coverage of pathogens in the samples, 
and improve the detection sensitivity.[20] Further, centrifu-
gation and filtration can be combined to enrich pathogenic 
microorganisms. For second-generation sequencing to detect 
viruses, samples can be centrifuged at a low speed of 6000 × g  
for 10 min, and the supernatant filtered using a 0.80 µm filter 
to remove eukaryotic and bacterial cells without affecting 

Table 3. Global expert consensus and guidelines of NGS in pathogens diagnosis.

Countries/regions Year Viewpoint Refs.

Winnipeg 2018 NGS has obvious advantages in the detection and typing of HIV drug resistance genes. [243]

International 2018 NGS provides new means for the cognition of joint microorganisms and is expected to better 
understand joint colonization.

[244]

UK 2018 NGS should be considered as a front-line diagnostic test in chronic and recurring 
presentations and, given current sample-to-result turn-around times, as second-line in acute 

cases of encephalitis.

[131]

Singapore 2018 Current conditions do not warrant a widespread rush to deploy metagenomic testing  
to resolve any and all uncertainty (i.e., pyrexia of unknown origin PUO), but rather as  

a front-line technology that should be used in specific contexts, as a supplement to rather 
than a replacement for careful clinical judgment.

[197]

China 2020 As a comprehensive direct detection method, the current high cost makes it impossible for 
mNGS to become a clinical first-line detection method in the short term, but in difficult and 

complicated diseases, critically ill, immunodeficiency, and other special population, it still has 
the potential to become a quasi-first-line detection method for pathogen diagnosis.

[92]
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the extraction of RNA viruses.[208] For example, recovery of 
the human genome from saliva samples by sifting through a 
5 µm filter was 89.69 ± 0.84% compared to unfiltered original 
samples 89.29 ± 0.61% recovery. These results indicate that a 
considerable amount of extracellular host DNA in the samples 
may not be removed via filtration method based on cell size 
alone. To overcome this deficiency, human cells can be selec-
tively lysed, and enzymes or chemical reagents can be used 
to remove exposed DNA. The percentage of human DNA in 
samples can be reduced using methods such as propidium 
monoazide treatment after selective mammalian cell lysis by 
sonication (human DNA recovery is 25.6%), and via osmotic 
lysis with H2O (1.7%) followed by mammalian cell removal by 
differential centrifugation (1.4%). The treatment of raw saliva 
samples with propidium monoazide has been shown to reduce 
the percentage of human DNA (16.8%), suggesting that the 
majority of human DNA in saliva is already exposed.[209] In 
addition to ultrasonic fragmentation, nonionic surfactant sapo-
nins can also be used to lyse human cells and subsequently, 
the digested DNA by enzymes has been shown to increase the 
number of sequences retrieved for Cryptococcus neoformans.[20]

Human genomic DNA undergoes methylation, and methyl-
ated host DNA can be excluded from samples using the methyl-
CpG binding domain to enrich for microbial DNA, resulting 
in a 50-fold reduction in the number of reads mapping to the 
human genome.[210] A study on the removal of host DNA from 
CSF showed that upon processing the sample using the NEB 
Next Microbiome DNA Enrichment Kit, the relative propor-
tion of pathogen DNA relative to human reads was enriched 
by ≈2.5-fold.[211] However, results from another study showed 
that the proportion of the human genome in saliva treated 
with the same kit remained high at 90.83 ± 0.77%, which was 
not significantly different than the untreated original samples 
(89.29  ±  0.61%).[207] At present, the evaluation of the effect of 
dehosting nucleic acids based on the characteristics of host 
DNA methylation is different, and is related to the sample type, 
host DNA content, and other factors. The true dehosting effi-
ciency remains to be confirmed by additional experimental data. 
Currently, all dehosting DNA schemes have certain inherent 
limitations, and a combination of several schemes may be con-
sidered in the future to achieve maximum host DNA removal.

5.1.2. mNGS Efficiency in Samples Containing Intracellular  
Bacteria and Fungi

mNGS can potentially detect the presence of all microorgan-
isms in a sample, and the content of the particular microbial 
DNA in the sample partially affects the detection rate of the 
species. The detection efficiency of fungi and intracellular bac-
teria, such as tuberculosis, is lower than that of other micro-
organisms. Therefore, a suitable cell lysis method that can 
efficiently lyse the cell walls of fungi and intracellular bacteria 
may improve the detection sensitivity of these microorganisms.

At present, three kinds of methods for microbial cell lysis 
exist: heating and enzymatic digestion of cell walls, mechan-
ical (sonication and using bead-beaters), and chemical.[212] In 
a comparative study of several cell wall disrupting methods, 
lysozyme was found to be effective in the enzymatic hydrolysis 

of cells; however, its use is limited to Gram-positive bacteria 
that are sensitive to lysozyme. Although bead-beading is more 
generally applicable, the cell wall cracking efficiency can be 
highly variable depending on equipment, buffer, and the cell 
type. For spores and other cells, such as mycobacteria, that 
are difficult to destroy through bead-beading.[213] In another 
study using six different methods for cell wall disruption and 
extraction of MTB DNA, the results showed that Infection 
Diagnostic, Inc. (IDI) lysing tubes had a higher cleavage and 
extraction efficiency than the other five treatment methods, 
including the QIAGEN QIAamp DNA mini kit.[214] Many 
schemes can be used to improve the cell wall disruption effi-
ciency in fungi and intracellular bacteria, though it is impor-
tant to consider the corresponding effect on RNA extraction. In 
a study by Huang  et  al., the sample treatment program used 
underestimated the possibility of RNA virus infection. As the 
cell walls of fungi and intracellular bacteria are thick, cell wall 
disrupting methods are used to extract DNA, which may affect 
the detection of RNA viruses.[148] Therefore, it is important to 
consider the use of a variety of cell wall disrupting techniques 
to improve the efficiency of cell breakage and the detection rate 
for RNA viruses.

5.1.3. Stability of RNA in the Detection Process

Infections resulting from RNA viruses are common. For 
example, detection of the novel SARS-CoV-2 coronavirus, mNGS 
technology was used to extract total RNA from BALF samples, 
resulting in the successful identification of the virus.[215] RNA 
forms unstable molecules that are easily degraded by RNases 
in the environment. Therefore, RNA extraction immediately 
after sample collection can help to obtain high-quality RNA. 
However, samples often need to be sent to other locations for 
testing, and thus, timely extraction cannot be guaranteed. To 
ensure the accuracy of the subsequent test results, it is neces-
sary to ensure that the RNA in the samples is not degraded 
during collection and transportation. At present, RNA samples 
are transported using dry ice or after the addition of an RNA 
stabilizer. Although a low-temperature environment can slow 
the rate of nucleic acid degradation, multiple freeze–thaw steps 
leads to the release of cellular nucleases, resulting in RNA deg-
radation.[216] Commonly used reagents for sample preservation 
include RNAlater (Thermo Fisher Scientific and Qiagen) and 
RNAstable (Sigma-Aldrich).[217] As transcriptome technology 
has matured over time, sample processing is carried out in 
strict accordance with standard operating procedures to ensure 
the accuracy of the test results.

5.1.4. Detection of Drug Resistance Genes and Virulence Factors

The development of sequencing technology allows for a more 
in-depth understanding of the changes and evolution of micro-
organisms, as well as a comprehensive and accurate descrip-
tion of strain genotypes, virulence, antimicrobial resistance 
spectra, and systematic genetic background.[218] Mason  et  al. 
analyzed the data for resistance causing genes using whole 
genome sequencing (WGS) of 1379 isolates of Staphylococcus 
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aureus. Their results showed that the correlation between 
drug resistance genotypes and phenotypes can be as high 
as 98.3%, indicating that before obtaining results related to 
drug sensitivity, drug resistance in infected pathogens can 
be detected using WGS technology to avoid the ineffective 
use of drugs.[219] Greater attention is being paid to virulence 
genes, and an in-depth study on virulence factors is likely 
to provide a strong basis for the distinction between patho-
genic and colonized bacteria. A genome-wide study on the 
virulence genes of K. pneumoniae clinical isolates identified 21 
new genes in addition to the iroBCD/iucABCD and rmpA/A2 
genes already known to be associated with virulence. These 21 
genes may be factors contributing to the high virulence phe-
notype of K. pneumoniae.[220] Although sequencing technology 
has made various strides in the detection of virulence fac-
tors and drug resistance genes, there are certain differences 
between mNGS- and WGS-based detection, with challenges 
persisting in the application of mNGS for practical detection. 
First, samples generally expend a large amount of sequencing 
output consuming human DNA sequences, leading to insuffi-
cient coverage for the detection of pathogen DNA and limiting 
the comprehensive analysis of drug resistance genes. Second, 
second-generation sequencing generates short fragments and 
even after the detection of drug resistance genes, it may be 
difficult to determine the pathogen to which the gene belongs 
due to sequence splicing. Third, the drug resistance mecha-
nism is complex and diverse; the current databases for drug 
resistance genes and virulence genes require improvement, 
and there are inconsistencies in the reports of genotypes and 
phenotypes of pathogens. These considerations have caused 
resistance to the application of mNGS for the detection of 
drug resistance genes and virulence factors. Meanwhile, third-
generation sequencing technology offers the advantages of 
delivering long reads, high-throughput, and synchronous data 
analysis, and is a promising technique for the detection of 
drug resistance genes and virulence factors.

5.2. Biological Information Analysis

5.2.1. Optimization of Microbial Databases

Public databases containing microbial reference genomes are 
constantly being updated, requiring laboratories to track the 
version being used at any given time, and to address poten-
tial erroneous annotations and other database errors. Larger 
and more complete databases that contain publicly stored 
sequences, such as the NCBI nucleotide database, are more 
comprehensive and more accurate than the limited databases, 
such as FDA-Argos or RVDB, though the larger databases may 
contain more errors. A combinatorial method using multiple 
database annotation sequences can improve the sensitivity and 
specificity of microbial identification.

In the laboratory, the analysis software and reference data-
bases used are best determined before verification and clinical 
use. Many laboratories maintain the production version and 
the latest development version of the clinical reference data-
base (for example, the NCBI nucleotide database is updated 
fortnightly), as databases are updated regularly at prespecified 

intervals. Standardized datasets can be used to validate the data-
base after updates to ensure the accuracy and repeatability of 
results, as newly saved sequences and clinical metadata may 
introduce errors.

In addition to the aspects mentioned above, it is also impor-
tant to take note of the following: i) incomplete sequences of 
rare pathogens or emerging pathogenic strains, ii) biased ref-
erences toward species, iii) genetically similar pathogens (e.g., 
contamination of mycobacterial strains), and iv) the presence 
of normal flora in reagents, which is a common phenomenon 
that limits specificity. To provide accurate results, the reported 
algorithm may need to account for the test process and sample 
quality, pathogens that are rare in current and previous tests, 
the relative and absolute abundance of microorganisms, 
whether there are genetically similar microbes, and microbial 
genome coverage. The workflow for reporting results requires 
that the standards for quality control and the interpretation of 
results should be pre-established, which may include expert 
reviews of all cases or a subset of cases that meet the defined 
criteria or in diseases with unusual outcomes.

5.2.2. Virus Classification

Viruses are the simplest biological organisms with varying 
genome types, ranging from single-stranded RNA or single-
stranded DNA, which encode only a few proteins, to dsDNA 
containing viruses that are similar in size to bacterial genomes. 
The average genome size of viruses is smaller than 50  kb. 
Viruses evolve and mutate faster than other pathogens, hence, 
the classification of viruses has greater challenges compared 
to those for bacteria or fungi, and there are often different 
classification rules for different groups of viruses.[221–223] The 
International Committee on Taxonomy of Viruses (ICTV) is 
responsible for updating information relating to virus classifi-
cation that depends on genomic information.[223,224] The stand-
ardization of genome assemblies has resulted in the creation 
of standards for the quality control of sequencing data, splicing 
information, quality evaluation after splicing, and additional 
problems that require manual identification.[225] Standardiza-
tion of the genome annotation process includes the prediction 
of viral genes, while classification and identification criteria are 
based on the COG protein homologous family, with the accu-
racy of classification ensured by using the characteristics of 
genomes with different classification units.[226,227]

RVDB is a standard genome database used for virus clas-
sification that contains nucleic acid sequences related to all 
identified viral, virus-related, virus-like, and endogenous non-
retroviral elements, as well as endogenous retroviruses and 
retrotransposons, however, excludes bacteriophages and other 
nonviral sequences. The virus genomic sequences are checked 
and verified manually, similarity comparisons are made, redun-
dancies are removed, and the classification of virus species 
is confirmed by a comparison with clustered representative 
sequences.[228] Virus identification software, such as DisCVR, 
also uses the k-mer algorithm and compares the length of 
the k-mer (18, 22, 22, 26, and 30). Ultimately, 22 is selected 
and, compared with CLARK and Kraken, it has higher speci-
ficity and sensitivity.[95] Therefore, along with the use of virus 
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genome databases such as NT or NCBI, there is a need for the 
optimization of the alignment algorithms of existing databases 
based on the inclusion standard for accurate virus classifica-
tion. Viral genomes from public databases in the future can be 
included in the local identification database through the confir-
mation of classification, filtering of contaminating sequences, 
providing genome quality ratings, etc., and simultaneously, it 
is necessary to carry out parallel or confirmatory identification 
and confirmation.[229]

5.3. The Level of Interpretation

A well interpreted mNGS report can guide clinicians in diag-
nosis, differential diagnosis, treatment, and prognosis evalu-
ation. The human microbiome is complex as portions of the 
human body are naturally colonized by numerous bacteria, 
fungi, and viruses, primarily within the respiratory and gas-
trointestinal tract, skin, and vagina, whereas most areas inside 
the body of healthy individuals are physiologically sterile (i.e., 
blood) and microorganisms appear only under certain con-
ditions (i.e., sepsis). Therefore, the interpretation of mNGS 
reports is rather difficult and requires a battery of clinical, 
laboratory, and microbiological research experience.

Due to the associated technical and clinical complexity, 
there is no absolutely standard method for interpreting mNGS 
results. Hence, clinicians working with the sequencing results 
for an infectious disease face several constraints. To address 
these challenges, first resumption of working groups should 
be implemented. Some institutions have assembled teams 
working on precision medicine, consisting of representatives 
from clinician groups (particularly infectious diseases), micro-
biology laboratories, and professional technical teams, who can 
assess the results of sequencing and provide an appropriate 
interpretation before the reports of the mNGS are delivered 
to clinicians. Another strongly advised approach is to have an 
experienced laboratory or clinician director manually revise the 
results prior to release.[230]

Second, to provide accurate results, several constraints 
should be considered when formulating the algorithms for 
interpreting the reports. i) the quality of the samples and test 
process; ii) types and collection methods of samples, whether 
from a site with colonized flora or not; iii) detection efficiency 
for different microorganisms, such as common bacteria, myco-
bacteria, fungi, virus, or parasites; iv) certain pathogens may be 
similar genetically (i.e., species of mycobacteria); v) the refer-
ence databases bias or incompleteness for rare pathogens or 
emerging strains of pathogens; vi) contamination from the 
reagents and environment. Laboratories should establish an 
appropriate workflows depending on its own unique situation, 
including metrics for quality control and interpreting the find-
ings, an expert review should then be included when defining 
criteria or reviewing unusual findings.[106,231,232]

A large proportion of the samples are collected from the 
respiratory tract, where the microbiome is particularly dif-
ficult to characterize, with diverse pathogens causing infec-
tious diseases, as well as colonizers. For example, the mNGS 
of lung biopsies or BALF yields reads of bacteria from the 
oropharyngea flora, as well as viruses or Candida, which may 

not be considered causes of pulmonary infections in immu-
nocompetent patients, but may be considered pathogenic in 
immunocompromised hosts.[147] Thresholds such as the rela-
tive abundance of a potential pathogen at 30% of all genera 
present and the sampling of at least 100 unique reads could be 
used to indicate the presence of potential pathogens relative to 
the background lung microbiome. In general, higher coverage 
rate, relative abundance, and SMRN are typically reliable with 
true infections, whereas lower indices are somewhat discred-
ited for infections or are considered to be more likely associ-
ated with the presence of commensal/colonizer/contaminant 
microorganisms of unknown clinical significance. Thus, the 
entire clinical picture must be taken into consideration in any 
cases when determining the clinical significance of the detected 
microbes.[115]

5.4. Limitations Compared with Traditional Pathogen  
Identification Methods

Massive case reports, case series reports, and studies on clin-
ical application have sprung up and showed the superiority of 
mNGS over traditional microbial detection methods, such as 
microscopy and staining, culture, nucleic acid amplification 
tests, immunological assays, 16S rRNA gene sequencing, and 
MALDI-TOF MS, as presented in detail in Table 2. mNGS works 
better in comprehensively cataloging the individual members 
comprising a specific microbiome, optimizing the precise treat-
ment strategy and improving the prognosis of patients, and 
understanding how microbial communities function and influ-
ence host–pathogen interactions.[233] However, at present, it 
is generally recognized that mNGS will not likely universally 
replace traditional microbiology techniques in the short term 
for the following reasons: i) some traditional detection methods 
are highly sensitive and specific with rapid turnaround times, 
such as CSF CrAg, rapid and specific PCR methods; ii) indi-
rect approaches such as serological tests will continue to play a 
key part in the diagnostic work up for infections, especially for 
the emerging infectious diseases;[234] iii) functional assays such 
as culture, phenotypic susceptibility testing, and drug sensitive 
test will likely always be useful for research studies.[235]

In summary, there are considerable barriers, including sensi-
tivity, interpretation, actionability, popularity, turnaround time, 
antimicrobial susceptibility, clinical utility, laboratory workflow, 
cost, etc., for the adoption of diagnostic metagenomics. Current 
limitations suggest that mNGS can be a complementary, and 
perhaps an essential test in certain clinical settings, rather than 
being an “one-in-all” test.[148]

5.5. Recommendations for the Use of mNGS in Clinical 
Applications

The application of mNGS in the detection of clinical patho-
gens remains in the early stage, with no mNGS workflows or 
methods approved by the Food and Drug Administration or 
National Medical Products Administration for the diagnosis of 
infectious diseases. Therefore, the current mNGS processes are 
highly personalized, indicating the importance and difficulties 
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associated with supervising the clinical applications of this tech-
nology. Clinical regulation exists in all aspects, including for  
testing population selection, method standardization, quality 
control, and workflow validation. The expert consensus on the 
application of mNGS technology in the detection of infections 
of critical importance was released in China in 2019,[92] which 
recommended the following six indicators for mNGS detection:  
i) the pathogen should be identified as soon as possible in critical 
cases; ii) the pathogen should be identified as soon as possible 
for special patients such as immunosuppressed hosts, patients 
with underlying diseases, and patients with severe infection 
who were hospitalized repeatedly; iii) patients in which the tra-
ditional microbiological detection techniques were repeatedly 
negative and the treatment effect was not good; iv) cases in 
which the presence of new pathogens is suspected, indicating 
that there may be a certain degree of clinical infectivity; v) cases 
where special pathogen infections are suspected, and vi) long-
term fever and/or presence of infection with additional clinical 
symptoms of unknown causes. Screening the test subjects and 
selecting the appropriate population for the test is the first step 
in clinical supervision, as these measures can help avoid wasted 
of resources and benefit patients who urgently require testing.

The mNGS experimental process is more complicated than 
other detection techniques as it involves sample preprocessing, 
nucleic acid extraction, library construction, sequencing, data 
analysis, and data interpretation. The more complex the steps, 
the more difficult it is to validate the whole workflow and estab-
lish a quality control system. At present, a few research teams 
have tried to establish quality control standards, however, no 
unified index has yet been generated.[106] Quality control is 
required for various steps in the workflow, including during the 
extraction, as well as for the concentration and purity of nucleic 
acids used, nucleic acid fragment distribution range, library 
concentration, the establishment of reference database stand-
ards, sequencing data volume, and pathogen screening princi-
ples. Additionally, different quality control standards may need 
to be established for different types of samples.

Currently, research validating the performance of mNGS 
assays in clinical applications remains scarce. In 2019, the 
Miller team performed a validation for mNGS using CSF sam-
ples, and comprehensively analyzed and evaluated the lowest 
detection limit, precision, accuracy, stability, and other indica-
tors.[211] Similarly, the performance of mNGS in other types of 
samples such as BALF and sputum requires evaluation. We 
recommend that laboratories and third-party testing companies 
verify the performance of the workflow using different sample 
types before testing clinical samples to confirm the accuracy 
and stability of the workflow. This is particularly important as 
the formation of standardized detection methods that utilize  
mNGS technology will enable better clinical supervision. For 
example, this work depends on the joint efforts of relevant govern-
ment agencies, scientific research institutions, and commercial  
companies. In May 2019, more than 20 units participated 
in a joint study launched by the National Institutes of Food 
and Drug Control to evaluate the quality of the metagenome 
second-generation sequencing reagents used for pathogen 
detection. The testing of different mNGS processes for uni-
fied samples promotes the research process for quality control 
and standardization. At present, there are great differences in 

mNGS workflows among different units, and there is still a 
long way to go to achieve standardized detection procedures.

In summary, although there are many reported successful 
applications of mNGS in the clinical setting, most of them are 
case reports or retrospective studies. Thus, large-scale prospec-
tive studies with large sample sizes are needed to further dem-
onstrate the reliability of this technology. These studies should 
focus on when and how to select mNGS, their diagnostic value 
compared, or combined with, traditional methods, how can 
mNGS help direct patients’ management, including diagnosis 
and differential diagnosis of infectious diseases, guide treat-
ment, assess efficacy and prognosis, in addition with cost–
benefit analysis. In technology, the main goal should always be 
the further optimization of the sequencing process, database 
construction, and bioinformatic analysis, making mNGS more 
accurate, cost-effective, and improving its universality. Currently, 
there are few expert consensuses on the clinical application of 
mNGS, however, it is generally accepted that mNGS cannot yet 
replace the place of traditional methods in the short term, but 
is recommended as an auxiliary or necessary detection method 
for detecting microorganisms. We hope that high-quality clinical 
studies on mNGS will be carried out in the coming years, giving 
mNGS a greater role in clinical application. In addition, with the 
emergence of new pathogens in recent decades, mNGS, along 
with the continuous improvement of the regulatory network and 
popularization of third-generation sequencing technology, will 
also play an irreplaceable role in monitoring and tracking the 
outbreak of novel pathogen infections.
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