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A B S T R A C T   

The recent outbreak of the COVID-19 affected millions of people worldwide, yet the rate of infected people is 
increasing. In order to cope with the global pandemic situation and prevent the spread of the virus, various 
unprecedented precaution measures are adopted by different countries. One of the crucial practices to prevent 
the spread of viral infection is social distancing. This paper intends to present a social distance framework based 
on deep learning architecture as a precautionary step that helps to maintain, monitor, manage, and reduce the 
physical interaction between individuals in a real-time top view environment. We used Faster-RCNN for human 
detection in the images. As the human’s appearance significantly varies in a top perspective; therefore, the ar-
chitecture is trained on the top view human data set. Moreover, taking advantage of transfer learning, a new 
trained layer is fused with a pre-trained architecture. After detection, the pair-wise distance between peoples is 
estimated in an image using Euclidean distance. The detected bounding box’s information is utilized to measure 
the central point of an individual detected bounding box. A violation threshold is defined that uses distance to 
pixel information and determines whether two people violate social distance or not. Experiments are conducted 
using various test images; results demonstrate that the framework effectively monitors the social distance be-
tween peoples. The transfer learning technique enhances the overall performance of the framework by achieving 
an accuracy of 96% with a False Positive Rate of 0.6%.   

1. Introduction 

The novel COVID-19 virus initially reported in Wuhan, China, during 
late December 2019, and after only in few months, the virus affected 
millions of people worldwide (Chan et al., 2020). The contagious virus is 
the kind of Severe Acute Respiratory Syndrome (SARS) spread through 
the respiratory system. It usually spreads through the air due to the 
direct exposure of infected (humans, animals) to healthy (humans and 
animals). The virus transmits through a cough or sneeze droplets of the 
infected (humans, animals) and travels up to 2 meters (6 feet). World 
Health Organization (WHO) announced it as a pandemic in March 2020 
(WHO, 2020). 

Till now, this deadly virus infected almost 8 million people around 
the globe. The recent number of confirmed cases (R. O. Q. W. R. O. O. G. 
U. K, 2021) around the globe is presented in Fig. 1. Medical experts, 
scientists, and researchers have been intensively working and seeking 
the vaccine and medicine for this lethal virus. To limit the spread of the 
virus, the global community is looking for alternative measures and 

precautions. In the current situation, social distance management is 
affirmed as one of the best practices to limit the spread of this infection 
worldwide. It is related to decreasing the physical contact of individuals 
in crowded environments crowds (such as offices, shopping marts, 
hospitals, schools, colleges, universities, parks, airports, etc.) and sus-
taining enough distance between people (Ferguson et al., 2005), (E.C. 
for Disease Prevention, 2020). By reducing the close physical interaction 
between individuals, we can flatten the reported cases’ curve and slow 
down the possibilities of virus transmission. Social distance manage-
ment is crucial for those individuals that are at higher risk of severe 
sickness from COVID-19. 

Social distance management can significantly reduce the risk of the 
virus’ spread and disease severity, as explained in Fig. 2 (adopted from 
(whiteboxanalytics, 2020)). If a proper social distance mechanism is 
executed at the primary stages, it might play a central part in preventing 
the infection transmission and limiting the pandemic disease’s peak 
(number of sick peoples), as evidenced in Fig. 2. Due to a large number 
of confirmed cases arising on daily basis, which leads to a shortage of 
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Fig. 1. Latest number of worldwide COVID-19 confirmed cases (R. O. Q. W. R. O. O. G. U. K, 2021).  

Fig. 2. Graphical illustration of social distance impact: blue curve describes the possible confirmed cases (sick people). It is noticed that with proper social distance 
management, the peak point of the pattern is at a lower point. The distribution of the peak is very high when no social distance measures are adapted (adapted from 
(whiteboxanalytics, 2020)). 
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pharmaceutical essentials, it is recognized as one of the most reliable 
measures to limit the transmission and spread of the contagious infec-
tion. From Fig. 2, the virus transmission across global becomes slow 
down. The graphs clearly indicate that virus transmission is controlled 
by social distance management as the number of sick people decreases 
with an increasing number of recovered peoples. With proper social 
distance mechanisms in public places, the number of infected people/-
cases and healthcare organizations’ burden can be reduced and 
controlled. It decreases the fatality rates by ensuring that the number of 
infected cases does not exceed the capacity of healthcare organizations 
(Nguyen C. T., Van Huynh N., & Khoa T. V., 2020). 

Researchers have made different efforts (Yang D. & Renganathan V., 
2020), (Punn N. S., 2020) and (Ramadass, Arunachalam, & Sagayasree, 
2020), to developed an efficient methods for social distance monitoring. 
They utilized different machine and deep learning-based approaches to 
monitor and measured the social distancing among people. Authors use 
various clustering and distance-based approaches to determine the dis-
tance between people; however, they mostly concentrated on the side or 
frontal view perspectives, as shown in Fig. 3. In such a perspective, 
peculiar camera calibration is required to map distance to pixels infor-
mation for practical and measurable units (such as meters, feet). The 
developed approaches also suffer from occlusion problems as mostly 
concentrated on the side and frontal view camera perspectives. 
Conversely, if the same view is captured from the top view, then the 
distance calculations become better, and occlusion problems are also 
overcome with a wide coverage of the scene. Researchers, such as 
(Ahmed & Adnan, 2017), (Ahmad, Ahmed, Khan, Qayum, & Aljuaid, 
2020), (Ahmed, Din, Jeon, & Piccialli, 2019), (Ahmed, Ahmad, Adnan, 
Ahmad, & Khan, 2019), (Ahmed, Ahmad, Piccialli, Sangaiah, & Jeon, 
2018), (Ahmad M. & Ullah K., 2021), and (Migniot & Ababsa, 2016) 
adopted top perspective for detection, counting and tracking of people 
in different applications. A top view perspective gives a wide field of 
coverage and handles occlusion problems in a much better way than a 
side or frontal view. 

Due to these discussed characteristics, it also plays a central role in 

social distance monitoring. In this work, a deep learning framework is 
presented to maintain social distance between individuals in a public 
campus environment by utilizing a top view perspective. For human 
detection, deep learning architecture, i.e., Faster-RCNN, is applied. The 
model is initially tested without any training on the top perspective 
human data set. In some cases where the human body’s visual feature is 
significantly changed compared to the frontal, it gives failure as the 
architecture was previously trained for the MS-COCO data set (frontal 
view). Therefore, the architecture is re-trained for top view human im-
ages, and with transfer learning, the new trained layer is added with the 
existing architecture; thereby, the efficiency of the model is improved. 
The detection architecture identifies people and provides their bounding 
box information. After the detection of human bounding box informa-
tion, the central point, also called the centroid detected bounding box, is 
calculated. To measure the distance between people in the input image, 
the Euclidean distance is computed between each detected centroid. 
Using the distance to pixel approximation method, a distance threshold 
is defined for minimum social distance violation. The detected distance 
value is checked with a specified threshold value; either it appears under 
the violation threshold or not. The color of the bounding box is initial-
ized as green; if its distance values appear in the violation list, its color is 
changed to red. The main contribution of the article is elaborated as 
follows:  

• To develop a social distance monitoring framework utilizing deep 
learning architecture. The developed framework is used as a pre-
vention measuring tool to reduce close interaction between peoples 
and limit COVID-19 virus spread.  

• To extend pre-trained Faster-RCNN for human detection in top 
perspective and calculating information of bounding box centroid. 
Moreover, training of the model for top perspective human data set 
to enhance the architecture’s performance.  

• To utilize Euclidean distance approach to compute the distance 
among each pair of the detected bounding boxes. 

Fig. 3. Different social distance monitoring methods used in Literature. (a) (Yang D. & Renganathan V., 2020) implemented Faster-RCNN for monitoring social 
distance (b)-(d) (Punn N. S., 2020), (Ramadass et al., 2020), utilized YOLOv3 with Deepsort tracking algorithm for social distance monitoring. 
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• To define a distance-based violation threshold for social distance 
utilizing a pixel to distance estimation approach to monitor people’s 
interaction.  

• To evaluate the architecture’s performance by assessing it on a top 
view data set. The results of the presented framework are evaluated 
with transfer learning. 

The remaining work presented in the article is organized as follows. 
Various methods developed for monitoring of social distance is elabo-
rated in Section 2. In Section 3, the deep learning framework developed 
for monitoring of social distance is discussed. The data set utilized 
throughout the experimentation is concisely presented in Section 4. The 
comprehensive summary of the outcomes and evaluation performance 
of the framework is likewise explained in Section 4. Section 5 addresses 
the conclusion of the presented work with future trends. 

2. Related work 

Social distancing has been identified as the most important practice 
since late December 2019, after the growth of the COVID-19 pandemic. 
It is opted as standard practice to stop the infectious virus transmission 
on January 23, 2020 (B. News, 2020). During the first week of February 
2020, the number of cases was increasing on an exceptional basis, with 
reported cases ranging from 2000 to 4000 per day. Later, there was a 
relief symbol for the first time, with no new positive cases for five suc-
cessive days until March 23, 2020, (N. H. C. of the Peoples Republic of 
China, 2020). This happens because the social distance exercise, which 
was started in China and, lately, utilized globally to control the spread of 
COVID-19. 

Kylie et al. (Ainslie et al., 2020) examined the correlation linking the 
social distancing strictness and the region’s economic condition and 
reported that modest steps of this exercise could be adopted for avoiding 
a massive outbreak. Thus, until now, several nations have adopted so-
lutions based on advanced technology (Punn, Sonbhadra, & Agarwal, 
2020) to defeat the pandemic loss. Many advanced nations are exer-
cising Global Positioning System technology to control suspected and 
infected people’s movements. (Nguyen C. T. et al., 2020) presented a 
review of many developing technologies, consisting of Bluetooth, Wi-fi, 
GPS, mobile phones, computer vision, image processing, and deep 
learning that performed a vital function in various possible social 
distancing situations. Few employed drones and different monitoring 

devices to identify people gatherings (Robakowska et al., 2017) and 
(Harvey & LaPlace, 2019). 

Researchers take advantage of the Internet of Medical Things and 
presented a smart healthcare system for pandemic (Chinmay, Amit, 
Lalit, Joel, & J.P.C., 2021), and (Chakraborty C. & Garg L., 2021). Prem 
et al. (Prem et al., 2020) reviewed the effects and impacts of social 
distancing upon the pandemic outbreak. The investigations presumed 
that the initial and prompt exercise of social distance could progres-
sively decrease the peak of the infection outbreak. However, social 
distance is essential for smoothing the infection curve; also, it is a 
financially bothersome action. (Sun & Zhai, 2020) introduced a study of 
two new indices: ventilation effectiveness and social distance proba-
bility, to quantify and predict the infection possibility of COVID-19. (Ge 
et al., 2020) and (Jin et al., 2020) investigated the presence of 
SARS-CoV-2 virus in the atmosphere of an intensive care unit. (Leng, 
Wang, & Liu, 2020) provided a sustainable design to control the 
airborne diseases in the courtyard environment. Bhattacharya et al., 
(Bhattacharya et al., 2020) provided a study of deep learning-based 
methods used for diagnosis of COVID-19 infection in medical image 
processing. (Rumpler, Venkataraman, & G&rdquo;oransson, 2020) 
examined the result of COVID-19 recommendation measures on noise 
levels of central Stockholm, Sweden. (Rahman et al., 2020) studied the 
economic impacts of COVID-19 lockdown exercises using a data-driven 
dynamic clustering framework. Loey et al. (Loey, Manogaran, Taha, & 
Khalifa, 2020) used YOLO-v2 and ResNet-50 for facial mask detection. 

Rehmani et al. (Rahmani & Mirmahaleh, 2020) provided a system-
atic review of different prevention and treatment techniques of 
COVID-19 disease. (Ahmed, Ahmad, Rodrigues, Jeon, & Din, 2020) 
introduced a social distance monitoring system for COVID-19. (Adolph, 
Amano, Bang-Jensen, Fullman, & Wilkerson, 2020), studied the situa-
tion of the United States during the pandemic. The study concluded that 
if the decision-makers supported the social distance practice at the 
initial stages and implemented it at earlier stages, human health might 
not be affected at such a higher rate. 

Taking advantage of deep learning approaches, researchers pre-
sented efficient solutions for social distance monitoring. Punn et al. 
(Punn N. S., 2020) introduced a system utilizing the YOLOv3 with 
Deepsort algorithm to identify and track people; they practiced an Open 
Image Data set repository. The scholars also examined results with other 
deep learning paradigms. (Ramadass et al., 2020) presented a system 
based on a drone camera for monitoring of social distance. They also 

Fig. 4. Overview of framework used for social distance monitoring using top view human data set. The overall system is divided into two modules i.e., Human 
detection and social distance monitoring. 
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utilized the YOLOv3 and trained it with their own data set containing 
side and frontal view images. They also performed the monitoring of 
facial masks using facial images. Pouw et al., (Pouw C. A. & van Scha-
dewijk F., 2020) proposed an effective graph-based system for 
distancing monitoring and masses management. (Sathyamoorthy A. J. & 
Savle Y. A., 2020) produced a human detection model for a crowded 
environment. The system is developed for monitoring of social distance. 
The scholars considered a robot having an RGB depth camera with a 2-D 
lidar in crowd gatherings to perform collision free navigation. 

The above study concluded that a considerable amount of work had 
been done by researchers in order to provide effective solutions to 
control the infection transmission of COVID-19. Some utilized medical 
images and presented a deep learning model for the detection of the 
COVID-19 virus. Few provided a systematic study of various prevention 
and treatment techniques for COVID-19. Some researchers presented a 
social distance monitoring system for public situations. However, mostly 
techniques concentrated on the side, and frontal camera perspective 
camera perspective e.g., (Ramadass et al., 2020), and (Punn N. S., 2020). 

In this work, we introduced a deep learning framework to monitor 
social distance in a top view environment. Many researchers utilized top 
view for different surveillance applications and achieved good results. 
Ahmad et al., (Ahmad et al., 2020) presented a deep learning model for 
top view person detection and tracking. Ahmed et al., (Ahmed, Din, 
et al., 2019) different deep learning models for top view multiple object 
detection. (Ahmed, Ahmad, Adnan, et al., 2019) introduced a 
feature-based detector for person detection in different overhead views. 
Further in (Ahmed et al., 2018) authors proposed a robust features based 
method for overhead view person tracking. (Ahmad M. & Ullah K., 
2021), presented a background subtraction-based person’s counting 
system for an overhead view. Migniot et al. (Migniot & Ababsa, 2016), 
proposed a hybrid 3D and 2D human tracking system for a top view 
surveillance environment. Therefore, inspired by these works, we also 
developed a system that allows a better view of the scene and overcomes 
occlusion concerns by performing a pivotal role in social distance 
monitoring. 

3. Social distance monitoring framework 

In this work, a deep learning framework is introduced for top view 
social distance monitoring. The general overview of the work presented 

in the paper is shown in Fig. 4. The overall work is divided into two 
modules, person detection and social distance monitoring. The top view 
installed IP camera captured images that are processed to the human 
detection module; the human detection module utilizes deep learning 
architecture and detects human bounding boxes. The bounding box in-
formation is further utilized by a social distance monitoring module that 
identifies the violations and further processed it to the surveillance unit. 
The detailed and technical explanation of each module is presented in 
Fig. 5. The overall framework is divided into two main modules, i.e., 
bounding box detection and social distance violation module. The first 
module detects the human bounding box, while the second estimate 
whether social distance violation is made or not. The recorded top view 
human data set is divided into training and testing samples. 

For human detection, a deep learning paradigm is applied, as 
different kind of object detection algorithms are available, such as 
(Krizhevsky, Sutskever, & Hinton; Simonyan K., 2014; Girshick R. & 
Darrell T., 2021; Szegedy C., Jia Y., & Reed S., 2021) and (Girshick R., 
2021). Due to the best performance, in this work, we used Faster-RCNN 
(Ren S. & Girshick R., 2021). As compared to other RCNN-based ar-
chitectures in Faster-RCNN, the objection detection and region proposal 
generation tasks are performed by the same convolutional network. Due 
to this reason the object detection is much faster. The architecture 
applied a two-stage network to estimate object class probabilities and 
bounding box. The architecture is previously trained on the MS-COCO 
data set (Lin T.-Y., Belongie S., & Perona P., 2021). 

The architecture is additionally trained for top view human detec-
tion. The detection algorithm detects human in the image and initializes 
its color to green. In the next step, after human detection, the center 
point, also called the centroid, is calculated utilizing information of 
detected bounding box coordinates. The distance between each center 
point of the bounding box is computed using Euclidean distance. A 
distance-based threshold is defined to identify whether peoples in the 
top view scene make the social distance violation or not, utilizing the 
estimated centroid distance information. The people do not maintain or 
violates the social distance if the estimated distance between people is 
less than the defined threshold (number of pixels); in such a scenario, the 
information of the bounding box is collected in violation list, as depicted 
from Fig. 5, and its color is updated to red. The developed framework 
displays the total number of violations caused by people and detected 
people bounding boxes along with centroid at the output. The detail of 

Fig. 5. The overall flow chart of the developed framework utilized for monitoring of social distance with top view human data set.  
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the human detection and social distance monitoring module is given in 
the following subsections: 

3.1. Human detection module 

A deep learning architecture, i.e., Faster RCNN (Ren S. & Girshick R., 
2021), is adopted to perform human detection from the top view 
perspective. The detection paradigm has a two-stage architecture. The 
general architecture of Faster RCNN applied for top view human 
detection is given in Fig. 6. At the first stage, a Region Proposal Network 
(RPN) (Ren S. & Girshick R., 2021) is employed to produce region 
proposals or feature maps for the sample image. Convolution layers are 
used at the first stage to produce feature maps. The next stage utilizes a 
Fast-RCNN architecture (Wu, Huang, & Sun, 2016), a deep convolu-
tional network to choose specific object features from the various region 
proposals, as described in Fig. 6. Finally, in the end, the softmax and 
bounding box classifier is used to detect the object (human) in the top 
view scene. The RPN utilizes Convolutional Neural Network (CNN) 
layers to section the entire input image. It outputs many orthogonal 
region proposals for an arbitrary size image. 

In our case, as discussed earlier, the human body visual appearance is 
varying in the scene, and due to the highly flexible characteristic of 
CNNs, the RPN is tuned for various size region proposals. We used 
ResNet-50 as a backbone architecture for RPN generation that utilizes a 
sliding window approach over the last layer’s feature maps. As 
compared to conventional deep learning architectures like VGG, which 
usually have convolution layers for classification, rather than fully 
connected layers, without any shortcut/skip connection defined as plain 
networks (for more explanation, readers are referred to (He K. & Ren S., 
2021)). It utilizes a skip connection or termed as shortcut connection, 
which provides a more extensive network to map the preceding layer’s 
input to the consequent layer input, without any modification/alteration 
in the input. 

The RPN produces region proposals, also termed as k-anchors at 
every window location, with various aspect ratios, scale sizes, and 
provide a reliable translation-invariant feature. The resulting feature 
vector is later fed into convolution layers, referred to as softmax 
detection (used as class score layer) and a regression layer (applied for 
bounding box regression). The offset of each bounding box coordinate is 
predicted using a regression layer. For each detected bounding box, it 
outputs the bottom left and top corner coordinates information. For 
detection, Fast-RCNN is applied to detect human in each input image. As 
explained in Fig. 6, the corresponding region proposals are given as an 

input to the softmax classifier to generate the class scores and bounding 
box. The base network, i.e., Resnet-50, generates these feature maps, 
which are provided to the Region of Interest (RoI) pool layer that ma-
nipulates the detected region proposals. It firstly matches the feature 
map to every region proposal; therefore, the features are at the corre-
sponding location as the feature map detected. Later, it applies max 
pooling to modify the feature maps into a region of interest. It is a 
rectangular or quadrilateral window having (w, h, x, y) coordinates that 
indicate the width height, top left, and bottom corner. The bounding box 
coordinates are mathematically determined as follows: 

tx =
(x − xa)

wa
, ty =

(y − ya)

ha

t∗x =
(x∗ − xa)

wa
, t∗y =

(y∗ − ya)

ha

tw = log
w
wa

, th = log
h
ha

t∗w = log
w∗

wa
, t∗h = log

h∗

ha
.

(1) 

In Eq. (1), x, y, expressed bounding box coordinates, and h, w de-
termines the height and width of the detected bounding box. The ground 
truth, anchor box, and predicted bounding box is indicated with x∗, xa, 
and x, sequentially. The object class score is obtained from the class 
score layer, i.e., person or human. It can be seen, in Fig. 6, that top view 
images are passed through convolutional layers that produce feature 
maps also shown with k-anchors. The anchors are divided into two 
classes (person and no-person (background)) for anchor selection. The 
Intersection over Union (IoU) is applied to describe where the anchor or 
proposed regions are projected with ground truth bounding boxes Gt. 
The IoU ratio is defined and provided as (Ren S. & Girshick R., 2021) and 
(Ahmad et al., 2020): 

IoU =
BBox(anchor) ∩ Gt

BBox(anchor) ∩ GT

{
> 0.7 = person
< 0.3 = no − person. (2)  

Finally, a function is determined at the edge of the RPN’s. To represent 
the predicted bounding box positions, the regression function is used. 
The function is specified to calculate the loss of bounding box regression, 

Fig. 6. Human detection module comprises of Faster-RCNN (Ren S. & Girshick R., 2021) with ResNet-(He K. & Ren S., 2021).  
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and classification (Ren S. & Girshick R., 2021) as: 

L({pi}, {ti}) =
1

Ncls

∑

i
Lcls(pi, p∗

i ) + λ
1

Nreg

∑

i
p∗

i Lreg(ti, t∗i ). (3) 

In Eq. (3), Lcls indicates loss of classification, Lreg exhibits loss of 
bounding box regression. The coefficients of normalization are 
described with Ncls and Nreg, and the parameter used as the weight be-
tween two losses, and it is determined with λ. As an index for an anchor, i 
is used; the predicted probability of a human or person is described as pi, 
while p∗

i is used as ground truth for classification. The anchor region 
associates with a positive class if p∗

i = 1, and the anchor region corre-
sponds to a negative class if p∗

i = 0. ti represents a predicted bounding 
box vector, where t∗i represents ground truth. For Lcls classification loss of 
person and no-person, a logarithmic loss is determined and provided as: 

Lcls(pi, pi∗) = − log(pi, p∗
i ) + [(1 − pi∗)(1 − pi)]. (4) 

Applying Eq. (4), the regression loss is provided as (Ren S. & Girshick 
R., 2021): 

Lreg(ti, t∗i ) = smoothL1 (ti − t∗i ). (5) 

The model outputs bounding box information containing (person), as 
shown in green boxes in Fig. 6. These detected bounding box informa-
tion is further processed to the social distance monitoring framework. 

3.2. Social distance monitoring module 

After human detection in top view images, the center point, also 
called the centroid of each detected bounding boxes is computed as 
shown with green boxes in Fig. 7(a). The estimated centroid of the 
bounding box is displayed in Fig. 7, the Fig. 7b illustrates a set of 
bounding box coordinates with its center point information. The 
centroid of the bounding box is computed as: 

c(x,y) =
x̂min + x̂max

2
,
ŷmin + ŷmax

2
. (6) 

In Eq. (6), x̂ represents the minimum and maximum value for width, 
and ŷ is the minimum and maximum height of the bounding box. After 

computing, centroid, the distance is measured between each detected 
centroid, by applying the Euclidean distance approach. For every 
detected bounding box in the image, we firstly calculate the centroid of 
bounding boxes presented in Fig. 7(b); formerly the distance is measured 
(represented with red color lines) between every detected bounding 
boxes, Fig. 7(c). The distance between the two centroids is mathemati-
cally computed as; 

D(c2(x,y), c1(x,y)) =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(xmax − xmin)
2
+ (ymax − ymin)

2
√

. (7) 

A threshold value of T is defined using calculated distance values. 
This value is used to check whether any two or more people are at 
smaller distances than the defined T pixels threshold. The threshold T is 
applied using below equation: 

V =

{
1, T ≥ D
0, otherwise. (8) 

The threshold value T estimates the social distance violation V, in 
terms of the image pixels. If the computed distance value of two cen-
troids is small, then the minimum social distance violation threshold is 
not maintained and detected people are close to each other. This in-
formation is collected and stored in the violation list. The detected 
bounding box is initialized as green color by detection architecture. The 
stored information is verified with a violation list; if the information 
exists and the detected bounding box are too close, the color is updated 
and changed to red. The developed framework presents information of 
total social distancing violations at the output, which is further pro-
cessed to the surveillance unit. 

4. Experiments, results, and discussion 

This section explains different experiments conducted in this work. 
For monitoring of social distance, a human data set (Ahmed, Ahmad, 
Adnan, et al., 2019), (Ullah K. & Ahmad M., 2019), and (Ahmed, 
Ahmad, Nawaz, et al., 2019) recorded at the Institute of Management 
Sciences, Hayatabad, Peshawar, Pakistan, is practiced. The data set in-
cludes multiple people images, captured utilizing a single top-view 
camera, mounted at 6m of height. The video sequences were recorded 

Fig. 7. (a) Detected human bounding boxes via detection module, (b) shows the calculated centriod/central point of the bounding box, and (c), illustrates the 
estimated distance of every detected bounding box. In the sample image, the distance between every pairwise detected bounding box is indicated with white lines; 
the green circles show the central point. 
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at 20 frames per sec, with 640 × 480 pixels in PNG format. As because of 
the wide-angle lens practiced, the person’s size or scale varies when 
moving away from the scene’s center. For implementation purposes, 
OpenCV is utilized with Keras library. The overall experimental out-
comes are classified into two subsections; the first section describes the 
visualization detection results, whereas the second subsection elabo-
rates the performance evaluation. For a fair comparison, both 
pre-trained and trained models are tested, applying the same images. 

4.1. Results of pre-trained architecture for social distance monitoring 

The detection results of the pre-trained architecture have been 
shown in Fig. 8. The results are assessed utilizing different top view 
sample images. The people are smoothly walking in the scenes without 
any pre-defined constraints; it can be examined from samples that the 
person’s visual features are not similar to the side or frontal perspective 
(Fig. 8). The size and scale are changing at various locations. The ar-
chitecture only identifies the human class; thus, an object with features 
similar to a human is identified. The pre-trained architecture gives 

better detection results with multiple sized bounding boxes, as presented 
by green color in Fig. 8. 

For example, in images of Fig. 8(a), (b), and (d) people in green boxes 
are those who keep the social distance threshold. The detection archi-
tecture has also experimented for a different number of people’s images, 
as shown in Fig. 8(e), and (f), different peoples in the scene are effec-
tively identified and observed by the developed framework. In all im-
ages, it is observed that after human detection, the distance is estimated 
between the detected bounding boxes, in order to verify whether the 
people in the image or view maintain the defined social distance 
threshold or not. In Fig. 8(d), two individuals entering the scene indi-
cated in red color bounding boxes are those who do not maintain the 
social distance threshold. Some not detected results are also shown with 
yellow crosses in sample images. From the samples, it is viewed that a 
person is adequately identified at various scenic locations. Despite, in a 
few cases, where the person’s visual features are changing; hence, the 
architecture shows not detected results. The reason might be that pre- 
trained architecture is utilized, and human visual features from a top 
perspective are different, leading to not detecting results. 

Fig. 8. Results of pre-trained detection utilized for monitoring of social distance from the top view. In sample images, the peoples who maintain social distancing are 
detected in green rectangles. The people who violate and do not maintain social distance are presented in red rectangles. The manually yellow crosses points not 
detected results. 
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4.2. Results of the architecture for social distance monitoring with 
transfer learning 

The transfer learning approach is adopted to increase the perfor-
mance and efficiency of the human detection module. For training and 
testing purposes, a total of 1000 sample images are utilized. The training 
and testing samples are randomly splitted at the ratio of 70% and 30%, 
respectively. The detection architecture is further trained using 700 
images of the top view data set. The batch size 64 and epoch size 100 is 
set for training. The accuracy and loss of the architecture are presented 
in Figs. 9 and 10. An additional layer is produced after training and is 
combined with a pre-trained architecture. It can be seen that both 
training and testing accuracy are raised considerably at the beginning of 
the 11th epoch because we studied only a particular class object, i.e., a 
person. From Fig. 10, it is also important to note that both training and 
testing loss reducing after the 10th epoch. 

The detection architecture is again tested for similar test images, as 
presented in the previous section. The experimental outcomes show that 
transfer learning considerably enhances the results of human detection, 
as observed in Fig. 11. In sample images, it is observed that the detection 
architecture identifies the multiple peoples at different locations of the 
scene. Multiple people with different visual features are efficiently 
classified, and the social distance among individuals is also measured, as 

displayed in the sample images. In Fig. 11(a), and (b), no violation is 
observed as all individual are labeled with green color bounding boxes 
detected by the presented framework. In example images Fig. 11(d) and 
(e), the violation is observed. As compared to Fig. 11(c) and (f), the 
number of individuals in the scene is small, and all people keep a social 
distance threshold, and there is no violation noted and observed. In 
Fig. 11(d), because of close interactions among people, the violation is 
reported by a deep learning-based automated framework. Similar 
behavior is found in Fig. 11(e), where there is a large number of people. 
The framework efficiently detected people and social distance violations 
with red color bounding boxes if the estimated distance between them is 
small and close to each other. 

4.3. Performance evaluation 

Different parameters have been utilized for evaluation purposes, i.e., 
true-negative, false-positive, and false-negative. Furthermore, these 
parameters are applied to estimate Accuracy, Recall, F1-Score, Preci-
sion, True Positive Rate (TPR), and False Positive Rate (FPR). The Ac-
curacy, Recall, F1-score, and Precision results of both pre-trained and 
trained detection architecture are reflected in Fig. 12. We used the 
standard error method to show the average values. It can be observed 
that the accuracy of the detection architecture is 96%, Recall is 92%, the 
F1-score is 94%, and the Precision is 95%. 

These findings are evident that transfer learning and additional 
training enhances detection results. The TPR and FPR of the detection 
architecture after training for the top view human data set is depicted in 
Fig. 13 and Fig. 14. The TPR of the framework increased from 91% to 
96%. Furthermore, the FPR of the framework is improved and reduced 
from 0.9% to 0.6%, which reveals the efficiency of the deep learning 
architecture. 

5. Conclusion and future work 

A social distance monitoring framework is introduced based on deep 
learning architecture to control infection transmission of COVID-19 
pandemic. The overall framework is categorized into two modules: the 
human detection and social distance monitoring module. The pre- 
trained Faster-RCNN paradigm is utilized for top view human detec-
tion purposes. The top perspective is substantially different from the 
frontal perspective; thus, the transfer learning strategy is performed to 
boost human detection results. The architecture has been trained on the 
top view human data set, and the new layer is fused with the existing 
architecture. As far as we know, it may be the first effort that employed 
transfer learning for Faster-RCNN, i.e., and practiced social distance 
monitoring in a top perspective. The information of the bounding box 
obtained from the human detection module is used to determine the 
centroid or central point coordinates information. Applying Euclidean 
distance, the distance between the detected bounding boxes is esti-
mated. A distance-based threshold is determined, and the pixel to 
physical distance approach is applied to examine social distance viola-
tions. Experimental outcomes revealed that the presented framework 
effectively and efficiently recognizes close interactions between peoples 
and those who do not maintain a social distance violation threshold. In 
addition, transfer learning enhances the general efficiency and robust-
ness of the detection architecture. For a pre-trained architecture, the 
accuracy of the framework is 91%, and after training and transfer 
learning, it archives an accuracy of 96%. In the future, the work may be 
enhanced for various outdoor and indoor situations. Various detection 
architectures might be practiced for social distancing monitoring. 

Fig. 9. Training accuracy of detection architecture after training on top view 
data set. 

Fig. 10. Training loss of detection architecture after training on top view 
data set. 
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Fig. 11. Results of social distance monitoring after training and applying transfer learning. It can be observed that the performance of the detection architecture is 
enhanced. In sample images, the people who maintain social distance are detected with green bounding boxes, whereas those who do not maintain the social distance 
threshold are presented in red rectangles. 

Fig. 13. True Positive rate of trained an pre-trained architecture.  
Fig. 12. Accuracy, recall, F1-score and precision results.  
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