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Abstract 

The COVID-19 coronavirus has spread rapidly around the world and has caused global panic. Chest CT images play 
a major role in confirming positive COVID-19 patients. The computer aided diagnosis of COVID-19 from CT images 
based on artificial intelligence have been developed and deployed in some hospitals. But environmental influences 
and the movement of lung will affect the image quality, causing the lung parenchyma and pneumonia area unclear 
in CT images. Therefore, the performance of COVID-19’s artificial intelligence diagnostic algorithm is reduced. If chest 
CT images are reconstructed, the accuracy and performance of the aided diagnostic algorithm may be improved. 
In this paper, a new aided diagnostic algorithm for COVID-19 based on super-resolution reconstructed images and 
convolutional neural network is presented. Firstly, the SRGAN neural network is used to reconstruct super-resolution 
images from original chest CT images. Then COVID-19 images and Non-COVID-19 images are classified from super-
resolution chest CT images by VGG16 neural network. Finally, the performance of this method is verified by the pubic 
COVID-CT dataset and compared with other aided diagnosis methods of COVID-19. The experimental results show 
that improving the data quality through SRGAN neural network can greatly improve the final classification accuracy 
when the data quality is low. This proves that this method can obtain high accuracy, sensitivity and specificity in the 
examined test image datasets and has similar performance to other state-of-the-art deep learning aided algorithms.
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Introduction
COVID-19 pneumonia is a respiratory infectious dis-
ease, and the infection rate of the disease is very high 
[1–7]. On January 8, 2020, the pathogen of this outbreak 
was confirmed as a new coronavirus, namely Corona 
Virus Disease 2019, which has been named as COVID-
19 by WHO. On January 30, the WHO announced that 
the new coronavirus-infected pneumonia epidemic 
would be listed as an “emergency public health event of 

international concern”. Up to now, the virus has appeared 
in various countries, and the number of infected people 
has greatly increased [8, 9]. To date (April 11th, 2020), 
there have been more than 1.72 million confirmed cases 
all around the world. This has led to a public health emer-
gency of international concern, and put all health organi-
zations on high alert.

At present, the diagnosis of new coronavirus infec-
tion pneumonia mainly depends on the new viral nucleic 
acid detection kit. Throat swab sampling has the risk of 
not being collected, and sometimes repeated sampling is 
required; It is not suitable for patients with early infec-
tion or patients with low throat virus titer, which is likely 
to cause false negatives; Sampling staff are easy to be 
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exposed which is risky; Unskilled technicians can easily 
fail to extract nucleic acid and cause false negatives, or 
contaminate other people’s samples, causing false posi-
tives. X-ray images are a commonly used method for 
COVID-19 detection, but their sensitivity is often lower 
than 3D chest CT images, and it is easy to diagnose early 
or mild diseases as normal. A recent study showed that 
early admissions were found to have lower chest X-ray 
abnormalities than during hospitalization [10]. CT scan-
ning can make up for the limitations of RT-PCR analysis 
and X-rays. It is the most powerful and effective method 
for detecting COVID-19 pneumonia and the severity of 
pneumonia, so it is of great significance for the diagnosis 
of pneumonia [11]. Especially for some patients who have 
false negative RT-PCR results or false positive nucleic 
acid detection, the results of CT imaging play a vital role.

At present, in many countries, there is a shortage of 
medical staff in response to the new coronary pneumo-
nia problem. The number of radiologists is far less than 
patients, which may lead to inefficient treatment. The 
overwhelming demand for pneumonia diagnosis caused 
by COVID-19 is inspiring researchers to develop effi-
cient and intelligent diagnostic methods that can respond 
quickly. AI has played an important role in the imaging 
detection of new coronary pneumonia, which can signifi-
cantly improve the diagnosis speed, diagnosis accuracy 
and precision [12, 13].

There have been many methods of using artificial 
intelligence to diagnose COVID-19. F. Shi and D.G. 
Shen reviewed the rapid responses in the community of 
medical imaging (empowered by AI) toward COVID-
19 [14]. Maghdid et  al. used simple convolutional neu-
ral networks (CNN) and a modified pre-trained model 
AlexNet to experiment on X-ray and CT scan image 
data sets. The two neural network models achieved accu-
racy of 98% and 94.1% [15]. Narin et al. used three kinds 
of convolutional neural network models (ResNet50, 
InceptionV3 and InceptionResNetV2), among which 
ResNet50 had the best classification effect, while the 
accuracy of InceptionV3 and InceptionResNetV2 were 
97% and 87% respectively [16]. Hemdan et  al. designed 
COVID-Net with seven different models. The results 
showed that VGG19 and DenseNet have good and simi-
lar performance, and the f1-scores for identifying nor-
mal and COVID-19 are 0.89 and 0.91 respectively [17]. 
Ghoshal et  al. proposed a COVID-19 screening model 
based on X-rays. The detection of COVID-19 and non-
COVID-19 reached 96.00% and 70.65% respectively [18]. 
Khali et  al. compared some recent deep convolutional 
neural network architectures, and finally found that the 
fine-tuned versions of Resnet50, MobileNet_V2, and 
Inception_Resnet_V2 have relatively satisfactory perfor-
mance, and can achieve an accuracy rate of more than 

96% [19]. Abbas et  al. classified X-ray images based on 
their previously developed CNN (known as decomposi-
tion, transfer and synthesis, or DeTrac), and achieved an 
accuracy of 95.12% [20]. Apostolopoulos et  al. adopted 
the Mobile_Net network and found that CNN can extract 
important features found only in specific X-ray images 
by training from scratch. Based on these features, the 
accuracy of COVID diagnosis has reached nearly 99% 
[21]. Gozes et al. proposed a deep learning model com-
bining the existing AI model and clinical understanding. 
The classification results of coronavirus and non-cor-
onavirus reached an AUC value of 0.996 [22]. Xu et  al. 
established an early screening deep learning model to 
distinguish COVID-19 from influenza A viral pneu-
monia and healthy cases, and the final overall accuracy 
was 86.7% [23]. Wang et  al. used human-machine col-
laboration to design a customized network architec-
ture COVID-Net for X-ray image classification, which 
achieved a test accuracy of 92.4% [24]. Zhang et al. devel-
oped a new deep anomaly detection model with a sensi-
tivity of 96% for COVID-19 and a specificity of 70.65% for 
non-COVID-19 [18]. Chowdhury et  al. proposed to use 
SqueezeNet to classify patients with normal chest X-ray 
images and patients with pneumonia, and compared with 
three other different deep CNN networks, confirming 
that SqueezeNet’s performance is high, reaching an accu-
racy rate of 98.3% [25]. Wang et  al. used a CNN-based 
convolutional neural network model, and the results 
showed that the overall accuracy was 82.9%, the sensi-
tivity was 84%, and the specificity was 80.5% [26]. Zheng 
et al. used the method of combining the U-Net segmen-
tation model with the CNN classification model. Firstly, 
the pre-trained U-Net model was used to segment the 
lung region, and then the segmented lung region was 
sent to the classification network. The specificity and 
AUC values are 90.7%, 91.1% and 0.959 respectively [27]. 
Jin et al. developed an AI system for diagnosing COVID-
19 based on convolutional neural networks and showed 
a sensitivity of 94.06% and a specificity of 95.47% respec-
tively in the external test queue [28]. Chen et  al. firstly 
extracted the smallest square containing the effective 
area on the CT image, and then used the Unet ++ model 
for training and prediction. Finally, the accuracy, sensitiv-
ity and specificity were 95.2%, 100% and 93.6%, respec-
tively [29]. Jin et  al. designed a combined model called 
“3D Unet ++-ResNet-50”. The final classification result 
reached 97.4% sensitivity and 92.2% specificity [30]. Tang 
et al. used a random forest model (RF) model to train CT 
images of COVID-19 patients and non-patients. The test 
results obtained were 87.9% accuracy, 93.3% sensitivity, 
and 74.5% specificity [31]. Li et al. established a COVNet 
deep learning model for extracting visual features from 
volumetric chest CT examination to classify and identify 
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the three groups of cases of COVID-19, CAP, and non-
pneumonia, and finally a classification model with 90% 
overall sensitivity and 96% specificity is obtained [32]. 
Ying et  al. trained and recognized the ResNet-50 deep 
learning network. The experimental results show that 
the model can accurately identify COVID-19 patients 
with a recall of 93% and an accuracy of 86% [33]. Shi et al. 
trained CT images of 1658 COVID-19 patients and 1027 
CAP patients and proposed an infection Size Aware Ran-
dom Forest method (iSARF). The experimental results 
showed that the method had a sensitivity of 90.7% and a 
specificity of 83.3% with an accuracy of 87.9% [34]. The 
above studies show that the use of AI can assist in the 
detection and diagnosis of COVID-19, which can sig-
nificantly improve the speed and accuracy of COVID-19 
diagnosis.

During the acquisition process of CT images, some 
volume effects, noise effects, offset field effects, and 
motion effects are likely to occur due to environmental 
influences, resulting in blurry and uneven images, which 
may have ring-shaped, bar-shaped or motion artifacts. 
According to the research of Gagne, the movement of 
the lungs during the CT image acquisition process will 
affect the contour area of the target, causing a decline 
in image quality [35]. From the perspective of the qual-
ity of hardware facilities or the requirements of patients 
and doctors, it is very difficult to collect high-quality CT 
images, and high-dose radiation can easily cause can-
cerous diseases and genetic damage [36–39]. In recent 
years, researchers have conducted a lot of research work 
on image super-resolution reconstruction, and convolu-
tional neural networks have gradually been applied to the 
field of image super-resolution [40, 41]. Ledig designed 
a new loss function combining content loss and adver-
sarial loss based on the SRGAN proposed by the Gen-
erative Adversarial Network (GAN), and reconstructed a 
4x magnification factor to obtain a more realistic photo 
[42]. Li used it in textile images to restore rich textures 
[43]. Xiaoran combined SRGAN and DCNN to achieve 
super-resolution reconstructed synthetic aperture radar 
(SAR) images, so as to achieve the purpose of accurately 
extracting the target area to achieve automatic signal 
testing [44]. Sood used SRGAN, SRCNN, SRResNet, 
and Sparse Representation models for magnetic reso-
nance (MR) resolution improvement respectively. Finally, 
according to the average opinion score (MOS); it is found 
that the processing result of the SRGAN method is visu-
ally closer to the original HR image [45].

If the chest CT images of the suspected patients are 
reconstructed by super-resolution methods, they can 
overcome the limitations of the imaging equipment by 
human operation and imaging environment, and obtain 
clearer and higher-contrast images, which may help to 

improve the accuracy of the AI algorithm for COVID-
19 diagnosis. In this study, we propose a method that 
combines the use of the SRGAN model to improve the 
resolution of chest CT images and the use of image clas-
sification model based on VGG16 deep convolutional 
neural network, which is used to predict and screen chest 
CT images. We used this method to test the original 
image dataset of different quality in the public COVID-
CT-Dataset [46]. The experimental results show that the 
method in this paper significantly improves the diagnos-
tic accuracy of COVID-19, which is of great significance 
for dealing with the problem of insufficient image data 
quality. This work provides a new idea for the AI algo-
rithm applied to the auxiliary detection of COVID-19 
pneumonia.

The rest of the paper is organized as follows
Section  II introduces the basic principles and steps 
of this method. Firstly, the principle and structure of 
SRGAN and the effect of image enhancement on the 
COVID-CT-Dataset are studied. Then, the structure of 
VGG and its application in chest CT image classification 
are introduced. Section  III introduces the classification 
experiments, results and discussion of COVID-19 and 
non-COVID-19 using the method proposed in this paper. 
Section IV summarizes this work.

Methods
This method comprises two main components
Improving the resolution of chest CT images and classi-
fying CT images. The component of improving resolution 
of chest CT images uses the SRGAN neural network to 
reconstruct super-resolution CT images. The component 
of classifying COVID-19 CT images uses the VGG16 
neural network to classify the COVID-19 images and 
non-COVID-19 images. The flow chart of this method is 
shown in Fig. 1. The components are described in detail 
in the following subsections.

Improving the resolution of chest CT images
The design basis of SRGAN is Generative Adversarial 
Network (GAN). This deep neural network generates 
images by using both the generator and the discrimina-
tor. The generator keeps trying to generate images from 
small arrays, and then the discriminator is used to judge 
whether the generated images are real or fake [47]. The 
GAN structure is shown in Fig. 2.

Structure of SRGAN
Super Resolution Generative Adversarial Network is a 
network designed for super-resolution reconstruction 
based on Generative Adversarial Network (GAN). Like 
GAN, SRGAN network structure is also divided into two 
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parts, namely SRGAN generating network and SRGAN 
discriminating network. As shown in Fig.  3. The resid-
ual network structure in which “shortcut connection” is 
added to the generated network is to prevent problems 
such as degradation or gradient diffusion caused by the 

increase of the network layer. The basic structure of the 
residual block is shown in Fig. 4. The “shortcut connec-
tion” can skip multiple layers of training and perform 
identity mapping to deepen the network layer number so 
that the network can be optimized faster. Each residual 
block consists of two convolutional layers plus batch nor-
malization and ReLU activation layer. After the low-reso-
lution image enters the SRGAN network, it firstly enters 
the convolutional layers for feature extraction, then 
performs nonlinear activation via the ReLU activation 
function, and then enters the residual blocks for train-
ing. After coming out of the residual blocks, it enters the 
convolutional layers, and then enlarges the image feature 
maps by upsampling. The method used for the upsam-
pling operation is scaling convolution, using the nearest 
neighbor interpolation to enlarge the picture, and finally 
enters the convolutional layer to perform the convolution 
operation to output a high-resolution picture.

Loss Function of SRGAN
 The loss function of SRGAN is one of its main innova-
tions, which makes it different from other resolution 
algorithm and high-frequency details are preserved. 
For the preservation of detailed information, SRGAN 
is achieved through perceptual loss. Its loss function is 
the weighted sum of content loss and adversarial loss. 
Specifically:

Fig. 1  Workflow of proposed method for classifying the COVID-19 status in CT images

Fig. 2  The basic structure of GAN
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Among them lSRX  is content loss, lSRGen is adversarial loss, 
and lSR is the total loss.

As for content loss, it is used in the G network. Before 
SRGAN, the loss function was generally calculated by the 
mean square error between yfake and yreal . Although this 
calculation method can get a high signal-to-noise ratio, 
it also loses a lot of high-frequency details. Therefore, 
SRGAN creatively defines the VGG loss based on the 
ReLU activation layer of the pre-trained 19-layer VGG 
network, to find the Euclidean distance of the image and 
reference image feature representation. A feature map of 

(1)lSR = lSRX + 10−3lSRGen

a certain layer is extracted on the VGG after training, and 
the real image is compared with the generated feature 
map. The content loss is calculated as:

And for Adversarial loss, SRGAN adds the adversar-
ial portion of the GAN to the perceptual loss. Through 
deceiving the network, the generative network could bet-
ter generate images. The mathematical formula is:

Here ILR is the training image, GθG represents the genera-
tive network. And DθD (GθG (I

LR)) means the probability 
that the discriminator regards the generated fake image 
as real. The larger logDθD (G(θG)(I

LR)) is the better the 
discriminator could identify the real or fake images.

Applying SRGAN to Improve the Resolution of Chest CT 
Images
After the model training is finished, input the CT images 
in our hands as the low-resolution CT images into the 
model to improve the quality. Thus the texture can be 

(2)lSRMSE =
1

r2WH

rW∑

x=1

rH∑

y=1

(IHRx,y − GθG (I
LR)x,y)

2

(3)lSRGen =

N∑

n=1

−logDθD (GθG (I
LR))

Fig. 3  The architecture of SRGAN model

Fig. 4  The basic structure of the residual block
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clearer, the feature expression ability of the images is 
enhanced, and the accuracy of COVID-19 recognition 
will be higher. The effect before and after SRGAN pro-
cessing is shown in Fig. 5.

Classifying COVID‑19 CT images
In recent years, a large number of researchers have used 
deep convolutional neural network models to extract 
and classify images.The image texture feature and spatial 
information can be automatically learned by convolu-
tion operation on the image through convolutional lay-
ers. Various biomedical applications have adopted CNN 
models [48–50]. The visual geometry group network 
(VGGNet) is a classic deep convolutional neural network 
(DCNN) jointly developed by the Oxford University vis-
ual geometry group and Google DeepMind researchers 
[51]. This network is based on the CNN model and is a 
neural network with multi-layer operation. It is widely 
used because of its simple structure and good perfor-
mance. Through repeated stacking of 3× 3 small convo-
lutional kernels and the use of 2× 2 maximum pooling 
layers, 16-layer VGG16 and 19-layer VGG19 were suc-
cessfully constructed.

As we all know, the effectiveness of CNN training is 
affected by the size of the training set. If the training set 
is relatively small, overfitting is likely to occur. A num-
ber of previous studies have shown that in a new task or 
domain, the representation of the CNN learned in the 
previous task can be transferred or expanded to a cer-
tain extent, that is, transfer learning. And the transfer 
results in the fields of information retrieval [52], object 

localization [53] and biomedical image analysis [54] are 
often superior to other conventional methods. This arti-
cle is based on VGGNet. VGG has been pre-trained on 
a large labeled natural image dataset like ImageNet, so it 
can significantly reduce training time and computational 
load.

The structure of VGG16 is shown in Figure  6  6, the 
input image of 224 × 224 is received by the conv1 layer, 
and then propagated through a set of convolutional lay-
ers which have a receptive field of 3× 3 . The convolution 
stride is 1 pixel. Following this is the process of down-
sampling, in which five max-pooling layers with stride 
equals to 2 are taken. After going through a set of conv 
layers, there are three fully connected layers with the 
channel size as 4096, 4096 and 1000 respectively. Each 
neuron in fc layer accepts the activations input from the 
previous layer neuron.

1000 is the number of existing categories in the Ima-
geNet Large-Scale Visual Recognition Challenge (ILS-
VRC). After training more than one million images, 
VGG-16 can classify images into 1000 categories. 
Because the features of the pre-trained VGG layer con-
tain information such as image color and edges, they are 
finally specific to the class attributes. Therefore, we only 
made some adjustments at the end.

Specifically, after VGG16, the average pooling layer 
AveragePooling2D layer, dropout layer and fully con-
nected layer are added. The size of the Fc layer is set to 
the number of new data categories, namely COVID-19 
and normal.

Original images

SR-images

Original images

SR-images

Fig. 5  Comparison of original images and Super-Resolution images
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Convolutional layer
For image feature extraction, the convolution operation 
is the key point. The features are extracted through the 
process of convolving the previous layers with the feature 
maps of the output. And at the same time, the convolu-
tional kernels are updated continuously. This is the train-
ing process, which can be expressed by mathematical 
formula as:

Here (x,y) is a pixel, q(l−1)
i  is the i-th feature map of the 

l-th layer, ω(l)
ij  represents the convolutional kernel that 

connects the i-th input feature map and the j-th output 
feature map on the l-th layer, F denotes the size of con-
volutional kernel, b(l)j  represents the j-th bias of the l-th 
layer, and ∗ means the 2-D convolutional operation. For 
each convolutional layer, the nonlinear activation func-
tion is connected to increase the nonlinear characteristic 
of the network and thus make the model have stronger 
classification expression ability. This could be expressed 
as:

Here σ denotes the nonlinear activation function of 
ReLU.

Pooling layer
Pooling is divided into maximum and average pooling, 
which is designed to reduce the number of the train-
ing parameters. The pooled window size we usually use 
is 2× 2 , and after the process of pooling, the four pixel 
values will be calculated to one result. For maximum 
pooling and average pooling, the returned results are the 
maximum and average of the four values respectively. 
Here in the VGG neural network, we use the maximum 
pooling as:

Here P represents the size of pooling window.

Activation function
After the features of the image are extracted through a 
set of convolutional and pooling layers, the softmax acti-
vation layer is at last to complete the task of classification. 
This is expressed as:

(4)

z
(l)
j =

∑

i

q
(l−1)
i (x, y) ∗ ω

(l)
ij (x, y)+ b

(l)
j

=
∑

i

F∑

m,n=0

q
(l−1)
j (m, n)ω

(l)
ij (x −m, y− n)+ b

(
j l)

(5)q
(l)
j (x, y) = σ(z

(l)
j )

(6)q
(l)
j (x, y) = max

m,n=0,...,P−1
q
(l)
j (x +m, y+ n)

Here yi represents the predicted label of the i-th class, 
q(L) is the input of the softmax layer, q(L)i  denotes the 
weighted sum of the i-th node of the output of the last fc 
layer, K represents the number of class, and L is the num-
ber of the layer. The output p(yi | q(L)) is the posterior 
probability of each sample, in which the maximum is the 
predicted class.

Loss function
Some rules are required to update the network param-
eters after the forward propagation, which can be 
expressed by loss functions, like the MSE or cross-
entropy loss function. Through the process of minimizing 
the loss value, the network is optimized. And this is just 
the process of training. The cross-entropy loss function 
could better reflect the similarity of the training samples 
and the model distribution. This is expressed as:

Here W and b are weight and bias sets of all the layers in 
the neural network respectively, and y(i) is the real label 
of the i-th class.

The network finally converges and stable network will 
be obtained. As for this experiment, we put all the lung 
CT images into the VGG16 network and then to obtain 
their class attributes.

Experiment results and disscussion
Experiment CT images dataset
The data we used for this experiment were all obtained 
from the dataset published online by COVID-CT-Data-
set [46]. Zhao collected a total of 760 preprints from 
medRxiv1 and bioRxiv2, which were released from 
January 19 to March 25. A total of 470 CT images were 
acquired, of which 275 were COVID-19 images and the 
other 195 were normal CT images.

Experiments
In this work, a new collaborative learning method for 
classifying COVID-19 and non-COVID-19 images is 
presented based on the SRGAN and VGG16 models. As 
mentioned above, we firstly send the original lung CT 
image data set to the pre-trained SRGAN network. After 
a 4x resolution improvement, we can get high-resolu-
tion images. As shown earlier in the article, it also looks 
clearer. Then we uniformly adjust the high-resolution 

(7)p(yi | q
(L)) =

exp(q
(L)
i )

∑K
j=1 exp(q

(L)
j )

(8)L(W , b) = −

K∑

i=1

y(i) log p(yi | q
(L);W , b)
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images to the size of 512× 512 , and send them to the 
deep neural network designed for image classification 
based on the VGG16 classic model. Finally, the classifica-
tion results were obtained and we compared them with 
some previous studies.

VGGNet should uniformly adjust the image size before 
training and processing images. For the data set used in 
this experiment, there are large differences in the quality 
and resolution between images. In order to more clearly 
understand the impact of image resolution on the classi-
fication results, we adjusted the CT image data set to the 
size of 224 × 224 , 400× 400 , 512× 512 and 600× 600 
before and after being processed by the SRGAN model. 
In this experiment, we use Keras framework with Tensor-
Flow as backend.

Evaluation index
According to the results obtained in each experiment, 
we used precision, sensitivity, accuracy, specificity and 
F1-score as evaluation indicators. Since the goal of 
this experiment is to diagnose whether a person has 
COVID-19 through CT image data, each of these four 
indicators has important practical significance.

For the precision indicator, it refers to the propor-
tion of true pneumonia in all cases where the predic-
tion result is positive COVID-19. In other words, if the 
precision value is too small, there will be many healthy 
people who are misdiagnosed as COVID-19 patients. 
This will not only cause a waste of medical supplies, 
but also make people who have contacted this person 
feel panic. Sensitivity, also known as recall, refers to the 
proportion of patients with COVID-19 who are actually 
diagnosed. In response to this highly infectious virus, 
each patient who has not been diagnosed will cause 
great harm to people around him or even a wider range 
of people. Accuracy is the proportion that the diagno-
sis result is correct. For specificity, it refers to the pro-
portion of people diagnosed with non-COVID-19 who 
actually do not have COVID-19.The higher the above 
indicators, the better the classification result, which 

means that the performance of our diagnostic method 
is better.

Comparison and discussion
At present, a large number of researchers have invested 
a lot of energy in the problem of using deep learning to 
classify COVID-19. For each experiment, the data set 
used is different, and some different results have been 
obtained. Because medical data itself involves privacy 
issues, it is not easy to obtain large quantities and high-
quality data.

The effect of different resolutions of images
For the effect of the resolution mentioned above on 
the classification results, we separately adjusted the 
CT images to 224 × 224 , 400× 400 , 512× 512 and 
600× 600 . After the images of these sizes are trained and 
predicted based on the VGG16 classification model, the 
results obtained are as Table 1.

As can be seen from the Table 1 and Fig. 6, within a cer-
tain range, the resolution of the images can be improved 
to obtain more excellent results. When the resolution 
reaches about 512× 512 , the numerical values of the 
experimental results tend to be saturated. At this time, 
if the resolution is being improved, the performance of 
the classification begins to show a downward trend. This 
proves that the size of 512× 512 used in our experiment 

Table 1  The classification results of  different resolutions 
of images

Results 224 × 224 
(%)

400 × 400(%) 512 × 512(%) 600 × 600(%)

Precision 86.0 96.0 100.0 96.0

Recall 100.0 100.0 98.0 96.0

Accuracy 90.4 97.9 99.0 96.0

Specific-
ity

76.9 94.8 100.0 95.0

F1 92.0 98.0 99.0 96.0

Fig. 6  Comparative results of different resolution images

Table 2  The comparison of  experimental results 
with the same dataset

Results Zhao [46] This method

Accuracy 84.7% 97.9%

Sensitivity 76.2% 99.0%

F1 85.3% 98.0%

Method CNN SRGAN+VGG
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is basically the most suitable for the classification appli-
cation of COVID-19.

Compare with the results of the other method under the same 
dataset
For the results of this experiment, we firstly compared 
with Zhao[47] using the same data set. For the same 275 
COVID-19 and 195 healthy CT images, Zhao directly 
used a CNN classification model based on the convolu-
tional neural network model. The method we used was to 
improve the resolution through SRGAN before using the 
VGG16-based Model to classify. The results are shown in 
Table 2.

As can be seen from the Table 2 and Fig 7, for the accu-
racy index, the classification results of Zhao achieved 
an accuracy rate of 84.7%, while in our experiment, the 
accuracy was 97.9%. Our results relatively increased by 
13.2 percentage points. This is a big improvement. When 
it comes to the sensitivity index, the result of Zhao et al. 
is 76.2%, and our corresponding value is 99%. Our sen-
sitivity here is a very high value, which means that if our 
method is used to diagnose COVID-19, almost no pos-
sible patient will be missed, which is of great significance 
for the diagnosis of highly infectious COVID-19 extraor-
dinary. From the perspective of math, F1 is a weighted 
sum of accuracy and sensitivity, which represents a com-
prehensive performance of the classification results in 
these two aspects. As can be seen from the results, rela-
tive to the 85.3% result obtained by Zhao et al., Our value 
has reached 98%, which has achieved a 4.7% increase. 
Based on the above, the method we used in this experi-
ment for this data set has far exceeded the research in 
[46].

Compare our results with other state‑of‑the‑art deep 
learning aided methods
In response to the use of different data sets, we have 
found the results of ten predecessors this time. Those are 

the experimental results of others who have previously 
classified positive and negtive COVID-19. Then we com-
pared our experimental results with them, which are as 
shown in Table 3 and Fig 8.

Apart from the fact that our data set itself is not domi-
nant, we can see that based on the method proposed in 
this paper combining the SRGAN and VGG16 models, 
Our final results reached 98%, 99%, and 94.9% in accu-
racy, sensitivity, and specificity respectively. All indica-
tors show that this method is relatively suitable.

For experiments and research conducted by different 
organizations, the models, methods, and analysis indi-
cators used for the classification results are different. In 
order to be able to clearly see our experimental results, 
we made three histogram observations for accuracy, sen-
sitivity and specificity. The value of the last orange bar 
in each histogram is corresponding to our experiment 
results.

As for the indicator of accuracy, before our experiment, 
Chen et al. used Unet ++ to train and classify the data, 
and obtained a good result of 95.2%, which is the highest 
value among the results we listed. The method used by 
Jin et al. is to firstly use U-Net to extract regions of inter-
est and then use the CNN model for classification, which 

Fig. 7  The comparative results of our method and Zhao [46]

Fig. 8  Comparative accuracy, sensitivity and specificity results of 
different methods
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also achieved a good result of 95%. However, the final 
accuracy of the method used in our experiment reached 
98%, which was 2.8 percentage points higher than the 
previous highest result.

Regarding sensitivity, the experimental results of Chen 
et al. reached a good result of 100%, which is unsurpass-
able, but the final result of our method also reached 99%, 
ranking second, which is relatively a good result.

For specificity, the classification method based on 
CNN network model used by Jin et al. and the ResNet-50 
method used by Li et al. both have achieved good results, 
which are 95.5% and 96.0% respectively. The results of 
our experiment did not reach the height of the two in this 
index, but achieved 94.9%.

In order to compare all the indicator results of all stud-
ies together, we made a result radar chart to represent all 
the values, as shown in Fig. 9. It is obvious shown that the 
farther the line is from the center of the circle, the better 
the performance of the corresponding index. The chart 
shows that the accuracy, sensitivity and specificity lines 
corresponding to our results are all close to the periphery 
of the circle, which means that all performance results 
are high. And this also shows that our method has higher 
or similar performance than the other state-of-the-art 
methods.

Conclusion
The reconstructed super-resolution chest CT images 
are clearer and higher-contrast than the original CT 
images to improve the accuracy of the AI algorithm for 
COVID-19 diagnosis. In this study, we propose a new 
aided diagnostic algorithm for COVID-19, which com-
prises two main components:the component of improv-
ing the resolution of chest CT images and the component 

of classifying CT images. The SRGAN network is used to 
improve the resolution of chest CT images and VGG16 
convolutional neural network is used to classify the 
COVID-19 and non-COVID-19 from super-resolution 
CT images. We conducted this experiment on the cur-
rently public CT image dataset COVID-CT-Dataset. The 
overall accuracy rate reached 97.87%. We have compared 
and analyzed the results obtained in this experiment with 
the existing experimental results that can be found. The 
results show that our method is higher or similar than 
most of the current results in terms of sensitivity, accu-
racy, specificity and F1-sore. This work provides a new 
idea for the AI algorithm applied to the auxiliary detec-
tion of COVID-19 pneumonia. For the next step, we 
will continue to improve the method to achieve better 
accuracy.
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