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Abstract

Prostate cancer is one of the most prevalent cancers in men, with increasing incidence worldwide. 

This public health concern has inspired considerable effort to study various aspects of prostate 

cancer treatment using dynamical models, especially in clinical settings. The standard of care for 

metastatic prostate cancer is hormonal therapy, which reduces the production of androgen that 

fuels the growth of prostate tumor cells prior to treatment resistance. Existing population models 

often use patientsâĂŹ prostate-specific antigen levels as a biomarker for model validation and for 

finding optimal treatment schedules; however, the synergistic effects of drugs used in hormonal 

therapy have not been well-examined. This paper describes the first mathematical model that 

explicitly incorporates the synergistic effects of two drugs used to inhibit androgen production in 

hormonal therapy. The drugs are cyproterone acetate, representing the drug family of anti-

androgens that affect luteinizing hormones, and leuprolide acetate, representing the drug family of 

gonadotropin-releasing hormone analogs. By fitting the model to clinical data, we show that the 

proposed model can capture the dynamics of serum androgen levels during intermittent hormonal 

therapy better than previously published models. Our results highlight the importance of 

considering the synergistic effects of drugs in cancer treatment, thus suggesting that the dynamics 

of the drugs should be taken into account in optimal treatment studies, particularly for adaptive 

therapy. Otherwise, an unrealistic treatment schedule may be prescribed and render the treatment 

less effective. Furthermore, the drug dynamics allow our model to explain the delay in the relapse 

of androgen the moment a patient is taken off treatment, which supports that this delay is due to 

the residual effects of the drugs.
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1 Introduction

1.1 Background

Prostate cancer is a significant public health concern. Among men in the U.S., it is the most 

common non-skin cancer and is responsible for approximately 20 percent of all new cancer 

cases [1]. Although most common in men over 50, prostate cancer can start to develop in 

men in their 20s and take decades to progress before symptoms appear [2]. The overall 5-, 

10-, and 15-year survival rates for prostate cancer are among the highest of all localized 

malignancies, but once prostate cancer has metastasized, the 5-year relative survival rate 

drops to about 30 percent. Prostate cancer is the second deadliest cancer in men and is 

projected to become the deadliest cancer in men in the next decade [1]. Globally, the 

incidence of prostate cancer is steadily increasing, especially in developing nations, making 

it one of the deadliest cancers in men worldwide [3].

Androgens (male hormones) are produced mainly by the testes and in small amounts by the 

adrenal glands. Androgens bind to receptors on both healthy and cancerous prostate cells, 

leading to the transcription of genes that enhance proliferation and inhibit apoptosis [4]. 

Because the level of androgens in the body plays a crucial role in the maintenance of 

prostate cells, androgen deprivation therapy (ADT) has become the standard of care for 

prostate cancer that has spread beyond the prostate gland [5]. ADT is effective when, as is 

initially the case, most of the prostate cancer cells are androgen dependent; however, 

selective pressures promote the evolution of androgen-independent cells, and the therapy 

eventually becomes ineffective [6, 7].

Androgen deprivation therapy dramatically reduces blood levels of testosterone, which can 

cause potentially serious side effects, including depression, osteoporosis, impotence, and an 

increased risk of dementia [8]. Intermittent ADT has been investigated to mitigate the side 

effects and forestall treatment resistance. During intermittent therapy, the patient takes 

androgen-suppression medication until his serum level of prostate-specific antigen (PSA) 

falls below some predetermined threshold (e.g., below the detectable threshold of 0.1 μg/L). 

Then the patient goes off of treatment until his PSA level rises above another predetermined 

threshold (usually ~ 10 μg/L). The cycle continues until the cancer evolves resistance [9].

Cyproterone acetate (CPA) and leuprolide acetate (LEU) are examples of two classes of 

medications that are commonly used for androgen suppression therapy. CPA is taken daily in 

pill form but LEU must be injected, usually on a monthly basis. Although LEU is a long-

lasting drug, it causes a temporary increase in androgen production by the testes shortly after 

administration, as explained in more detail below. To counter this effect, patients often start 

CPA therapy about a month prior to initial LEU injection. Figure 3 shows time series of the 

estimated effect on androgen production by each medication for a representative patient.
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1.2 Prior Work

A comprehensive review of existing modeling work for prostate cancer is presented by Phan 

et al. [10]. An in-depth mathematical treatment of various mathematical models pertaining to 

prostate cancer can also be found in chapters 5 and 6 in the book by Kuang et al. [11]. Here, 

we describe only work that directly relates to the development of our modeling formulation.

The first clinically motivated mathematical model for prostate cancer was proposed and 

studied by Jackson in 2004 [12, 13]. The model takes the form of a partial differential 

equation under radial symmetry to approximate cancer progression under continuous 

androgen deprivation therapy. However, imaging technology has played a limited role in the 

clinical management of prostate cancer [14], and the relative lack of spatial information has 

motivated the development of dynamical models based on systems of ordinary differential 

equations (ODEs).

ODE models generally use the PSA level over time as a biomarker for treatment response 

and cancer progression, because patient-specific time series of PSA level data usually are 

available from clinical trials. Hirata et al. [15] suggested a piecewise-linear system of ODEs 

to model the effects of intermittent treatment and eventual resistance. The model supposes 

that prostate tumors can be divided into three sub-populations of androgen-dependent, 

reversibly androgen-independent, and irreversibly androgen-independent cells (also called 

castration sensitive, and reversibly and irreversibly castration resistant, respectively). The 

growth rates of the three subpopulations depend linearly on their present sizes, with separate 

sets of rate coefficients for the on- and off-treatment periods. Although rate parameters can 

be found that reproduce clinical time series of PSA in individual patient cases with 

reasonable accuracy, the parameters are not identifiable from such time series data alone, 

which complicates efforts to quantify uncertainties in the parameters and model outputs 

[16].

Barton and Andersen in 1998 [17] developed a mathematical model for pharmacokinetics as 

an initial framework to help understand the hormonal regulatory processes. Their model 

attempts to simulate the physiological feedback between testosterone, luteinizing hormone, 

and follicle stimulating hormone using adult male rat data. Potter et al. [18] extended the 

work of Barton and Andersen and developed a model that describes the interaction between 

testosterone, 5-α dihydrotestosterone, and luteinizing hormone. Model validation was also 

carried out with experimental data.

Portz et al. [19] developed the first clinically validated dynamical model for prostate cancer, 

insofar as sets of parameters could be determined, using an optimization procedure, to 

approximate the observed PSA level in each of seven patients in a clinical trial of 

intermittent androgen deprivation therapy. The model assumes that intracellular levels of 

androgen are the growth-limiting resource for the cancer cells. A modified model by Baez 

and Kuang [20] (the BK Model) used a simplified tumor population structure and 

incorporated a dynamical model for androgen production. Their model was able to provide 

consistent prediction of PSA dynamics but has some limitations when directly incorporating 

clinical data. To address this issue, Phan et al. [21] developed the Improved BK Model to 

incorporate logistic-type dynamics for the recovery of blood androgen levels following the 
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cessation of hormone therapy The Improved BK Model outperforms the BK Model in terms 

of replicating observed time series of PSA levels. However, neither model accurately 

captures the initial increase (decrease) in serum androgen levels immediately following the 

cessation (re-initiation) of hormone therapy. One potential explanation is that the models fail 

to account for residual effects of the drugs on the endocrine system, which is the focus of 

our new model.

1.3 New Androgen Model

Despite the current development and studies of various promising treatments for prostate 

cancer, such as immunotherapy [22, 23], there is still no curative treatment for metastatic 

prostate cancer. Ongoing efforts have modeled immunotherapy treatment [24, 25, 26], 

combinations of chemotherapy and immunotherapy [27], and optimal scheduling of cyclical 

therapy to forestall resistance and continued growth of tumors [28, 29, 30, 31]. Typically, 

these models assume that the effects of intermittent androgen suppression therapy begin and 

end immediately upon initiation and cessation of therapy.

Our efforts focus on how the drugs interact with male hormones. Most prostate cancers, 

especially early in treatment, require androgen, particularly testosterone, for growth. 

Cyproterone acetate (CPA) is part of a family of drugs, called anti-androgens, that suppress 

the binding of androgen to androgen receptors on various cells, but for our purposes on 

prostate cancer cells. CPA typically is administered orally at daily intervals when used to 

treat prostate cancer [32, 33]. It is a steroidal anti-androgen (some newer drugs are non-

steroidal anti-androgens). CPA also affects the overall serum androgen level by suppressing 

luteinizing hormones (LH) coming from gonadotropic cells in the pituitary gland [34, 35] 

LH induces the production of androgen in the testes.

Leuprolide acetate (LEU) is administered by injection, generally at monthly intervals [36]. 

LEU is a potent analog of gonadotropin-releasing hormone (GnRH), which triggers the 

pituitary gland to release gonadotropic cells carrying LH. LEU represents the GnRH analog 
or GnRH agonist family of drugs [37]. Clinical evidence suggests that LEU takes effect only 

when its concentration exceeds a certain threshold [38]. LEU is clinically proven to restrict 

LH production, but the precise biological pathway is unknown. However, an accepted 

overview of the process goes as follows. First, injection of LEU causes an increase in the 

production of gonadotropic cells carrying LH, which in turn increases the production of 

androgen in the testes. Eventually, the pituitary gland reaches a saturation point and is no 

longer sensitive to GnRH, the hormone for which LEU is an analog. Subsequently, the 

production of gonadotropic cells sharply drops, which causes the production of androgen in 

the testes to cease [33, 37, 38]. After the treatment is halted, the testes do not resume the 

production of androgen for about a month [36].

While several studies have explored androgen regulation of prostate growth within a 

pharmacokinetic framework using data from laboratory experiments on rats [17, 18], to our 

knowledge, no mathematical model has previously been developed to capture the dynamics 

of CPA, LEU, and androgen during intermittent suppression therapy. In this work, we 

develop a pharmacokinetic framework for the dynamics of androgen suppression therapy 

that is based on a population model approach.
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A new type of treatment, adaptive therapy, aims to maintain a stable tumor burden by 

adjusting the treatment scheme based on the patient’s responses [39, 40, 41]. Current efforts 

seek to develop a quantitative framework that can be incorporated into the clinical decision-

making process. We hope that our accounting for drug interactions will improve the 

predictive ability of future mathematical models of therapy.

2 Materials and Methods

In this section, we briefly describe the Improved BK Model [21]. (See [20, 21] for additional 

background.) Next, we introduce the New Androgen Model and combine them into the New 
PSA Model. Finally, we describe our parameter estimation method and sensitivity analysis 

using clinical data.

2.1 Improved BK Model

Phan et al. [21] introduced an improved version of the BK model by Baez and Kuang [20]. 

Similar to the BK Model, the Improved BK Model [21] has two sub-populations of cancer 

cells: androgen-dependent (AD) and androgen-independent (AI), denoted as x1 and x2, 

respectively. Q represents the intracellular androgen level, and P is the PSA level. However, 

unlike the BK Model, the Improved BK Model differentiates between the serum androgen 

and the intracellular androgen level. Consequently, the authors included the serum androgen 

level, A, as the fifth compartment. The Improved BK Model uses Eqs. (16)–(20), below, 

with Eq. (1) representing the serum androgen:

dA
dt = γ2 + γ1 A0 − A

androgen production
− A0γ1 1 − u

suppression
, u t = 0, on treatment

1, off treatment (1)

2.2 New Androgen Model Formulation

The New Androgen Moden replaces Eq. (1), the rate of change of androgen, as the sum of 

three production rates: a near-constant one, γ2, by the adrenal glands, a considerably larger 

(but non-constant) production rate from the testes, and a degradation rate:

dA
dt = γ2 + γ1 1 − A

Am
F − δA . (2)

The testes production rate takes the form of logistic growth, where Am is a patient-specific 

maximum androgen level. The coefficient F reflects the combined effect of ADT: F = 0 

when the drugs block all androgen production from the testes, F = 1 when the drugs have no 

effect, and F > 1 when the drugs increase androgen production over the baseline. Androgen 

is degraded at a rate that is proportional to its present level. We assume that the treatment 

does not affect androgen production rates in the adrenal glands or the cancer cells; androgen 

produced by the latter is assumed not to affect the serum androgen level [42].

The total serum mass L(t) of LEU and of CPA, C(t), reflect their consumption by cells plus 

source terms reflecting intake (injection):
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dC
dt = j1 tdo − δCC, (3)

dL
dt = j2 tmo − δLL . (4)

The source terms j1 tdo  and j2 tmo  reflect clinical protocols and are taken from the data set. In 

a clinical setting, tdo represents the time at which CPA is orally ingested (normally daily) and 

tmo  represents the time at which LEU is injected (normally monthly). The New Androgen 

Model reflects the total serum mass—not the serum concentration—of the respective drugs.

The cumulative effect of the drugs is described by the factor F. As noted in the introduction, 

LEU temporarily increases androgen production. In the New Androgen Model formulation, 

we set F = fC · fL, where the factors fC and fL describe the effects of CPA and LEU, 

respectively. Generally, both drugs suppress the testes’ production of androgen. Similar 

multiplicative formulations have been used in control system models of cancer treatment 

[43] and other types of drug treatment models [44]. CPA and LEU inhibit androgen 

production only if the effect of one of the drugs is less than the inverse of that of the other. 

That is, if fC < fL
−1 or fL < fC

−1, then F < 1, causing androgen production to drop. If LEU is 

administered alone, then F > 1 insofar as androgen production increases until desensitization 

of the pituitary gland occurs [37, 38]. We now discuss the chosen forms of fC and fL.

The effect of CPA takes the form of a Hill function:

fC = 1
1 + C /β , (5)

where β is the half-effectiveness constant for CPA (a Hill equation is used to model the 

pharmacologic effect of many drugs [45].) Here fC → 1 as C → 0 and fC → 0 as C becomes 

large.

Because androgen-producing cells in the testes adjust their sensitivity to the level of 

hormonal stimulus, we assume that LEU exhibits a clinical effect only when its serum 

concentration exceeds some critical level, L* [38]. However, since we model the total serum 

mass, we convert this critical drug level concentration to a critical drug level mass by a 

factor whose range is given in Table 1.

The remaining terms in fL each represent a different biological process. When L ≥ L*, there 

is an initial spike in androgen production, followed by cessation. The equation

fL = ln α1t + 1 −α2t − S1 (6)

models the spike and desensitization effect of LEU, where the parameter α1 controls the 

time required to desensitize from LEU and α2 controls the spike amplitude. The rate of 
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recovery of androgen production once the level of LEU falls below L* is unknown. The New 

Androgen Model assumes that the production of androgen recovers logistically according to

fL = 1 + 1 + L α3e−α4t −1 − S2 . (7)

Here α3 is chosen to reflect times at which treatment is stopped, and α4 denotes the recovery 

rate back to normal androgen production levels. The model takes the form of logistic growth 

in lieu of a time-delay differential equation and is similar to prior efforts to model 

testosterone recovery [46]. The expressions for S1 and S2 that appear in Eqs. (6)–(7) are 

steep Hill equations and are defined in Eqs. (13)–(14) below. The parameter ω is chosen so 

that fL remains positive during a treatment interval. The parameter ta (respectively tb) 

corresponds to the value of fL obtained at the last time step that L has decreased below 

(increased above) L*. The terms ta and tb allow fL to be piecewise differentiable. 

Furthermore, the value of the time variable t in Eqs. (13)–(15) resets to 0 whenever L crosses 

L* in either direction.

The New Androgen Model is described by the following system of differential equations:

dA
dt = γ2

adrenal gland
+ γ1 1 − A

Am
F

testes

− δA
degradation (8)

dC
dt = j1 tdo

CPA ingestion
− δCC

degradation
(9)

dL
dt = j2 tmo

LEU injection
− δLL

degradation
(10)

F = fC · fL
combined effect

(11)

fC = 1
1 + C /β (12)

S1 = 1 − tb
0.5 1 + eωt (13)

S2 = 1 + 1 + L α3
−1−ta

0.5 1 + eωt (14)
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fL =
ln α1t + 1 −α2t − S1 if L ≥ L∗

1 + 1 + L α3e−α4t −1 − S2 if L < L∗
(15)

2.3 New PSA Model

The New PSA Model utilizes Eqs. (16)–(20) is based on the Improved BK Model but 

replaces Eq. (1), describing androgen production, with the New Androgen Model, Eqs. (8)–

(15). Equation (19) models the production rate of PSA. The New PSA Model is described by 

Eqs. (16)–(20):

dx1
dt = μ1 1 − q1

Q x1

growth

− D1 Q + δ1x1 x1
death

− λ Q x1
mutation

(16)

dx2
dt = μ2 1 − q2

Q x2

growth

− D2 Q + δ2x2 x2
death

+ λ Q x1
mutation

(17)

dQ
dt = m A − Q

androgen diffusion
− μ1 Q − q1 x1 + μ2 Q − q2 x2

x1 + x2
cell uptake

(18)

dP
dt = bQ

baseline
+σQ x1 + x2

tumor
−εP

degradation
(19)

Di Q = diRi
Q + Ri

, i = 1, 2 λ Q = c K
Q + K . (20)

The value of A in Eq. (18 comes from the New Androgen Model, Eqs. (8)–(15). 

Descriptions of the parameter values and their ranges are given in Table 1; details about how 

they are estimated for each patient are given below.

2.4 Data

The data for this study come from a clinical trial at the Vancouver Prostate Center, which 

consisted of patients with high serum PSA levels and no evidence of distant metastasis prior 

to intermittent androgen suppression therapy [50]. Several drugs were used for hormonal 

therapy in this study; however, all patients initially were put on a combination of LEU and 

CPA and were changed to different drugs only when a problem occurred.

We have selected the 20 patients with the most complete set of observations. Each patient 

received more than 2.5 cycles of therapy, had at least 20 clinical measurements of serum 

androgen, and were on CPA and LEU consistently. Unlike previous approaches that focus on 

the use of PSA measurements for model validation, the New PSA Model uses androgen data 
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as well, which more directly reflects the effects of therapy. Figure 1 shows a time series of 

the serum androgen level of a representative patient over the course of treatment.

2.5 Data Uncertainty

The methods for measuring both PSA and serum androgen levels have several sources of 

error. We do not know what method was used, but two procedures, the double antibody RIA 

and the polyclonal RIA method, were commonly used during the time that the clinical data 

in this paper were collected (late 1990’s to early 2000’s). The main type of androgen that is 

measured is testosterone, although biologically, dihydrotestosterone (DHT) also plays a role 

in androgen receptor binding. In general, serum testosterone levels measured using 

commercially available kits have a high degree of between-kit variability [51]. Compared to 

more modern testing methods, such as liquid chromatography-tandem mass spectrometry 

(LC-MSMS), all serum testosterone measurements for this study typically have over 60 

percent of samples (with T levels within the adult male range) within ±20% of levels 

measured using LC-MSMS. However, all the methods typically used during the period of 

data collection have poor accuracy and precision at low serum testosterone concentrations (< 

100 ng/dL or 3.47 nmol/L) [52].

Likewise, we do not know the exact method used to measure PSA [50]. The likely largest 

source of error arises when assays of total serum PSA do not recognize the free and ACT-

bound species of PSA equivalently [53, 54]. The ratios of the two types of PSA can vary in a 

single patient through different stages of prostate cancer. Therefore, even if the measurement 

method for PSA stays consistent throughout the study, the errors can be biased in either 

direction. Generally speaking, the proportion of free PSA is higher in patients without 

cancer. The molar response of skewed-response assays for free PSA is usually higher than 

that for PSA-ACT [55].

Both biomarkers vary diurnally within patients. One study [56] finds that “serum PSA 

measurements fluctuate unpredictably over the course of a day in patients with and without 

prostatic disease.” Another study [57] concludes that there is “significant variability between 

PSA measurements obtained within a short-time interval, which is due to chance alone.” The 

largest differences noted in the latter study were −5.3 and +7.5 ng/mL. For androgen, levels 

of testosterone can vary by 20–25 percent depending on the hour at which the measurements 

are taken, likely as a result of the normal diurnal cycle [58].

2.6 Parameter Estimation

To optimize parameters for each patient, we use the MATLAB (R2019b) built-in function 

fmincon [59], which implements an interior point algorithm, to minimize an appropriate sum 

of squares, subject to prescribed constraints on the parameters. First, we use the clinical data 

from the first 1.5 cycles of treatment, i.e., the first full cycle of treatment plus the next on-

treatment period, to find the parameter vector qA in the New Androgen Model such that

qA = arg min
qA ∈ QAi = 1

N
A ti, qA − Ai

o
2
, (21)
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where A ti, qA  and Ai
o denote the modeled and observed values of serum androgen level, 

respectively, at the ith time point during the fitting interval, i = 1, …, N. Table 1 lists the 

components of qA and the set QA of admissible values. Then the components of qA are fixed 

and substituted into the New PSA Model; the remaining components of qP  are determined 

from

qP = arg min
qP ∈ QP i = 1

N
P ti, qP , qA − Pi

o
2

(22)

where QP is the set of admissible values for the remaining parameters of the New PSA 

Model (see Table 5). The modeled and observed values of PSA at the ith time point, 

respectively, are P ti, qA, qA  and Pi
o. We repeat this process for every patient.

The ranges for several of the New Androgen Model parameters, including α1, α2, δ, δC, δL, 
γ1, and γ2, are derived empirically. LEU causes levels of luteinizing hormone (LH) and 

follicle stimulating hormone (FSH) to drop within two to four weeks of initiation [36]. In the 

New Androgen Model framework, a 2- to 4-week drop corresponds to a range of 0.1–0.45 

for α1. LEU administration initially increases levels of serum testosterone increases by 50% 

or more above baseline during the first week of treatment, depending on dosage [36]; we 

choose 0.1 ≤ α2 ≤ 0.3 to replicate this clinical finding. No clinical estimates are available for 

α3, α4, and β. The lowest allowed value of α4 and the highestallowed value of α3 imply that 

the effect of LEU, measured by the parameter fL, does not last beyond 100 days. At day 100, 

the values α3 = 102.5 and α4 = 0.1 yield fL = 0.986, which is close to the value fL = 1 that 

corresponds to no LEU effect on androgen production. Thus, these upper and lower bounds 

for α3 and α4 were deemed suitable. The lower bound for α3 = 0 is necessary to make fL 

continuous and to allow for the situation in which the amount of LEU dips below L* before 

fL comes off the spike and goes below 1. The upper bound α4 = 0.4 is set to limit the LEU 

recovery period to 14 days, consistent with the pharmacokinetics [38]. Initial parameter 

fittings resulted in values of β between 0.005 and 0.01 for all patients, so we use this 

parameter range for the simulations discussed in this paper. The values of S1, S2, and ω in 

Eq. (13) and Eq. (14) should allow for a shift of fL when the critical drug level is crossed, 

but otherwise S1 and S2 should have to only have a negligible effect on fL. Setting ω = 30 

causes the fL function to stay positive throughout any reasonable treatment interval, 

assuming that all other parameters stay within their respective ranges. Based on published 

pharmacokinetics [38], the critical drug level, L*, is 1 μg/L. This quantity is converted to a 

net mass (μg) using an average human serum volume range of 4.5 to 5.5 L [60], to have units 

consistent with Eq. (10).

The degradation rates of CPA and LEU are estimated from their respective serum 

concentration half-lives, as reported in descriptions of their pharmacokinetics [38, 48]. 

However, the estimated degradation rates do not correspond to a standard one-parameter 

exponential decay. For example, Humpel et al. [48] report that CPA reaches a maximum 

concentration after 4 hours; however, the first half-concentration is reported at 3 ± 1.3 hours, 

while the second half-concentration is 2 ± 0.4 days. Analogous measures are reported for 

LEU, which is injected at monthly (or longer) intervals. Instead of using the ranges derived 
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from the clinical measurements, we determine parameter ranges that fit the data while also 

satisfying suitable constraints, such as the drug should stay above a critical threshold within 

a certain time frame. The constraints are considered in the context of the outlook for total 

serum mass. Therefore, we use 0.3 ≤ δC ≤ 0.7 for the degradation rate of CPA and 0.04 ≤ δL 

≤ 0.16 for LEU.

Wang et al. [47] show that, in rats, the half-life of dihydrotestosterone (DHT), a form of 

androgen, is greater than 6 hours. Since DHT is the most relevant androgen for prostate 

cancer growth, we take their measurement as a base value. To account for uncertainty and 

physiological differences, we choose 0.03 ≤ δ ≤ 0.09 for the androgen degradation 

coefficient in Eq. (2).

2.7 Quantitative Assessment of the New Models

To evaluate the performance of the New Androgen Model and the New PSA Model as 

formulated in this paper, we compare fitting and forecasting results to those of the Improved 

BK model [21]. In this application, we define the error in terms of the mean of squared 

differences (mean-squared error, MSE) between the observed and predicted values of serum 

androgen (likewise PSA) levels at each of N measurement time points:

MSE = 1
N i = 1

N
Y i − Y i

o
2
, (23)

where Y i and Y i
o are, respectively, the estimated and the observed values of serum androgen 

(or PSA) at the ith time point. We carry out fitting on 1.5 cycles for each patient to obtain a 

set of parameters, within the set of admissible values for the New Androgen and New PSA 

models, that minimizes Eq. (23). Next, we use the parameters to forecast the next cycle. 

Finally, we evaluate the MSE over the forecast period to quantify the models’ predictive 

ability.

3 Results

We show that the New Androgen Model is able to capture the expected dynamics of the 

drugs, their effectiveness, and the androgen level. Next, we compare the data fitting and 

forecasting performance of the New PSA Model against the Improved BK Model. Finally, 

we consider the basic properties of the New Androgen Model to validate its biological 

plausibility.

3.1 Simulation of the New Androgen Model

Figure 2 shows the results of a simulation (blue curve) of the New Androgen Model, Eqs. 

(8)–(15), and corresponding serum androgen measurements (circles) for a representative 

patient. The timing and dosages of the drugs used during each treatment cycle are taken 

from clinical data [50]. The model parameters are selected to minimize the mean-squared 

error, Eq. (21), between observed and simulated serum androgen levels using the fitting 

procedure described above. The minimization is done over the first 1.5 treatment cycles (i.e., 

the fitting interval is Days 1–837 in the case of this patient); then, using the model state 
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vector at Day 837 as the initial condition, the integration is continued to the end of the 

treatment course at Day 1369 (the forecast interval). Table 2 lists the parameter values used 

in this simulation.

Figure 3 shows simulated serum drug levels and their treatment effect over the same fitting 

and forecast intervals. For this patient, each on- and off-treatment interval is approximately 

200 days. As mentioned above, the patient takes CPA daily in pill form; LEU is injected 

monthly by a medical professional (with the occasional exception, as around Day 606), and 

the first injection does not occur until about 30 days after CPA therapy is initiated. Figure 

3(a) shows the estimated treatment effect of each drug (fC and fL, the black and red curves, 

respectively) and the combined treatment effect, F (green), over the entirety of the clinical 

course; Figure 3(b) shows a 20-day magnification to make apparent the daily fluctuations in 

CPA.

Figure 3(c) shows simulated time series of the serum masses of CPA and LEU, and Fig. 3(d) 

shows a magnification of the timeline to make apparent their respective daily and monthly 

dosing. Brief enhancement of androgen production (F > 1) is reflected in the “spikes” 

shortly following each LEU injection. Figure 3(a) shows that the drug effect is nearly a step 

function; however, serum androgen levels (Fig. 2) respond more slowly, insofar as 

testosterone production by the adrenal glands (represented by γ2 in Eq. (8)) is assumed to be 

unaffected by the treatment.

Patients take CPA at home daily during each on-treatment interval. Our simulations assume 

that patients do not miss doses. LEU administration data are more trustworthy, as the 

dosages and injection times are recorded by medical professionals. Imperfect patient 

compliance is a potential source of error in the model results.

Figure 4 compares simulations of serum androgen against clinical data (black circles) using 

the Improved BK Model [21] (red curves) and the New PSA Model (blue) for Patients 6, 15, 

29, and 77. The parameter fitting procedure is similar to that for Patient 15, except that the 

length of each fitting interval varies according to the length of the first 1.5 treatment cycles 

for each patient. The fitting intervals comprise the first 1140, 837, 1115, and 735 days of 

treatment for Patients 6, 15, 29, and 77, respectively.

3.2 Simulation of Prostate-Specific Antigen (PSA)

Prostate-specific antigen (PSA) is a crucial biomarker for clinical diagnosis and monitoring 

of prostate cancer. We use the New Androgen Model to drive the New PSA Model, Eqs. 

(16)–(20. Figure 5 shows the simulated PSA levels for four representative patients using the 

parameter fitting procedure describe above.

Although no curative treatment is possible at present, one goal of therapy is to help patients 

survive as long as possible. While there is debate as to the best way to achieve this goal, one 

consensus is to limit the growth of androgen-dependent (AD) cells without accelerating that 

of androgen-independent (AI) cells, so that androgen deprivation treatment (ADT) may 

remain viable as long as possible [13, 61, 62]; androgen-independent cells are resistant to 

ADT. Figure 6 shows simulations of the the effect of therapy on AD and AI cell populations 
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for the same patients as in Fig. 5, using the New PSA Model. The results suggest that 

Patients 29 and 77 have large fractions of AI cells, but clinical records show that treatment 

was successful for another cycle in each case, and both survived for an extended period. No 

assay or biopsy data are available to evaluate these simulation results.

Analogous simulations of serum androgen and PSA levels were performed for each of the 20 

patients with the most complete clinical data sets, as described in Section 2.4. Table 3 shows 

quartiles of the MSE between the simulated and measured values of serum androgen for the 

20 patients evaluated in this study. Fitting errors are computed over the first 1.5 cycles of 

treatment and reflect the minimum MSE obtained by fmincon’s optimization algorithm. The 

model state vector at the end of each fitting interval is used as the initial condition for the 

forecasting interval. The New Androgen Model significantly reduces the simulation error, 

compared to the Improved BK Model [21], over both the fitting and forecasting intervals.

Table 4 shows analogous measures for PSA. The improvement of the New PSA Model over 

the Improved BK Model is modest. Additional results are given in the supplementary 

materials.

3.3 Simulated Clinical Response Experiment

The simulation results presented above use the drug dosages that were prescribed for each 

patient in the Vancouver clinical trial. In this section, we use the New Androgen and New 

PSA Models to simulate the effect of a different drug administration protocol. Our goal is to 

illustrate how a validated mathematical model might be used to inform clinical practice, in 

this case, by asking whether reduced a dosage of CPA would have a deleterious effect on a 

particular patient’s outcome during the last cycle of treatment.

The oral drug CPA acts synergistically with the injected drug LEU to decrease the amount of 

luteinizing hormones in the serum and thereby suppress androgen production in the testes. 

As mentioned in the introduction, however, LEU paradoxically increases testosterone 

production by the testes for a short interval following initial administration, which daily 

doses of CPA counteract. We theorize that after counteracting this initial spike in androgen 

production, the effect of CPA otherwise is negligible.

During the Vancouver trial, CPA therapy in four patients (1, 26, 50, and 106) was halted at 

times due to negative side effects. During these periods, ranging from four days to 16 weeks, 

patients stayed at stable, low serum androgen levels, consistent with ranges observed during 

the ordinary administration of both drugs. The goal of this numerical experiment is to test 

the effect of cessation of CPU therapy shortly after the start of the third on-treatment 

interval. We use Patient 15 as a case study and consider the hypothetical situation in which 

CPA administration halts after Day 1140.

For this simulation, we suppose that the therapy proceeds for the initial 2.5 cycles of therapy 

(1140 days) exactly as documented in the clinical trial. The New Androgen and New PSA 

Models are run with the same parameters as in Table 2, and the results of the model 

simulation are as in Fig. 2 for the initial 1140 days.
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In this experiment, LEU is injected at the same intervals and dosages as documented in the 

clinical trial. Next, we suppose that Patient 15 takes CPA only for the first 60 days of the last 

treatment cycle, as illustrated in Fig. 7(a). Using the same parameters as before, we run the 

models without CPA administration thereafter. Figure 7(c) suggests that the net effectiveness 

of the drugs is unchanged, and, as expected, the predicted levels of serum androgen and 

PSA, shown in Fig. 7(b) and (d), are nearly same as before (panel (f)). The models imply 

that the population of androgen-independent cells remains stable during this last treatment 

interval (panel (e)). Insofar as drug dosage probably correlates with severity of side effects in 

most patients, clinically validated models may be able to predict which patients will sustain 

a therapeutic response at reduced drug dosages.

3.4 Sensitivity Analysis

We focus our analysis here on the New Androgen Model, using parameters computed for a 

representative patient during both on- and off-treatment intervals, and consider the effect of 

perturbations of the parameter vector qA obtained by minimizing the sum of squares in Eq. 

(21) on the model output variables at each clinical measurement time during the initial 

fitting period (corresponding to 1.5 treatment cycles). We find that the results of our 

simulations are relatively insensitive to changes in all but four parameters.

We define the parameter sensitivity according to the normalized sensitivity equation from 

section 5.5 of [63]:

Sp y t = δy t
δp

p
y t , (24)

where p is the model parameter of interest and y(t) is the model variable under consideration 

at some time point of interest. Heuristically, one can think of Sp(y(t)) as measuring the 

relative change in y(t) for a given relative change in some component p of the model 

parameter vector qA.

In the results described here, we take the “baseline” parameter vector to be qA as determined 

in Section 2 for Patient 15 and define y0(t) to be the associated simulated time series of the 

model variable of interest. (For example, the serum androgen level, y0(t) = A0(t), is plotted 

in Fig. 2.) We alter one component, say p0, by a relative value of 1 percent to yield the 

perturbed value p, and re-run the model to produce a new time series, say y(t) = A(t), of 

serum androgen levels (and similarly for other model variables). At the ith clinical 

observation time ti, we approximate the change in y(ti) given p as

Sp y ti = δy ti
δp

p
y ti

≈ y ti − y0 ti
p − p0

p0
y0 ti

= y ti − y0 ti
0.01p0

p0
y0 ti

= 100 y ti − y0 ti
y0 ti

.
(25)

For each of the N clinical observation times within the parameter-fitting interval (837 days 

in the case of Patient 15), we compute Sp(y(ti)), i = 1, …, N, the mean 

Sp y = N−1
i = 1
N Sp y ti , and the total sensitivity as the root-mean square
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Tp = 1
N i = 1

N
Sp y ti − Sp y 2

1/2
. (26)

This procedure is performed for each of the first 10 parameter components listed in Table 2; 

the baseline values are those in the table and are obtained from the fitting procedure outlined 

in Section 2. Each component is perturbed by a relative amount of 1 percent from the 

baseline, and the corresponding sensitivity of serum androgen and total drug mass of CPA 

and LEU are calculated. In the latter case, we evaluate Tp only over the time points 

following the initial injection of LEU.

Figure 8 shows the total sensitivity of serum androgen (blue bars), CPA drug mass (red) and 

LEU drug mass (green) as a function of each of the first 10 parameters of the New Androgen 

Model given in Table 1. The serum androgen level, governed by Eq. (8), is most sensitive to 

the clearance rate parameter δ and secondarily to the production rate γ2 by the adrenal 

glands (whose hormone production is assumed to be unaffected by the therapy). The total 

masses of the drugs CPA and LEU, Eqs. (9) and (10), are most sensitive to their estimated 

degradation rates, δC and δL, respectively. Small perturbations of the remaining components 

of the parameter vector qA have negligible effects on the model outputs.

The simulated clinical response experiment discussed above suggests that the cessation of 

CPA therapy has little effect on serum androgen levels after LEU is injected during a 

subsequent cycle of therapy. To conclude this section, we consider scenarios in which 

dosages of the two drugs are varied and the subsequent effects on androgen production 

under the assumptions of the New Androgen Model. Among other questions, we explore the 

reduced dosage levels of the drugs that might be expected to have clinical effect.

Figure 9 shows simulated time series of serum androgen levels for Patient 15 over 1.5 cycles 

of therapy with varying values of CPA and LEU dosage: large, normal, and small dosage 

levels, using the parameters given in Table 2. The “large” doses simulated here are 

comparable to those used at the start of therapy; “normal” doses are representative of 

maintenance therapy and most closely approximate the doses that Patient 15 received. We 

also investigate the potential use of “small” doses that are 25 to 50 percent as large as 

“normal.” If the synergistic effect of the two drugs remains approximately multiplicative at 

these dosage levels, as assumed in Eq. (11), then “small” doses may be almost as effective as 

“normal” ones, although androgen production levels recover somewhat more quickly at the 

small dose than for the others. The minimum serum androgen level is independent of dosage 

(provided that LEU levels attain the critical level L*), because the adrenal glands are 

assumed to be unaffected by the treatment and continue to produce androgen at their usual 

rates. Heat maps of simulated net androgen production rates for various combinations of 

dosages over 0.5 cycles and 1.5 cycles are given in the supplementary materials.

4 Discussion and Conclusions

In this work, we have constructed and verified a framework that can qualitatively and 

quantitatively describe the dynamics of serum androgen and drugs in intermittent androgen 
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suppression therapy. Our modeling framework may be useful as a basis for a more 

mechanistic serum androgen model, and our approach may be helpful for applications other 

than prostate cancer.

(A1) The New Androgen Model can replicate clinically observed serum levels of 

testosterone in a patient-specific manner using prespecified dosages of two anti-androgenic 

drugs. In particular, the New Androgen Model is the first (to our knowledge) that captures 

the delay of recovery in androgen production rates during intermittent androgen suppression 

therapy by incorporating residual treatment effects. Equations (11)–(15), which quantify the 

effect of the drugs on the testes’ androgren production rates, mostly follow logistic growth 

dynamics during recovery periods; therefore, serum androgen levels eventually reach a 

steady state independently of any drug-related parameters. Such parameter independence is 

reasonable, considering we expect the drug to eventually clear from the system and the 

function of androgen-producing organs to return to baseline levels. In some patients, 

however, androgen production rates may not return to pre-treatment levels following 

prolonged suspension; the effect may depend on the length of androgen suppression and/or 

the total drug dosages. Future refinements to the New Androgen Model may need to 

incorporate the details of key biological pathways, which besides improved data fitting may 

also allow the models to be applied to new types of androgen-suppression therapies.

(A2) Data from most patients show a decline in the peak serum androgen level after each 

subsequent drug treatment interval. While the reason for the decline is unknown, we 

speculate that there may be four possible causes: a change in the patient’s diet and 

behaviors, compounding residual drug effects over multiple treatment cycles, changes in the 

cancer cells’ uptake of serum androgen, and the inability of the body to recover full 

androgen production due to treatment-induced changes in gonadotropic-cell dynamics.

(A3) Treatment resistance always occurs, due to selective pressures from the therapy. The 

New PSA Model (and the Improved BK Model) postulate the existence of androgen-

dependent and -independent cancer cell populations. However, in some cases (e.g., Fig. 6), 

the models create a large androgen-independent cell population in patients who responded 

well to repeated cycles of treatment and survived for several years. Unfortunately, there is no 

data to support or refute the simulated cell populations. Improved biological understanding 

and mathematical models of this crucial point are needed.

(A4) The parameter-fitting procedure in this paper uses data from the first 1.5 treatment 

cycles to predict the response to the last treatment cycle. Our methods do not account for 

potential changes to the drug dosages or administration protocol, nor for any observed 

decreases in maximum serum androgen levels, that may occur during the forecast period. A 

better approach may be to use an augmented Kalman filter that estimates changes in selected 

components of the model parameter and state vector at each clinical measurement time 

point.

(A5) Our primary focus in this paper is on the modeling of serum androgen levels in 

response to drug therapy, and the New Androgen Model outperforms its predecessor in 

terms of fitting the available clinical data. We have examined whether these improvements 
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translate to better predictions of serum PSA levels, insofar as the serum androgen level is a 

forcing term in the New PSA Model. In this respect, the results are modest, as shown in 

Table 4. A better understanding of the dynamics of the androgen-dependent and -

independent cell populations is needed.

(A6) In this study, we performed both local and global sensitivity analyses to investigate the 

influence of parameters on model outputs. Representative results for the local sensitivity 

analysis on the New Androgen Model are shown in Figure 8. (Additional sensitivity results 

for the New PSA Model are given in the Figures 11 and 12 in the supplementary materials.) 

The simulations of serum androgen are most sensitive to the assumed degradation rates of 

the drugs used for therapy and the assumed androgen-production rates by the adrenal glands 

(which are largely unaffected by therapy), and to degradation rates by metabolism and 

absorption. Simulated clinical experiments suggest that LEU has the most important 

androgen-suppressive effect and that patients may be able to stop daily CPA administration 

after awhile. The dynamics of serum PSA levels are assumed to depend on the relative size 

of androgen-dependent and -independent tumor cell populations. However, the simulated 

results suggest that large treatment-resistant cell populations develop right away in patients 

who are known to have responded well to therapy for extended periods. The meaning of 

these results is not clear, and the associated parameters cannot be identified from the clinical 

data that has been used for this study. Improved models of the tumor biology remain as 

future work.

To our knowledge, ours is the first modeling effort to focus on the dynamics of drugs used 

for intermittent androgen-suppression therapy for prostate cancer. Future investigations can 

consider the interactions between other multi-drug therapies for cancer and their 

optimization for individual patients.

After prostate cancer has metastasized, there is no cure. Selection pressures from hormonal 

treatment eventually lead to treatment resistance. Improved biological and mathematical 

understanding of the evolution of treatment resistance is needed. The advent of adaptive 

therapy [39, 40] for prostate cancer has created new opportunities for mathematical models 

to optimize treatment plans for individual patients.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Highlights

• Formulation of dynamical model that explicitly incorporates the synergistic 

properties of drugs commonly used in hormonal therapy.

• Model is better at capturing the androgen dynamics under treatment than 

previously published models.

• By improving the ability of the model to describe androgen dynamics, the 

model also shows improvement in fitting and forecasting the progression of 

prostate cancer.
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Figure 1: 
(a) Time series of serum androgen levels in a representative patient (Patient 15). (b) 

Corresponding on- and off-treatment timeline.
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Figure 2: 
Simulation results for Patient 15. Blue curve: serum androgen level simulated by the New 

Androgen Model using a parameter vector obtained by minimizing Eq. (21) with clinical 

data (black circles) for the first 837 days of treatment. The simulation is continued to Day 

1369 using the same parameters and the Day 837 state vector as the initial condition.
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Figure 3: 
New Androgen Model results for Patient 15. (a) Black curve: simulated CPA effect fC, Eq. 

(12). Red curve: simulated LEU effect fL, Eq. (15). Green curve: the combined drug effect F, 

Eq. (11). Values 0 < F < 1 correspond to reductions in the androgen production rate in the 

testes; smaller values denote more potent effects. (b) Zoomed-in version of (a) over an initial 

20-day treatment period. (c) Total serum mass of each drug, Eqs. (9) and (10). The spike in 

LEU mass at Day 606 reflects an additional injection. CPA therapy begins before LEU 

injection in each successive treatment cycle. (d) Intake and clearance of each drug for a 

portion of a single drug cycle. CPA is taken daily with rapid degradation; LEU, monthly 

with slow degradation. These daily fluctuations are present but not visible in subsequent 

plots.
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Figure 4: 
Androgen fitting and forecasting results for the Improved BK model (red curves) and New 

PSA Model (blue). Black circles denote clinical measurements for each patient. The fitting 

and forecasting procedure is similar for each patient, as described in the text.
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Figure 5: 
New PSA Model simulated (blue curves) and clinically measured (black circles) PSA levels 

for four representative patients. The parameter fitting and model forecast intervals are as 

indicated for each patient.
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Figure 6: 
Simulated androgen-dependent and -independent cell populations using the same parameters 

and fitting intervals in the New PSA Model as in Fig. 5.
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Figure 7: 
Simulation results of a hypothetical treatment regimen in which CPA therapy halts after Day 

1140 for Patient 15. (a) Simulated serum masses of CPA and LEU; administration of the 

latter is assumed to continue as documented in the clinical record. (b) Simulated serum 

androgen levels, using the New Androgen Model, at the original (green curve) and reduced 

(black) CPA dosages. (c) Simulated effects of CPA (green) and LEU (black) at the new 

dosages. (d) Simulated PSA levels, using the New PSA Model, at the original (green curve) 

and reduced (black) CPA dosages. (e) Estimated androgen-dependent and -independent cell 

populations, by the New PSA model, under the reduced dosage regimen. (f) Absolute 
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differences between the androgen and PSA levels for the New Androgen Model (red curve) 

and Improved BK Model (black) for the two treatment regimens.
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Figure 8: 
Total sensitivity Tp, Eq. (25), for the New Androgen Model, Eqs. (8)–(15), for output model 

variables representing serum androgen levels (A, blue bars), total CPA drug mass (C. red), 

and total LEU drug mass (L, green), as a function of each of the first 10 components p of the 

parameter vector qA obtained for Patient 15 from the fitting procedure described in Section 

2.
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Figure 9: 
Simulated androgen levels, according to the New Androgen Model, for Patient 15 for three 

different CPA and LEU dosage levels over 1.5 cycles of therapy. Red curve: large doses (600 

mg CPA daily and 24 mg LEU monthly). Blue curve: 200 mg CPA daily and 7.5 mg LEU 

monthly (closest to those actually given). Green curve: small doses (50 mg CPA daily and 

3.25 mg LEU monthly).
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Table 1:

Parameter definitions for the New PSA Model. Ranges are taken from the literature or estimated as described 

in the text. (*) We choose a − 5 ≤ Am ≤ a + 5, where a is the maximum androgen value from the data for each 

individual patient.

Parameter Description Range Unit Source

α1 LEU desensitization length 0.1–0.45 unitless [36]

α2 LEU spike amplitude 0.1–0.3 unitless [36]

α3 Shift for time LEU remains effective below L* 0–102.5 unitless ad hoc

α4 androgen production recovery rate 0.1–0.4 unitless ad hoc

β CPA effectiveness half-saturation constant 0.005–0.01 mg ad hoc

δ androgen degradation rate 0.03–0.09 day−1 [47]

δC decay for CPA 0.3–0.7 day−1 [48]

δL decay for LEU 0.04–0.25 day−1 [38]

γ1 testes’ androgen production rate 0.9–7 mg day−1 [49]

γ2 adrenal gland androgen production 0.01–0.1 mg day−1 [49]

Am maximum androgen (*) nmol L−1 [50]

L* critical drug level 4.5-5.5 μg [38]

ω rate for S1 and S2 30 unitless ad hoc
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Table 2:

Parameter values for Patient 15 using the estimation procedure described above. Bounds for the parameters in 

Eqs. (16)–(20) are taken from Phan at al. [21].

Param Description Value Unit

α1 LEU desensitization length 0.4474 unitless

α2 LEU spike amplitude 0.2973 unitless

α3 hift for time LEU remains effective below L* 101.1756 unitless

α4 androgen production recovery rate 0.1000 unitless

β half-saturation constant of effectiveness in CPA 0.0500 mg

δ androgen degradation rate 0.0541 day−1

δC decay for CPA 0.6995 day−1

δL decay for LEU 0.1507 day−1

γ1 testes’ androgen production rate 0.9000 mg day−1

γ2 androgen production from adrenal gland 0.0263 mg day−1

Am maximum androgen 13.0413 nmol·L−1

L* critical drug level 5.5 μg

ω maximum logistic rate for S1 and S2 30 unitless

— Parameters below are for Eqs.(16)–(20) — —

μ1 max proliferation rate (AD cells) 0.0806 day−1

μ2 max proliferation rate (AI cells) 0.0900 day−1

q1 min AD cell quota 0.4435 nmol·day−1

q2 min AI cell quota 0.0100 nmol·day−1

b baseline PSA production rate 0.0018 μg·nmol−1·day−1

σ tumor PSA production rate 1.0000 μg·nmol−1·L−1·day−1

ε PSA clearance rate 0.05610 day−1

d1 max AD cell death rate 0.0900 day−1

d2 max AI cell death rate 0.0010 day−1

δ1 density death rate 1.0000 L−1·day−1

δ2 density death rate 3.0602 L−1·day−1

R1 AD death rate half-saturation 0.4872 nmol·L−1

R2 AI death rate half-saturation 5.9961 nmol·L−1

c maximum mutation rate 0.0001 day−1

k mutation rate half-saturation level 1.6537 nmol·day−1

m diffusion rate from A to Q 0.9000 day−1
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Table 3:

Androgen fitting and forecasting MSE comparison between the New Androgen Model, which is part of the 

New PSA Model, formulated here and the Improved BK model. Error results are based on data from 20 

patients.

Model
Androgen Fitting Error Androgen Forecasting Error

Q1 Median Q3 Q1 Median Q3

Improved BK model 2.91 7.41 13.82 8.47 20.81 33.14

New Androgen Model 0.88 1.42 2.22 4.99 8.75 11.90
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Table 4:

Prostate-specific antigen fitting and forecasting MSE comparison between the New PSA Model formulated 

here and the Improved BK model. Error results are based on data from 20 patients.

Model
PSA Fitting Error PSA Forecasting Error

Q1 Median Q3 Q1 Median Q3

Improved BK model 1.20 4.38 7.34 5.31 11.19 17.47

New PSA Model 1.77 3.28 9.92 5.65 10.80 16.39

J Theor Biol. Author manuscript; available in PMC 2022 April 07.


	Abstract
	Introduction
	Background
	Prior Work
	New Androgen Model

	Materials and Methods
	Improved BK Model
	New Androgen Model Formulation
	New PSA Model
	Data
	Data Uncertainty
	Parameter Estimation
	Quantitative Assessment of the New Models

	Results
	Simulation of the New Androgen Model
	Simulation of Prostate-Specific Antigen (PSA)
	Simulated Clinical Response Experiment
	Sensitivity Analysis

	Discussion and Conclusions
	References
	Figure 1:
	Figure 2:
	Figure 3:
	Figure 4:
	Figure 5:
	Figure 6:
	Figure 7:
	Figure 8:
	Figure 9:
	Table 1:
	Table 2:
	Table 3:
	Table 4:

