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Abstract

Background Machine learning (ML) is a subdomain
of artificial intelligence that enables computers to ab-
stract patterns from data without explicit programming.
A myriad of impactful ML applications already exists
in orthopaedics ranging from predicting infections
after surgery to diagnostic imaging. However, no sys-
tematic reviews that we know of have compared, in
particular, the performance of ML models with that
of clinicians in musculoskeletal imaging to provide an
up-to-date summary regarding the extent of applying
ML to imaging diagnoses. By doing so, this review

delves into where current ML developments stand
in aiding orthopaedists in assessing musculoskeletal
images.

Questions/purposes This systematic review aimed (1) to
compare performance of ML models versus clinicians in
detecting, differentiating, or classifying orthopaedic
abnormalities on imaging by (A) accuracy, sensitivity,
and specificity, (B) input features (for example, plain
radiographs, MRI scans, ultrasound), (C) clinician
specialties, and (2) to compare the performance of
clinician-aided versus unaided ML models.
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Methods A systematic review was performed in
PubMed, Embase, and the Cochrane Library for studies
published up to October 1, 2019, using synonyms for
machine learning and all potential orthopaedic special-
ties. We included all studies that compared ML models
head-to-head against clinicians in the binary detection of
abnormalities in musculoskeletal images. After screen-
ing 6531 studies, we ultimately included 12 studies. We
conducted quality assessment using the Methodological
Index for Non-randomized Studies (MINORS) check-
list. All 12 studies were of comparable quality, and they
all clearly included six of the eight critical appraisal
items (study aim, input feature, ground truth, ML versus
human comparison, performance metric, and ML model
description). This justified summarizing the findings in a
quantitative form by calculating the median absolute
improvement of the ML models compared with clini-
cians for the following metrics of performance: accu-
racy, sensitivity, and specificity.

Results ML models provided, in aggregate, only very
slight improvements in diagnostic accuracy and sensi-
tivity compared with clinicians working alone and were
on par in specificity (3% (interquartile range [IQR]
-2.0% to 7.5%), 0.06% (IQR -0.03 to 0.14), and 0.00
(IQR -0.048 to 0.048), respectively). Inputs used by the
ML models were plain radiographs (n = 8), MRI scans
(n = 3), and ultrasound examinations (n = 1). Overall,
ML models outperformed clinicians more when inter-
preting plain radiographs than when interpreting MRIs
(17 of 34 and 3 of 16 performance comparisons, re-
spectively). Orthopaedists and radiologists performed
similarly to ML models, while ML models mostly out-
performed other clinicians (outperformance in 7 of 19, 7
of 23, and 6 of 10 performance comparisons, re-
spectively). Two studies evaluated the performance of
clinicians aided and unaided by ML models; both dem-
onstrated considerable improvements in ML-aided cli-
nician performance by reporting a 47% decrease of
misinterpretation rate (95% confidence interval [CI] 37
to 54; p < 0.001) and a mean increase in specificity of
0.048 (95% CI 0.029 to 0.068; p < 0.001) in detecting
abnormalities on musculoskeletal images.

Conclusions At present, ML models have comparable
performance to clinicians in assessing musculoskeletal
images. ML models may enhance the performance of
clinicians as a technical supplement rather than as a re-
placement for clinical intelligence. Future ML-related
studies should emphasize how ML models can comple-
ment clinicians, instead of determining the overall superi-
ority of one versus the other. This can be accomplished by
improving transparent reporting, diminishing bias, de-
termining the feasibility of implantation in the clinical
setting, and appropriately tempering conclusions.

Level of Evidence Level 111, diagnostic study.
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Introduction

Artificial intelligence is the capability of computers to
display intelligent behavior, as opposed to humans, who
demonstrate natural intelligence [ 15, 20]. Machine learning
(ML) is a subdomain of artificial intelligence that enables
computers to abstract patterns from data without explicit
programming [40, 42]. Machine learning applications are
rapidly entering clinical practice in a variety of domains
ranging from diagnostic to prognostic purposes [7, 12, 45].
The two most common types of ML used in medicine are
supervised and unsupervised ML [11, 36]. Supervised
learning requires both input variables and labeled out-
comes. In this form of ML, the algorithms learn to map the
relationships between the input variables and outcomes [2,
11]. Examples include processing the input of plain
radiographs to detect the presence or absence of a fracture,
often performed by convolutional neural networks (Fig. 1).
Unsupervised learning, unlike supervised learning, only
requires input variables [11]. The algorithm seeks to find
unknown patterns in the dataset to structure the data,
without reference to a known outcome.

Several ML models and applications already exist in
orthopaedics [5, 18, 50, 52, 58, 21-26, 28, 37]. Despite the
number of available studies, few systematic reviews or
meta-analyses have examined the quality, limitations, and
potential of ML models versus clinicians. Our group
conducted a similar study in a wide range of neurosurgical
applications which suggested that ML outperformed
humans using multiple input features including radio-
graphic and clinical parameters [48]. However, this review
lacked scrutiny of the differences in input features and
subspecialties as well as an in-depth discussion of the po-
tential of ML models in musculoskeletal imaging. The
potential benefit of the implementation of ML models to
assess radiographs in orthopaedics is especially worth-
while, as misinterpretation is the primary reason for mal-
practice claims and may lead to grave clinical
consequences such as malunion or joint collapse [3].
Furthermore, the systematic neurosurgical review per-
formed in 2016 does not reflect the current ML environ-
ment since novel techniques, new forms of knowledge, and
additional explanatory methods are being developed ex-
ponentially rather than linearly. Recent nonorthopaedic
high-profile studies published since 2017 such as Esteva
et al. [12], Ting et al. [53], Lundberg et al. [35], Tomasev
et al. [54], Liang et al. [31], Lee et al. [30], Hollon et al.
[19], and Milea et al. [38], have transformed our un-
derstanding of the potential for ML to aid or replace
clinicians. These studies have compared the algorithms to
clinical experts and shown that these algorithms are able to
diagnose or predict better than experts in a fraction of the
time. Updated studies in this growing field of ML appli-
cations in medicine will help us understand if ML changes
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Fig. 1 This figure shows a basic explanation of the most frequently used supervised learning algorithm—convolutional neural
networks—for diagnosing orthopaedic conditions with imaging. A convolutional neural network transforms the input (for example,
a plain radiograph of the femur) into one or more classification outputs (fracture or unfractured). The expanded box is a snapshot of
the convolutional process, in which the input radiograph is processed into a matrix of pixel values. After applying different filters
developed in the training process, a single value is created in the output matrix (bottom right). This process is repeated in multiple
hidden layers with different filters convolving across output matrices throughout hidden layers. Based on the connections and

weights in the last hidden layer, the algorithm classifies the femur into fractured or not.

our expectations for the role of clinicians in the future. To
our knowledge, no systematic reviews have compared the
performance of the currently available ML models to the
performance of clinicians in musculoskeletal imaging.

In this systematic review, we therefore aimed: (1) to
compare performance of ML models versus clinicians on
detecting, differentiating, or classifying orthopaedic ab-
normalities on imaging by (A) accuracy, sensitivity, and
specificity, (B) input features (for example, plain radio-
graphs, MRI scans, ultrasound), (C) clinician specialties,
and (2) to compare the performance of clinicians aided
versus unaided by ML models.

Materials and Methods
Systematic Study Search

We performed a systematic search in PubMed, Embase,
and the Cochrane Library for studies published up to
October, 2019. The search syntax was built with the
guidance of a professional medical librarian using syno-
nyms for “machine learning” and all potential orthopaedic
specialties (see Appendix 1; Supplemental Digital Content
1, http:/links.lww.com/CORR/A384). Two reviewers
(OQG, MERB) independently screened all titles and
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abstracts for eligible articles based on predefined criteria
(detailed below). Full-text articles were evaluated, and the
references of the identified studies were examined for po-
tentially relevant articles that were not identified by the
initial search. Disagreements were solved by a discussion
in which two other authors (PTO, JHS) were involved to
assess article inclusion, quality assessment, and data ex-
traction, until there was a consensus. We adhered to the
Preferred Reporting Items for Systematic Reviews and
Meta-analyses (PRISMA) guidelines for this review [41].

Eligibility Criteria

We included articles if they compared ML models head-to-
head with clinicians in applications relevant to the ortho-
paedic patient population. We defined the orthopaedic
patient population as patients with disorders of the bones,
joints, ligaments, tendons, and muscles. All application
domains such as diagnosis, prognosis, treatment, and out-
come were included. In ML, the “ground truth” refers to the
reference standard on which the model is trained and tested.
This ground truth varied by article depending on its specific
domain, including surgical or histologic confirmation in a
radiologic classification task or the consensus of a panel of
experts. We excluded studies that did not compare ML
models and human performance, nonorthopaedic specialty
studies, non-English-language studies, studies with no full
text available, and nonrelevant article types, such as case
reports, animal studies, and letters to the editor.

Assessment of Methodological Quality

Two reviewers (OQG, MERB) independently appraised
the quality of the included studies using predefined ex-
traction sheets, based on the Methodological Index for
Non-randomized Studies (MINORS) criteria [49]. We
modified the seven-item MINORS checklist to make it
applicable to our systematic review by including disclo-
sure, study aim, input feature, ground truth, comparison
between ML model and clinician, dataset distribution,
performance metric, and description of the ML model.
These eight items were scored on a two-point scale: 0 (not
reported or unclear) or 1 (reported and adequate).

After screening 6531 titles and abstracts, we assessed 40
full-text studies for eligibility, and ultimately 14 studies
were included for critical appraisal (Fig. 2). The study aim,
inclusion and exclusion criteria for the input features, ML
model used, and the human comparison group were clearly
explained in all studies. The distribution of the dataset was
clearly described in 11 studies; in the remainder, the dataset
distribution was unclear or a test set was not used [4, 6, 17].
Disclosure was reported in 12 studies; thus, for two studies,
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conflicts of interest could not be evaluated [8, 44]. The
ground truth was not clearly described and clear perfor-
mance metrics were missing in two studies [17, 44]. This
deviated considerably from existing reporting standards as it
introduced bias by inadequate ground truth labeling and not
providing transparent head-to-head comparison [10]. Thus,
we excluded these two studies from this review. In total, 12
studies were included for quantitative synthesis (see
Appendix 2; Supplemental Digital Content 2, http://links.
lww.com/CORR/A385) and assessed using the Transparent
Reporting of a Multivariable Prediction Model for
Individual Prognosis or Diagnosis (TRIPOD) guidelines
for completeness of reporting of the ML model (see
Appendix 3; Supplemental Digital Content 3, http://links.
Iww.com/CORR/A386). The TRIPOD guideline, which is a
checklist of 22 items introduced in 2015, should be followed
when reporting algorithm results [10]. This guideline is
deemed essential for transparent reporting of study
outcomes and guide developers of algorithms towards a
more uniform reporting of their algorithm’s performance.

Data Extraction

The data we obtained from each study were year of pub-
lication, output classes, performance measures, p value of
the difference in performance, input features, outcome
measures, performance of ML, performance of the clini-
cian, ML model, level of education of the human performer
and (sub)specialization of the clinician, ground truth, size
of the dataset, size of training set, validation method or size
of the validation set, and size of the test set. For studies
comparing multiple outcome measures between artificial
and natural intelligence or comparing different groups of
clinicians with ML models, we extracted each separate
comparison.

Study Characteristics

The median size of the training set was 1702 datapoints
(interquartile range [IQR] 337 to 16,075), that of the vali-
dation set was 334 datapoints (IQR 134 to 37,481), and that
of the test set was 334 datapoints (IQR 155 to 2410). Five
studies used cross-validation only instead of a separate
validation set [6, 9, 29, 34, 59]. Two studies did not use a
test set [0, 29]. All studies used a binary assessment. No
studies provided additional information (for example,
physical examination findings) to either ML models or
clinicians. No studies were designed as a prospective,
randomized, controlled trial. None of the studies adhered to
all TRIPOD checklist items.

Output classes for the 12 studies comparing ML models
and humans were binary detection of fractures or other
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Fig. 2 This Preferred Reporting Items for Systematic Reviews and Meta-analyses 2009 flow
diagram shows how studies were systematically identified, screened, and included. After
screening 6531 studies, 14 studies were critically appraised and ultimately 12 studies were

included for quantitative synthesis.

radiologic abnormalities (n=11) [1, 4, 59, 6, 8, 14, 29, 33,
34, 43, 55] or both detection and classification of the di-
agnosis (n = 1) [9]. Input features used by the ML models
were plain radiographs (n = 8) [1, 8, 9, 14, 33, 43, 55, 59],
MRI (n = 3) [4, 29, 34], and ultrasound examinations (n =
1) [6]. A p value was provided for 91% (52 of 57) of the
outcome measures. Outcome measures accompanied by ap
value were used to assess the performance of ML models
and clinicians, sensitivity and specificity (both 33% [17 of
52]), accuracy (31% [16 of 52]), and area under the receiver
operating characteristic curve [AUC] (3.8% [2 of 52]). All
ML models were supervised learning algorithms with the
following two subtypes: convolutional neural networks
(n=11)[1,4,59,8,9, 14,29, 33, 34,43, 55] and random
forest ML (n = 1) [6]. All studies used publicly available
pretrained models or data augmentation methods during
training. Ground truth differed by study and was estab-
lished by expert agreement with the aid of a more

advanced radiographic modality (n=3) [8, 9, 14], expert
agreement without the aid of a more advanced radio-
graphic modality (n =6) [4, 33, 34, 43, 55, 59], surgical
or histologic confirmation (n = 2) [1, 29], and clinical
diagnosis (n = 1) [6].

The studies were also analyzed by the type of input
feature used and by the specialty of the clinician expert.

Input features could be divided into two main categories:
plain radiographs and MRIs. The interpretation of plain
radiographs by ML models was compared with that of
clinicians in eight studies: detection of osseous abnormali-
ties (n=8)[1, 8,9, 14, 33, 43, 55, 59] and fracture classi-
fication (n = 1) [9]. Detection of osseous abnormalities was
the focus of seven studies, namely distal radius fractures
[14, 33], femoral neck fractures [1], intertrochanteric hip
fractures [55], hip osteoarthritis [59], femoral head osteo-
necrosis [8], or any fracture in the hand, wrist, or ankle [43].
The detection and classification of proximal humerus
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fractures were investigated by one study [9]. MRI in-
terpretation by ML models was compared with that of
clinicians in three studies. The first study evaluated the
detection of general abnormalities in the knee, ACL tears,
and meniscal tears [4]; the second study focused on the
ability to differentiate between tuberculous and pyogenic
spondylitis [29]; and the third study evaluated the detection
of cartilage lesions of the knee [34]. Ultrasound examina-
tion as an input feature was used in one study to distinguish
between lateral epicondylosis and asymptomatic
elbows [6].

Assessing physicians were divided into three groups by
their comparison with ML models: radiologists (6 of 12
studies) [4, 6, 8, 14, 29, 34], orthopaedic surgeons (4 of 12)
[9, 14, 43, 55], and all others (5 of 12), including physi-
otherapists [60], general physicians [9, 59], emergency
medicine clinicians (consisting of physicians assistants and
medical doctors) [33], and undergraduate students with
different levels of education [1].

Statistical Analysis

Given the heterogeneity of the orthopaedic applications, no
quantitative meta-analysis was performed. Because all 12
studies were of comparable quality and they all clearly
included six of the eight critical appraisal items (study aim,
input feature, ground truth, ML versus human comparison,
performance metric, and ML model description), a quan-
titative summarization was provided by calculating the
median absolute improvement. The median absolute im-
provement was determined by calculating the differences
in performance metrics between the ML model and clini-
cian for the most commonly used statistical measures of
performance: accuracy, sensitivity, specificity, and AUC.
The absolute median represents an overview of perfor-
mance where positive and negative values correspond with
superior performance of the ML model and clinician, re-
spectively. No significance of any sort can be attributed to
this summary metric. Accuracy refers to the proportion of
total correct predictions among the total number of pre-
dictions, sensitivity refers to the proportion of true positive
cases among the total number of positive cases, and spec-
ificity refers to the proportion of true negative cases among
the total number of negative cases. AUC refers to the ability
of the algorithm to discriminate between two classes
ranging from 0 to 1.

Superior or inferior performance of the ML model
versus that of clinicians was defined as a significant
better or worse performance, respectively, according to
the statistical tests used in the studies (p < 0.05). Equal
performance was defined as a nonsignificant perfor-
mance difference (p > 0.05). The sizes of the training,
validation, and test sets are reported as percentages of the
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total dataset. We used Microsoft Excel Version 19.11
(Microsoft Inc, Redmond, WA, USA) and Stata® 14.0
(StataCorp LP, College Station, TX, USA) for the sta-
tistical analyses, and Mendeley Desktop Version 1.19.4
(Mendeley Ltd, London, UK) as reference management
software.

Results
Accuracy, Sensitivity, and Specificity

ML models slightly outperformed clinicians working
alone in detecting, differentiating, or classifying ortho-
paedic abnormalities on musculoskeletal imaging in di-
agnostic accuracy and sensitivity, and were on par in
specificity. The median absolute improvement values
were 3% (range -12% to 19%; IQR -2.0% to 7.5%) [1, 4,
9,14,29,34,43, 55, 59] for accuracy, 0.06 (range -0.15 to
0.41; IQR -0.03 to 0.14) for sensitivity, and 0.00 (range
-0.15t0 0.13; IQR -0.048 t0 0.048) [4, 6, 8, 9, 14, 29, 33,
34,55, 59] for specificity. The wide ranges and IQRs in all
three performance measures narrow toward zero, which
indicates that there was no strong difference between the
performance of ML models and clinicians. The median
absolute improvement in the AUC was not calculated
because only four comparisons were provided [6, 8, 29,
55]. The ML models performed better than clinicians in
38% of all performance measures (AUC, accuracy, sen-
sitivity, and specificity; 20 of 52) and worse than clini-
cians in 3.8% (2 of 52); no difference was found in 58%
(30 of 52) (Table 1).

Results Stratified by Input Features

ML models outperformed clinicians more frequently when
interpreting plain radiographs than when interpreting
MRIs. Interpretation of plain radiographs by ML models
was better than that by clinicians in 17 of 34 of all per-
formance measures (accuracy, sensitivity, and specificity)
and worse in zero of 34; no difference was found in 17 of
34. On plain radiographs, ML models performed better
than clinicians in terms of detecting osseous abnormalities
or classifying fractures in 13 of 28 all performance meas-
ures and 4 of 9, respectively; worse in 0 of 28 and 0 of 9,
respectively; and no difference was found in 15 of 28 and 5
of 9, respectively. ML models were able to interpret MRIs
better than clinicians in 3 of 16 of all performance measures
and worse in 2 of 16; no difference was found in 11 of 16.
Only one study evaluated ultrasound interpretations [6],
and it showed no difference between ML models and
clinicians in distinguishing between lateral epicondylosis
and asymptomatic elbows.
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Table 1. Performance of ML models and clinical experts

Validation
Input Outcome ML models vs Total Training size®/ Testing Ground
Author® Output features measures ML models vs clinicians (95% Cl) p value clinicians dataset  size® method size® truth®
Adams et Detection of Radiography  Accuracy 91% (86 to 95) vs 91% 1 CNN vs 800 64% 16% 20% Surgically
al. [1] femoral neck BSc students confirmed
fracture
Bien et al. Detection of MRI Accuracy 85% (78 to 90) vs 89% (87 to 91) 0.301 CNN vs 1370 91% 9% NA Consensus of
d . -
(s general Sensitivity 88% (80 t0 93) vs 91% (88 t0 92) 062  Radiologists three
abnormality . radiologists
Specificity 71% (50 to 86) vs 84% (78 to 89) 0.344
Bien et al Detection of ACL MRI Accuracy 87% (79 to 92) vs 92% (90 to 94) 0.173 CNN vs seven 1370 91% 9% NA Consensus of
d . .
21 tear Sensitivity 76% (64 to 85) vs 91% (87 to 93) 0.019  radiologists dthlree
radiologists
Specificity 97% (89 to 99) vs 93% (91 to 95) 0.566 9
Bien et al. Detection of MRI Accuracy 73% (64 to 80) vs 85% (82 to 87) 0.082 CNN vs seven 1370 91% 0% NA Consensus of
d : . .
3 meniscal tears Sensitivity 71% (59 to 81) vs 82% (78 to 85) 0619  radiologists thlfee.
radiologists
Specificity 74% (62 to 84) vs 88% (85 to 91) 0.019 E
Bureau et Differentiation of  Ultrasound AUC 0.82 (0.80 to 0.85) vs 0.80 (0.66 to 0.94) NA RF vs one MSK 54 100% Loocv NA Clinical
al. [6] lateral Sensitivity 73% vs 68% 0.157 radiologist diagnosis
epicondylosis . . ) and one
and Specificity 79% vs 86% 0.157 physiatrist
asymptomatic
elbows
Chee et Detection of Radiography AUC 0.93 vs 0.91 NA CNN vs two 1892 71% 8% 21% Consensus of
al. [8] femoral head Sensitivity 79% vs 79% 1 radiologists two
osteonecrosis X radiologists
Specificity 95% vs 88% 0.046 and
MRI
Chung et Detection of Radiography  Accuracy 96% (94 to 97) vs 85% (80 to 90) <0.05 CNN vs 1891 90% 10-FCV 10% Consensus of
al-1[9] proximal Sensitivity 99% (99 to 100) vs 82% (78 to 87) <0.05 28 general two
humerus o o . physicians orthopaedists,
fracture Specificity 97% (97 to 98) vs 94% (93 to 96) < 0.05 one radiologist;
CT for failed
consensus
Chung et Detection of ~ Radiography  Accuracy 96% (94 to 97) vs 93% (89 to 97) > 0.05 CNN vs 1891 90% 10-FCV 10% Consensus of
al.-2[9] proximal Sensitivity 99% (99 to 100) vs 93% (89 to 97) > 0.05 11 general two
humerus . 0 Y orthopaedists orthopaedists,
fracture Specificity 97% (97 to 98) vs 97% (96 to 98) > 0.05 one radiologist;
CT for failed
consensus
Chung et Detection of ~ Radiography  Accuracy 96% (94 to 97) vs 93% (87 to 99) > 0.05 CNN vs 1891 90% 10-FCV 10% Consensus of
al-3[9] proximal Sensitivity 99% (99 to 100) vs 96% (95 to 98) > 0.05 19 two
humerus . . ) orthopaedists orthopaedists,
fracture Specificity 97% (97 to 98) vs 98% (96 to 100) > 0.05 specialized in one radiologist;

shoulder CT for failed

consensus
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Table 1. continued

Validation
Input Outcome ML models vs  Total Training size®/ Testing Ground
Author® Output features measures ML models vs clinicians (95% Cl) p value clinicians dataset  size® method size® truth®
Chung et Classifying Radiography  Accuracy 65% to 86% vs 32% to 82% 0.01 CNN vs 1891 90% 10-FCV 10% Consensus of
al. 4191 normal, fracture Sensitivity 88% t0 97% Vs 33% to 69% <0.001 28 general two
of greater . 0 0 . 0 physicians orthopaedists,
tuberosity, Specificity 83% to 94% vs 84% to 94% 1 one radiologist;
surgical neck, CT for failed
three-part, consensus
or four-part
Chung et Classifying Radiography  Accuracy 65% to 86% vs 43 to 90 0.094 CNN vs 1891 90% 10-FCV 10% Consensus of
al.5[9]  normal, fracture Sensitivity 88% 0 97% Vs 44% to 80% 0.001 11 general two
of the greater . 0 0 ) 0 orthopaedists orthopaedists,
tuberosity, Specificity 83% to 94% vs 80% to 97% 1 one radiologist;
surgical neck, CT for failed
three-part, or consensus
four-part
Chung et Classifying Radiography  Accuracy 65% to 86% vs 65% to 93% 0.579 CNN vs 1891 90% 10-FCV 10% Consensus of
al.6[9]  normal, fracture Sensitivity 88% t0 97% Vs 52% to 88% <0.001 19 two
of the greater o 0 0 . . orthopaedists orthopaedists,
tuberosity, Specificity 83% to 94% vs 87% to 98% 0.157 specialized in one radiologist;
surgical neck, shoulder CT for failed
three-part, or consensus
four-part
Gan et al. Detection of Radiography  Accuracy 93% (90 to 96) vs 94% (91 to 96) > 0.05 CNN vs three 2340 87% 13% 13% Consensus of
104 distal Sensitivity 90% (85 to 95) vs 93% (89 to 97) >005  Orthopaedists three
radius fracture . orthopaedists
Specificity 96% (93 to 99) vs 95% (91 to 98) > 0.05 and
cT
Gan et al. Detection of Radiography  Accuracy 93% (90 to 96) vs 84% (80 to 88) < 0.05 CNN vs three 2340 87% 13% 13% Consensus of
2014] distal Sensitivity 90% (85 to 95) vs 81% (75 to 87) <0.05 radiologists three
radius fracture . orthopaedists
Specificity 96% (93 to 99) vs 87% (81 to 92) < 0.05
and CT
Kim et al. Differentiate MRI AUC 0.802 (0.733 to 0.872) vs 0.729 (0.657 to 0.796) 0.281 CNN vs three 161 100% 4-FCV NA Bacteriologic
[29] tuberculous and Accuracy 76% (69 to 83) vs 70% 0.002 MSK and/
pyogenic o ) ) radiologists or histologic
spondylitis Sensitivity 85% (75 to 92) vs 72% 0.002 confirmation
Specificity 68% (57 to 78) vs 69% 0317
Lindsey  Detection of wrist Radiography Sensitivity 94% vs 81% (77 to 84) NA CNN vs 135,845 80% 17% 3% Subspecialized
et ald fracture Specificity 95% vs 88% (85 to 90) NA 39 ED orthopaedist
[33] clinicians (15
PAs; 24 MDs)
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Table 1. continued

Validation
Input Outcome ML models vs  Total Training size®/ Testing Ground
Author® Output features measures ML models vs clinicians (95% Cl) p value clinicians dataset  size® method size® truth®
Liu et al. Detection of MRI Accuracy 84% vs 84% 0.661 CNN versus 17,395 92% 5-FCV 8% MSK radiologist
(4] cartilage lesions Sensitivity 82% vs 73% <0001  radiology
within the knee . 0 0 residents (2),
Specificity 87% vs 95% < 0.001 MSK fellows
(2), MSK (1)
Olczak et Detection of Radiography  Accuracy 83% (79 to 87) vs 82% (78 to 86) NA CNN vs two 256,458 70% 20% 10% Radiology
al. [43] fracture: hand, senior report
wrist, ankle orthopaedic and three
surgeons orthopaedists
Urakawa Detection of Radiography AUC 0.984 (0.970 to 0.996) vs 0.969 (0.951 to 0.984) < 0.001 CNN vs five 3346 80% 10% 10% Orthopaedist
etal. intertrochanteric Accuracy 96% (93 to 98) vs 92% 89 to 95) <0.001 Orthopaedists
[55] hip fracture o
Sensitivity 94% (90 to 97) vs 88% (83 to 93) < 0.001
Specificity 97% (95 to 99) vs 97% (95 to 98) < 0.001
Xue et al. Detection of hip Radiography  Accuracy 93% vs 88% 0317 CNN vs three 420 80% 5-FCV 20% Consensus of
[59] osteoarthritis Sensitivity 95% vs 100% 0.157 physicians two
chief
Specificity 91% vs 78% 0.025 physicians

Bold values indicate that the difference between the performance machine learning models and clinicians was statistically significant (p < 0.05). *Separate comparison were
extracted for Bien et al.,, Chung et al., and Gan et al., for comparing multiple outcome measures between machine learning models and clinicians or comparing different groups
of clinicians with machine learning models. °Percentage of the total amount of the dataset. “The definition of ground truth (reference standard for machine learning models)
varied between each study. “This study also used the measured performance of clinicians aided and unaided by machine learning models.
ML = machine learning; CNN = convolutional neural network; BSc = Bachelor of Science; NA = not available; RF = random forest; MSK = musculoskeletal; LOOCV = leave-one out
cross validation; FCV = fold cross-validation; ED = emergency department; PA = physician assistant; MD = medical doctors.
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Results Stratified by Clinician Expert Specialty

ML models performed similarly to radiologists and
orthopaedists but better than all other clinicians. ML
models performed better than clinicians in two specialist
groups, orthopaedics and radiology, in 7 of 19 and 7 of 23
of all performance measures, respectively, and worse in
00f 19 and 2 0of 23, respectively; no difference was found in
12 of 19 and 14 of 23, respectively. ML models performed
better than all other clinicians (physiotherapists, general
physicians, emergency medicine clinicians, and un-
dergraduate students) in 6 of 10 outcome measures and
worse in 0 of 10; no difference was found in 4 of 10.

Results of Studies of ML Aiding Clinicians

Two studies evaluated the performance of clinicians aided
and unaided by ML models; both demonstrated that clini-
cians aided by ML models outperformed clinicians unaided
by ML. Lindsey et al. [33] showed that clinicians aided by
ML models had improved performance in detecting wrist
fractures compared with their non-aided performance. On
average, clinicians had a relative proportional reduction of
misinterpretation when aided by ML models of 47% (95%
confidence interval [CI] 37 to 54; p < 0.001), compared
with their non-aided performance. Bien et al. [4] evaluated
the ML-aided and ML-unaided performance of clinicians
in detecting general abnormalities and specific diagnoses
on MRIs of the knee and found a mean increase in speci-
ficity of 0.048 for the aided detection of ACL tears (95% CI
0.029 to 0.068; p <0.001).

Discussion

The availability of ML applications in the orthopaedic arena
is increasing rapidly, but few studies have compared the
performance of these models against their human counter-
parts. In 2017, we compared ML models and clinicians in
the neurosurgical field and found that ML generally out-
performed clinicians. However, that study was performed
using not only imaging but also clinical input features in a
wide variety of different ML models and was performed
more than three years ago. Many advancements and novel
techniques have transformed our understanding of the po-
tential for ML since that time. Frequent determination of the
advancements of ML in medicine and its performance
compared with clinicians is important in this rapidly grow-
ing field. In fact, none of the included studies in this review
had been published before our 2017 neurosurgical review.
We found that ML models again outperformed clinicians
more than clinicians outperformed ML models, but in ag-
gregate these improvements were small. Also, clinicians
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aided by ML models performed better and faster compared
to their non-aided performance. ML models demonstrate
great potential to improve the assessment of musculoskeletal
imaging. However, significant hurdles—such as the lack of
transparent reporting, inaccurate ground truth labeling, and
transportability issues to the clinical nonresearch setting—
must be overcome before clinicians can embrace ML models
in daily practice.

Limitations

This review has several limitations. First, summarizing the
results with medians does not provide adequate weight to
each study based on quality and size. The size of studies
ranged from 54 to 256,458 datapoints and no correction
could be made for this imbalance. Two studies did not use a
proper holdout test set [4, 29], which could overestimate
model performance as the data was used for both training
and testing. Three studies assessed multiple outcome
measures [4, 9, 14], resulting in an overrepresentation of
these performance measures. Ideally, randomized con-
trolled trials ensure fair comparison between ML models
and clinicians, but to date, only two of these randomized
trials exist [32, 57]. However, to justify the data pooling, all
included studies were of comparable high quality—
maximum score on six of the eight critical appraisal
items—and randomized clinical trials in ML models are not
(yet) widely accepted. Second, our group conducted a
similar review in 2017 in the field of neurosurgery [48];
there were no overlapping studies between both reviews.
Third, ground-truth establishment differed throughout the
studies, ranging from surgical or histologic confirmation to
expert consensus. Some models could therefore have been
trained on datasets containing human errors, leading to an
overestimation of the clinician’s performance. For exam-
ple, an incorrectly labeled ground truth can lead to incorrect
training of the algorithm, thereby falsely decreasing the
algorithm’s performance. If the clinician also does not as-
sume that a fracture is present, his or her performance will
falsely increase. In this review, all studies used relatively
accurate ground truth labels such as data labeled by experts
or histopathological confirmation compared with more
error-prone radiology reports that may have been dictated
by inexperienced junior residents. Therefore, the un-
derestimation of the performance metrics of the ML models
are of limited proportion. Fourth, positive publication bias
may have occurred because studies that reported the
favorability of ML models may have been published more
frequently. Additionally, all reviewed studies included
comparisons in imaging, specifically in settings where ML
models currently show the most promising results in mul-
tiple disciplines and are expected to outperform clinicians
[7, 48]. The superiority of ML models might therefore be

Copyright © 2020 by the Association of Bone and Joint Surgeons. Unauthorized reproduction of this article is prohibited.
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overestimated and only applicable to imaging tasks, espe-
cially because it constitutes only one of the clinician’s
many specific tasks. It is reasonable to expect many trials in
the near future to provide a more accurate comparison
between ML models and clinicians as algorithm validation,
implementation, and overall acceptance is increasing in
clinical care. Fifth, the performance of the ML models
could have been overestimated in studies that did not use a
proper independent test set. Further, studies differed in the
amount of analyses and outcome measures, which could
have caused overrepresentation of some studies. No uni-
form comparison could have been made to prevent this
overrepresentation because there was heterogeneous
reporting of outcome measures. Furthermore, a p value was
not provided for four of 57 outcome measures. All four
showed that the ML models had superior performance, and
in these cases, the strength of the ML models might have
been underestimated [6, 8, 33]. Sixth, the AUC was pro-
vided in only four studies with two p values, making a
comparison unwarranted. However, binary predictions were
made in all studies, making this limitation less problematic.
Seventh, because all studies used a binary assessment, the
clinician had to choose between the occurrence or non-
occurrence of an event. This meant that there was no con-
sideration of the clinicians’ doubt—which is often the case
in clinical practice—this might have underestimated the
clinician’s performance. The implementation of ordinal
(such as, occurrence, doubt, or nonoccurrence) or continu-
ous (percentage of confidence of the occurrence) could
mimic a more realistic environment in future comparative
studies. Eighth, none of the studies adhered to the TRIPOD
guideline, in particular the subitems of model specification
and development. Following this statement is important to
promote uniformity in presenting and developing ML
models, thereby allowing future studies to be compared [10].
Lastly, no study included speed as a performance measure.
In simple and repetitive tasks, the computer is increasingly
expected to outperform humans on this measure.

Accuracy, Sensitivity, and Specificity

Machine learning models provided, in aggregate, only very
slight improvements in diagnostic accuracy, sensitivity, and
specificity compared with clinicians working alone. In the
similar study by Senders et al. [48], we found an overall
stronger performance of ML models compared with clinicians
in neurosurgery. This might be explained by the fact that none
of the included ML models in the current study used clinical
input features such as age or vital parameters. The relationship
between clinical parameters and outcomes such as post-
operative survival is considerably more intricate, and espe-
cially in prognostication ML models, may outperform
clinicians. Several nonradiology orthopaedic ML models exist

but none have been compared with humans to date [7, 13, 27,
46]. In our earlier neurosurgery study, 10 of 23 studies com-
pared ML models using clinical features as input with clini-
cians in predicting outcomes. All 10 demonstrated overall
better performance of ML models compared with clinicians.
Future studies should investigate the potential benefit of ML
models using nonradiology input features to predict outcomes
such as presurgical planning or survival in orthopaedic patients
to determine the added value of these kind of algorithms.

Input features

Machine learning models were primarily used to interpret
radiologic data with the use of neural networks. Overall,
ML models outperformed clinicians more when interpret-
ing plain radiographs than when interpreting MRIs. Studies
that investigated interpretation of plain radiographs looked
at single radiographs showing osseous structures, while a
series of MR images were converted to a two-dimensional
image showing various structures. Additionally, the
availability of training data for ML models that interpret
plain radiographs is much higher than for ML models that
interpret MRIs. This is reflected in the size of the datasets;
plain radiographs had a larger median dataset than MRIs:
2116 (IQR 1073-24,754) datapoints and 1370 (IQR
161-17,395) datapoints, respectively. As a recent study
demonstrated, an increase in the size of training dataset to
around 5000 images corresponded with increased perfor-
mance, after which no benefit of additional training data
was noticed [56]. Diversity in the predicted outcomes also
influences on ML models’ performance. In Chung et al. [9],
distinctive fracture lines in the greater tuberosity with low
variability made detection easier compared with fractures
in the more complex anatomical surgical neck site. The
same applies for detecting an osseous abnormality versus
soft tissue abnormality; in general osseous abnormalities
are more evident on imaging resulting in a better ML
models’ performance. Detection of “simple” osseous ab-
normalities on relatively uncomplicated plain radiographs
might thus yield a higher difference in performance than
complex MR images.

Clinician Specialty

Radiologists and orthopaedists generally performed simi-
larly to ML models, while ML models mostly out-
performed other nonexpert clinicians. This suggests that
ML models can improve health care by assisting in well-
defined tasks for non-musculoskeletal specialists or train-
ees and can aid clinicians in more austere or remote set-
tings. Our neurosurgical review included studies that
compared ML models and clinicians subdivided by
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specialty, but no separate analyses were provided to make a
comparison [48].

Combining Clinicians and ML

Considerable improvements were demonstrated in the di-
agnostic accuracy of specialists aided by ML models. In
orthopaedics, the potential benefit of lower mis-
interpretation rates of radiographs is especially worthwhile.
In addition to potential liability issues [3], misdiagnosed
radiographs may have severe clinical consequences such as
joint collapse and posttraumatic osteoarthritis. Also,
assessing abnormalities of the musculoskeletal system on
imaging comprises a significant amount of time during
daily orthopaedic practice. Clinicians must view an in-
creasing amount of imaging studies and complexity com-
pared with 10 to 20 years ago, making it both time
consuming and more prone to error [39]. Multiple studies
suggest that time devoted to imaging interpretation
decreases when aided by ML models compared with non-
aided time [16, 19, 33]. This emphasizes that these ML
models could improve the safety and effectiveness of pa-
tient care while working in conjunction with human
counterparts.

Future Prospects and Conclusions

We found that ML models have comparable performance
to clinicians in assessing musculoskeletal images. ML
models may enhance the performance of clinicians as a
technical supplement rather than as a replacement for
clinical or natural intelligence. On the other hand, there
are circumstances in which ML models perform tasks that
lie beyond the capacity of clinicians, such as accurately
predicting complications and survival in patients with
cancer [5, 21, 23,27, 51]. Additionally, the advantages of
using computers in helping make clinical decisions—such
as uninterruptedly working at a high speed without
fatigue—hold great potential to improve healthcare. Future
studies should emphasize how ML models can comple-
ment clinicians, instead of analyzing the potential supe-
riority of one versus the other. Substantial challenges exist
before ML can be used regularly in daily practice. The
sterile research environments in which algorithms are
developed do not reflect the conditions observed in clin-
ical practice. Also, ML models often reveal connections
between disease characteristics and clinical outcomes in
ways humans cannot understand [47]. This results in a
lack of explanation or rationale for the crucial decisions
ML models make, which is currently known as the “black
box problem.” Clinicians could be guided toward in-
correct decisions if the algorithm is not well understood.
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The heat map proposed by Lindsey et al. [33], could
provide a solution to this issue. This heat map is overlaid
on the radiograph and highlights the model’s calculated
probability of a fracture—from yellow when the models is
more confident to blue when less confidence—without
making the binary decision of the bone being fractured or
not. The optimal synergy between man and machine can
be achieved by improving transparent reporting, dimin-
ishing bias, determining feasibility of application in the
clinical setting, and appropriately considering con-
clusions. In the future, orthopaedics will likely embrace
machine learning as a technical supplement rather than
as a replacement for clinicians, creating a desirable syn-
ergy between “machine and man” rather than “machine
versus man.”
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