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Abstract

Compared to open surgical techniques, laparoscopic surgical methods aim to reduce the collateral 

tissue damage and hence decrease the patient recovery time. However, constraints imposed by the 

laparoscopic surgery, i.e. the operation of surgical tools in limited spaces, turn simple surgical 

tasks such as suturing into time-consuming and inconsistent tasks for surgeons. In this paper, we 

develop an autonomous laparoscopic robotic suturing system. More specific, we expand our smart 

tissue anastomosis robot (STAR) by developing i) a new 3D imaging endoscope, ii) a novel 

actuated laparoscopic suturing tool, and iii) a suture planning strategy for the autonomous 

suturing. We experimentally test the accuracy and consistency of our developed system and 

compare it to sutures performed manually by surgeons. Our test results on suture pads indicate that 

STAR can reach 2.9 times better consistency in suture spacing compared to manual method and 

also eliminate suture repositioning and adjustments. Moreover, the consistency of suture bite sizes 

obtained by STAR matches with those obtained by manual suturing.

I. Introduction

The benefits of minimally invasive surgery (MIS) approach, such as reducing collateral 

tissue damage, has motivated the recent transition of surgical procedures from open to 

laparoscopic [1], [2]. However, compared to open surgical techniques, laparoscopic surgical 

methods entail several challenges due to limitations in the motion of surgical tools and 

visual cues form the surgical scene. Such limitations can turn simple tasks in open surgery to 

inconsistent and time-consuming tasks in the laparoscopic setting for the surgeon [3]. In the 

same vein, suturing, as a crucial element of almost all surgical procedures that directly 

affects the anatomic reconstruction, suffers from such limitations.

hsaeidi@umd.edu. 

HHS Public Access
Author manuscript
IEEE Int Conf Robot Autom. Author manuscript; available in PMC 2021 February 23.

Published in final edited form as:
IEEE Int Conf Robot Autom. 2019 May ; 2019: 1541–1547. doi:10.1109/icra.2019.8794306.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Advances in the field of medical robotics over the past two decades have enabled highly 

dexterous and precise robotic assisted surgery (RAS) systems capable of performing a MIS 

approach and hence reducing duration of surgery, and patient’s recovery time [4]. Currently, 

robotic surgeries exclusively rely on a tele-operated control strategy, where every motion of 

the surgical tool is performed by the surgeon on a controller. Examples of such systems 

include the da Vinci Surgical System (Intuitive Surgical, Sunnyvale, California) [5] that has 

been used in various surgical procedures in urology, gynecology, cardiothoracic, and general 

surgery. one of the most recent commercially available robots is Senhance (Transenterix, 

Morrisville, NC) and has been used in inguinal hernia repair as well as upper gastrointestinal 

surgery and cholecystectomies [6]. However, functional outcomes of the above-mentioned 

master-slave systems depend on the training, proficiency, and daily performance changes of 

the surgeons that vary between the individuals and introduce human-related risk factors in 

the surgical system contributing to complication rates reaching up to 20% in general 

surgeries [7].

In this paper, we further extend our smart tissue autonomous robot (STAR) [8]-[10] and 

enable autonomous laparoscopic suturing. The STAR aims to provide consistent and 

effective laparoscopic suturing via a specifically-designed robotic system and ultimately 

substitute human skills. This can be achieved by reducing the total time of suturing task 

compared to the state-of-the-art tele-operated RAS [5], and standardizing and uniforming 

the quality of suturing outcome [11]. The STAR system consists of 1) a robotic arm 

equipped with, 2) an actuated suturing tool, and 3) a camera system to support vision-

guidance and control system. Our contributions in this paper are threefold and expand on the 

components 2 and 3 of STAR. As the first contribution, we develop and test a novel 

laparoscopic 3D camera system suitable for surgical robotic applications. The 3D imaging 

endoscope provides a quantified peripheral construction of the surgical scene with an 

expansion to point cloud segmentation for autonomous planning of suturing.

As the second contribution, we develop a new robotic laparoscopic suturing tool via 

modifying the commercially available Proxisure suturing tool (Ethicon Inc. Somerville, NJ, 

United States). Proxisure is the only commercial suturing tool designed to compensate for 

laparoscopic constraints by adding 2 additional degrees of freedom (DOF) at the distal tip. 

By motorizing and mounting the Proxisure tool on a 7 DOF medical light weight robot 

(LWR) from KUKA (KUKA AG, Augsburg Germany), we enable STAR to place sutures in 

any orientation in the surgical field. We design and implement specialized hardware and 

software based on the developed camera and tool to execute autonomous suturing steps 

under supervision of human.

Finally, as the third contribution of this paper, we propose a segmented suturing planning 

method based on point clouds obtained from the 3D endoscope. The proposed method 

calculates the suture point locations based on the coordinates of the incision groove and cut. 

We experimentally demonstrate the accuracy and consistency of our new laparoscopic 

robotic suturing system and compare the results against manual laparoscopic suturing 

performed by experienced surgeons.
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II. Motivation and Previous Work

A. Surgical Robotic Camera Systems

For autonomous surgical planning in a minimally invasive setting, a quantified 3D 

reconstruction of the scene with less to no data loss is critical. Current 3D reconstruction 

techniques such as stereoscopy, time-of-flight, plenoptic imaging and dot-like structured 

illumination have their limitations in reconstructing 3D based on natural inherent tissue 

features [12]-[14]. This limitation constrains the 3D accuracy to highly featured samples, 

and thus is not applicable for internal organs with few features such as intestine, kidney, or 

bladder. Moreover, the computational cost in the corresponding search between overlapped 

binocular view (stereoscopy), or hardware limitation (high source noise at the laser 

illumination or at the detector in time-of-flight, and customized microlens array in plenoptic 

imaging) also prevent miniaturization of cameras using these techniques into a laparoscope.

To improve these limitations for minimally invasive robotic surgery, a structured 

illumination technique using fringe projection profilometry is applied in this study to deduce 

a dense 3D point cloud. The technique reconstructs 3D geometry of the scene based on a 

continuous phase distribution. The phase is calculated based on multiple modulated shifted 

vertical fringe patterns to reflect sample height based on the captured fringed concavity and 

convexity. A 3D imaging endoscopic system using this technique has been demonstrated 

within a minimally invasive setting. The system provides dense point cloud with up to 250 

μm accuracy in non-tissue and 500 μm on porcine tissue such as skin and intestinal tissues, 

detailed in [15]-[17]. Specularity with liquid on tissue in-vivo was taken care of at the image 

processing base with this setup due to lack of light input for hardware modification. This is 

achieved in 2D scale in which each image is denoised and filtered with Gaussian average 

filtering, as well as in 3D scale with neighboring filtering.

B. Robotic Suturing Tools

Anastomosis is a critical step of every surgical procedure and occurs more than a million 

times each year. Studies show that efficient and effective anastomosis is necessary for patient 

healing [18], with prolonged procedures correlating to poor surgical outcomes. Despite the 

frequency of surgical intervention and importance to clinical outcome, the surgical motions 

required for knot tying and suturing tissue require high dexterity that is difficult to perform 

with traditional tools under laparoscopic conditions. on average, manual laparoscopic 

anastomosis can last from 30 to 90 min depending on the tissue sutured [19], [20]. Two 

laparoscopic suturing devices, Endo StitchTM (Covidien, MA) and Endo360 (Endo-

Evolution, Raynham, MA) [21], enable surgeons to manually suture with simplified motion. 

By incorporating either a linear (Endostitch) or circular (Endo360) needle, the throwing 

motion to pass suture through tissue has been reduced to the pull of a trigger. Comparison of 

manual anastomosis to these suturing tools demonstrates both time and cost of suturing are 

improved [22]. Unfortunately, inter-surgeon variations in technique, experience, and 

decision still directly impact the consistency and quality of anastomosis [23]. In our previous 

work, we achieve superior consistency in suture placement and tension using a motorized 

Endo360 suturing tool coupled to the KUKA LWR 4+ robot, resulting in a more leak free 

anastomosis [10]. However, despite this advancement, the motorized Endo360 only provides 
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one of the two motions needed at the distal tip to provide complete 6 degrees of motion in 

the laparoscopic setting.

To achieve the full 6 degrees of freedom within the laparoscopic surgical field, our team has 

previously designed and prototyped a laparoscopic clipping tool [24]. The laparoscopic tool 

includes two pitch and yaw motions to provide wristed motion of the distal tip, as well as a 

circular needle to simplify the motion of passing a needle through tissue. When actuated, the 

tool approximates tissues by applying individual clips to target tissues. The resulting 

anastomosis is similar to that performed by an interrupted stitch. Unfortunately, the 

complexity of the tool and wear of back drive springs in the clipping mechanism makes it 

currently impractical for prolonged use. Most recently, Ethicon released Proxisure, the first 

commercial tool with circular needle drive and two degrees of freedom at the distal tip. The 

Proxisure tool provides both pitch and roll so the distal needle can be positioned in any 

orientation. In this paper, we adapt the Proxisure suturing tool to the STAR system by 

motorizing the pitch, roll, and needle drive mechanisms with the help of a tool adapter and 

three axis motor pack.

C. Autonomous Suturing Robots

Medical RAS have been utilized in different but limited forms including general surgeries, 

orthopedics, neurology and urology. In suturing applications specifically, master-slave 

paradigms have been utilized to address the problem of providing a dexterous workspace 

given the constraints of tool insertions in small volumes as well as improved visualization. 

Examples include, da Vinci surgical system [5], MiroSurge [25], and the Raven surgical 

robot [26]. However, such systems do not fully or partially replace surgeons. Therefore, 

some techniques have been proposed to augment the master-slave robots with active 

monitoring and modification methods assisting with specific task features.

Virtual fixtures are one of the common methods for guiding the motion of medical robots. 

These techniques either prevent the motion of robots from entering forbidden regions of the 

task space or steer the robot towards desired paths in the workspace [27]. Other efforts 

include the development of hand-held laparoscopic suturing tools for knot tying [28], [29]. 

The performance of such method solely depends on the existence of a surgeon in the loop.

In addition to virtual fixtures and hand-held tools, different estimation techniques have also 

been utilized towards increasing the autonomy of robotic suturing. Some methods are only 

focused on real-time visual feedback for autonomous suturing such as dynamic suture thread 

tracking [30] and adaptive 3D tracking of needle in laparoscopic tasks [31]. Computational 

methods are proposed for optimal selection of entry ports and needle grasps for autonomous 

robotic surgical assistants but the results are not experimentally implemented [32]. Other 

techniques include the estimation of internal deformation force during suturing to minimize 

tissue deformation and pave the way for future fully autonomous suturing [33]. Automation 

of needle grasping in laparoscopic suturing is proposed in [34] to ease and shorten the start 

of suturing process. Some novel methods have also introduced optimal algorithms for 

choosing needle diameter, shape, and path for robotic suturing via conventional needle 

drivers [35].
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Given the current state-of-the-art laparoscopic surgery and RAS instruments, there is clear 

need for increasing the autonomy of robotic suturing. In this work we propose a method for 

calculating the suture points for the autonomous robot controller. Our method uses a point 

cloud segmentation technique, based on the coordinates of the incision groove obtained, to 

determine the 3D coordinates of the suture placement locations. This method aims to replace 

the linear interpolation method in our previous autonomous suturing system [10] and 

provide more accurate placement of sutures.

III. METHODS

A. Testbed

The experimental testbed developed in this paper is shown in Fig. 1.a. This testbed includes 

our novel robotic laparoscopic tool which is mounted on a 7-DOF KUKA Med lightweight 

arm (KUKA LWR Med) as the surgical robot, and our novel 3D imaging endoscope. The 3D 

endoscope and robotic suturing tools are detailed in the following.

1) 3D Imaging Endoscopic System: The vision system supporting robotic 

manipulation in this paper incorporates a quantified 3D reconstruction with surgical 

planning method for autonomous suturing path.

a) System Setup:  The main components of the imaging system (Fig. 1.b) include a digital 

light projector with variable optical assembly (TI-DLP EVM3000, Texas Instrument, Dallas, 

Texas, USA) to couple into a rigid endoscope (260030 AA, Karl Storz Endoscopy, 

Tuttlingen, Germany) for fringe projections to the sample. The reflected fringed tissue 

images then are focused and relayed to a second rigid scope (ICG 260030 ACA, Karl Storz 

Endoscopy, Tuttlingen, Germany) to an imaging lens (IL, AC254-060-A, Thorlabs, NJ, 

USA) to a CCD (GS3-U3-15S5M-C, Point Grey Research Inc, Richmond, Canada). The 3D 

reconstruction technique is based on the relations between camera calibration parameters 

[36] and a calculated wrapped phase distribution.

b) Hand-Eye Calibration:  The hand-to-eye calibration between the base of the KUKA 

and the camera is based on a 3D-3D registration. First, a 12x9 chessboard is positioned in 

the field of view of the camera and the 3D coordinates of its four corners are measured. 

Then, a 614 mm long pointed concentricity tool with a circular runout tolerance of 0.1 mm 

is mounted on the KUKA and the 3D coordinates of the same corners are measured in the 

base coordinate system of the robot by touching them with the tip of the tool. Finally, the 

position and rotation between the two coordinate systems is estimated by minimizing the 

sum of least-squares errors between the two sets of 3D points [37]. The calibration 

procedure takes about twenty minutes to execute.

2) Suturing Tool: A novel multi-axis suturing tool (Fig. 2) was designed and prototyped 

to perform the autonomous suturing tasks in this study. The suturing tool was assembled by 

deconstructing the handle of a commercially available Proxisure suturing device and 

individually coupling each joint to a three axis motor pack using a customized tool adapter 

(Fig. 2.a). Each of the motors are energized independently to actuate one of three actions: 

pitch (Fig. 2.b), roll (Fig. 2.c), and needle drive (Fig. 2.d). The pitch and roll motions of the 
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tool can be combined to provide an extra two degrees of freedom within the surgical space. 

When the tool is used under laparoscopic constraints, these two degrees of freedom restore 

full 6 degree of freedom positioning of the tool tip, enabling the robotic system to suture in 

any orientation. Each motor includes an encoder for precise positioning using EPOS2 

controllers (Maxon Motors, Sachseln, Switzerland). Communication between the robot and 

tool is through a controller area network (CAN). The pitch and needle drive motors are 

homed by energizing each motor with current control until they reach a hard stop. The multi-

axis tool is compatible with Ethicon brand suture of various size and materials. In the 

following studies, 2-0 polyester Ethibond suture is used for testing.

B. Surgical Task and Evaluation Criteria

The surgical task considered in this paper includes performing a laparoscopic suturing on a 

straight incision. For the experiments, surgeons and STAR were instructed to complete a 

knot and 3 running stitches to close a 21mm incision (Fig. 3) on a 3-Dmed (Ohio, United 

States) training suture pad. The metrics for measuring the efficiency of STAR consist of i) 

task completion time, ii) the distance between consecutive stitches, iii) bite size (i.e. distance 

between stitch and the incision edge), and iv) repositioning mistakes during suturing. The 

latter three measures are known to influence the complications of healing process such as 

breaking and infections [38], [39].

C. Control System

Fig. 4 shows the block diagram of the autonomous controller. In this control loop, 3D 

surface of tissue is constructed via the point cloud obtained by the camera shown in Fig. 1.b 

described earlier in this section. A suture point planning strategy uses the 3D surface 

information to determine the desired location of each knot and running stitch (later detailed 

in Section III-C.1). The resulting 3D coordinates of the reference suture points in the robot 

frame along with the current robot positions are passed to a high-level suturing logic and 

task planner (later detailed in Section III-C.2) which plans the sequence of robot motions to 

complete the knot and running stitches on the desired and equally spaced positions. The 

corresponding smooth time-based trajectories of the robot motion are calculated in real-time 

using Reflexxes Motion Libraries [40]. These trajectories are converted from task space to 

joint space of the robot via Kinematics and Dynamics Library (KDL) in Open Robot Control 

Systems (OROCOS) [41]. Finally, low-level controllers of robot and tool are implemented 

via Fast Research Interface (FRI) [42] and real-time toolkit (RTT) [43] in OROCOS library 

to guarantee that robot and tool follow the desired joint-space trajectories. Next, we explain 

the suture planning method.

1) Planning Strategy for Suturing: The suture pad is placed approximately 5 cm from 

the distal end of the endoscope for a desired field of view and to mitigate specular 

reflectance from the projected light. The cut line on a suture pad is located within the 

imaging field of view. A 3D point cloud distribution of the cut is analyzed to calculate the 

suture points for the robot based on the coordinates of the segmented cut groove and edge. 

The algorithm is executed in these 5 steps:
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1. Region of interest (ROI) localization: An interactive polygon is drawn manually 

with boundary coordinates defining the point cloud boundary to focusing 

subsequent point cloud segmentation analysis within a smaller ROI (black 

polygon in Fig. 5.b). The purpose of this sampling method is to speed up the 

subsequent cut analysis by restraining only the cut feature ROI. The ROI 

precision and accuracy is related to the field of view and degrees of freedom of 

the optics. A thorough assessment of this relation is examined in [15], [16].

2. Point cloud sectioning: The overall point cloud with the cut feature inside the 

cropped ROI is sub-sampled along one direction that most reveals the cut groove 

(black dots in Fig 5.c and Fig 5.d). The spacing between each section is the 

planned suture spacing. In this study, we chose a 4-mm spacing to provide 

adequate and equal spacing on the desired 21 mm suture path.

3. Cut groove determination: The cut groove is identified by finding a prominent 

minimal peak along the point cloud section based on height differentiation from 

the neighboring depth values (red circles in Fig. 5.c and Fig. 5.d).

4. Cut edge calculation: Once the cut groove is defined, two regions on the left and 

right side of the cut groove are selected to find the cut edge. The index of the cut 

edge is deduced based on a point, which is farthest from the line connecting the 

cut groove point and the boundary point (blue and magenta cross markers in Fig. 

5.c and Fig. 5d).

5. Suture point detection: The suture point is determined with x-y coordinates from 

the cut groove and z-coordinates as the average depth of the left and right cut 

edge (red triangles in Fig. 5.c and Fig. 5.d). The 3D coordinates of the calculated 

suture points are transformed to world coordinates for robotic manipulation.

With the total size of the targeted cut line of 21 mm, 4 target points representing the location 

of knot and three running sutures are computed for a 4-mm suture spacing. The 

computational time for all 5 steps is within 30 seconds on an Intel Core i7-6500 CPU, 16 

GB RAM laptop.

2) High-Level Suturing Logic and Task Planner: As mentioned earlier in Section 

III-B, the suturing task includes a first knot followed by 3 running stitches. The location of 

the knot and each stitch is determined on the suture line (incision) via the algorithm 

explained in Section III-C.1. These points will be the references for the tool control point 

(TCP) of the robot. The reference/desired orientation of TCP is determined in a way that the 

jaw of the suturing tool is perpendicular to the suturing path.

The first subtask is to complete a knot at the first reference position and orientation. 

Completing a knot requires biting the tissue, tensioning the thread, and making two loops of 

suture to lock the knot into place. As shown in Fig. 6, the TCP of robot is commanded to the 

first position of the knot on the incision. The needle drive is then actuated so that the suture 

completes a bite of the suture pad (i.e. insert the needle through the tissue) (Fig. 6.a). Next, 

the initial bite of suture is tensioned to a height of 9cm (Fig. 6.b) and the tool is rotated to an 

orientation parallel to the suture line. To perform the first loop of the knot, a surgical 
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assistant places the tail of the suture within the jaw of the suturing tool using a laparoscopic 

needle driver, and STAR actuates the needle drive (Fig. 6.c). The first loop of the knot is 

then tensioned by raising the suture tool above the suture plane (Fig. 6.d). After STAR 

tensions the first loop, the process is repeated to throw and tension a second loop of the knot, 

locking it into place on the suture pad (i.e. Fig. 6.e and Fig. 6.f).

The second subtask is to complete three running stitches along the length of the incision. To 

complete the running stitches, STAR executes the first two steps of the knot tying sequence 

for each suture location that was found in Section III-C.1 (i.e. Fig. 6.a and Fig. 6.b). The 

position and orientation of the suture tool is autonomously adjusted for each stitch, such that 

the jaws of the tool remain perpendicular to the cut line. The amount of thread needed for 

the running sutures can be estimated by the following equation [8]:

L > 2TN + (N − 1) 2T2 + d2

where L is the total length of thread needed to complete N stitches of width T with the 

distance between stitches of d. In our experiments, N = 4, T = 8 mm, and d = 4 mm and 

hence an estimation of required length is L = 100 mm. The tensioning distance at each stitch 

can be easily calculated by reducing the amount of thread used before the current stitch from 

the total required length of thread at the start of the suturing. Here on average 18 mm is 

subtracted from the tensioning distance after each completed stitch.

IV. Experiments and Results

A. Test Conditions

For each of the manual and autonomous suturing tasks, 5 experiments were conducted and 

the aforementioned criteria were recorded and analyzed. The manual suturing experiments 

were completed by two expert surgeons using a laparoscopic trainer.During the suturing, the 

surgeon views the suturing scene via a tablet screen and operates two needle drivers through 

the ports on the laparoscopic trainer box.

For the autonomous suturing, first the tissue surface is detected by the 3D endoscope 

described earlier in Section III-A.1. The suturing way-points are determined via the method 

detailed in Section III-C.1. Finally, we complete the knot and running stitches with an 

autonomous control loop detailed earlier in Section III-C (Fig. 4). Since the robotic suturing 

is performed by one robotic arm, a surgical assistant uses a laparoscopic needle driver to 

manage the excess length of the suture thread.

B. Results

The results of the experiments are summarized in Tables I and II. Representative examples 

of manual suturing and autonomous suturing results via STAR are shown in Fig. 7.

1) Completion Time: As presented in Table I, the average total task completion time for 

the autonomous method is 106.4 seconds longer than manual method. Completing the knot 

contributes to the majority of this difference (i.e. 83.2 seconds longer in the autonomous 
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mode with p < 0.001), while the remaining difference is related to the speed of the stitching 

steps (i.e. 23.2 seconds longer in autonomous mode, p < 0.01, for 3 stitches).

2) Distance Between Stitches: The average suturing distance obtained by STAR is 

statistically l.02 mm larger than the manual, p < 0.001. The desired value of spacing 

between the stitches for STAR is 4 mm and the experimental results show an average 

spacing of 4.7 mm. However, variance of suture spacing is significantly less for STAR than 

human p < 0.001 which indicates that STAR placed the running stitches more uniformly (2.9 

times better) compared to the human surgeons.

3) Bite Size: Although the average bite size of STAR is statistically larger than manual p 
< 0.001 the variance of the bite size is non significant for STAR and human (p = 0.837). This 

indicates that STAR is just as consistent as human surgeons when suturing a specified depth.

4) Number of Stitch Repositions: In the experiments, the human surgeons made an 

average of 1.6 suture corrections per test (i.e. 1.6 corrections for 1 knot and 3 stitches). In 

contrast, because of the positioning accuracy and repeatability, STAR required zero 

corrections per test.

V. DISCUSSION

From the total of four criteria used in this paper, the consistency of STAR outperforms 

manual suturing in two metrics. High consistency and accuracy in suture spacing provides a 

reliable method for placing sutures at the desired planned locations. Also, compared to 

manual method, STAR prevents additional throws for placing the sutures as the number of 

suture corrections are zero, minimizing unnecessary damage to the tissues. Furthermore, in 

our experiments the consistency of bite size is equal to human.

Despite high consistency and accuracy of STAR in performing the suturing task, the overall 

process is slower than the manual method. One of the main reasons behind the slower pace 

of suturing in autonomous mode is due to the limited maximum speed of the motors used in 

the suturing tool. Given the current motors and internal mechanism of the tool, when the 

needle drive motor is actuated at full speed, completing each knot loop or bite with the tool 

takes 18 seconds (i.e. the time for the needle to complete a full circular drive). With faster 

motors this can be reduced to 2 seconds. Moreover, the maximum values of robot speed 

were intentionally chosen low (1 cm/s) to ensure safety during tests (e.g. preventing sudden 

suture tensions or fast contacts with the suture pad). These values, can be optimized in future 

to make a balance between safety and speed.

In this paper, we proved the feasibility of using the new laparoscopic suturing tool and 

camera system with our STAR system. We will add a remote center of motion (RCM) to the 

planning and control algorithms of the robot to accommodate the motion of robot via the 

laparoscopic ports and also will include a trainer box in the autonomous control experiment 

to ensure the performance of STAR in restricted abdominal spaces. Other limitations of the 

current work include the use of a static endoscopic image for suture path planning. This 

method is effective for the static suture pads used in the current experiments. However, for 
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more complex suturing task on real tissues, the suture planning should be updated regularly 

based on the current status and motion of tissue detected via real-time 3D image frames. 

Furthermore, in order to make the suture planning strategy robust to dynamic disturbances 

such as blood on the tissue, we will integrate biocompatible near-infrared (NIR) marking 

into the current camera system and use them as descriptive landmarks for tracking the 

tissues and updating the suture plans in real-time.

VI. Conclusion

In this paper we advanced our STAR system by developing a new 3D imaging laparoscope 

and a new suturing tool for enabling robotic laparoscopic suturing. Moreover, we proposed a 

suture planning technique based on the 3D images obtained from the new imaging system 

and implemented it in the robot control system. Our test results indicate that with our 

enhanced STAR system we can achieve a superior consistency in suture spacing and also 

minimize the suture repositioning compared to manual laparoscopic methods. Future work 

will include improving the suturing speed, while maintaining the consistency and accuracy 

of the suturing, as well as anastomosis tests on animal cadavers and in-vivo.
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Fig. 1: 
a) Robotic laparoscopic suturing system, b) 3D imaging endoscope (IL: Imaging Lens).
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Fig. 2: 
a) Suturing tool, b) pitch actuation, c) roll actuation, d) needle drive.
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Fig. 3: 
Suture task and metrics.
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Fig. 4: 
The autonomous control loop.
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Fig. 5: 
Suture planning strategy: (a) A white reflectance image of the cut sample. (b) Collected 

point cloud with ROI. (c) An example of calculated cut groove, left and right cut edges, and 

the suture point. (d) An overlay of the calculated coordinates with suture spacing of 4 mm.
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Fig. 6: 
Steps of executing a knot: a) bite, b) tensioning, c) first loop, d) tension of first loop, e) 

second loop, f) tension of second loop.
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Fig. 7: 
Examples of suturing: a) manual, b) autonomous.
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TABLE I:

Comparison of the results via completion time.

Total (sec) Knot (sec) Stitches (sec)

Test Avg. Std. Avg. Std. Avg. Std.

Manual 180.20 13.53 92.2 17.28 88.00 9.59

STAR 286.60 6.68 175.4 6.34 111.2 5.56
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TABLE II:

Comparison of the results via distance between stitches, bite size, and number of suture repositioning.

Dist between
stitches (mm)

Bite
size (mm)

Number of
repositioning

Test Avg. Std. Avg. Std. Avg. Std.

Manual 3.68 1.19 2.53 0.86 1.60 0.80

STAR 4.70 0.41 3.41 0.83 0.00 0.00
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