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Screening for Phrase
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A b s t r a c t Purpose: The authors study the extraction of useful phrases from a natural
language database by statistical methods. The aim is to leverage human effort by providing
preprocessed phrase lists with a high percentage of useful material.

Method: The approach is to develop six different scoring methods that are based on different
aspects of phrase occurrence. The emphasis here is not on lexical information or syntactic
structure but rather on the statistical properties of word pairs and triples that can be obtained
from a large database.

Measurements: The Unified Medical Language System (UMLS) incorporates a large list of
humanly acceptable phrases in the medical field as a part of its structure. The authors use this
list of phrases as a gold standard for validating their methods. A good method is one that ranks
the UMLS phrases high among all phrases studied. Measurements are 11-point average precision
values and precision-recall curves based on the rankings.

Result: The authors find of six different scoring methods that each proves effective in identifying
UMLS quality phrases in a large subset of MEDLINE. These methods are applicable both to word
pairs and word triples. All six methods are optimally combined to produce composite scoring
methods that are more effective than any single method. The quality of the composite methods
appears sufficient to support the automatic placement of hyperlinks in text at the site of highly
ranked phrases.

Conclusion: Statistical scoring methods provide a promising approach to the extraction of useful
phrases from a natural language database for the purpose of indexing or providing hyperlinks in
text.

n J Am Med Inform Assoc. 2000;7:499–511.

Modern computer-based retrieval systems have the
potential to retrieve from a large database those doc-
uments that satisfy a Boolean query composed of vir-
tually any words and phrases the operator may de-
sire. Given this power, it is reasonable to ask what
purpose indexing could serve. There is actually the
potential for a large benefit. As shown by a number
of studies,1–6 there is great inconsistency in the terms
people use to describe the same subject. In the words
of Bates,7 ‘‘In study after study, across a wide range
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of environments, it has been found that for any target
topic, people will use a very wide range of different
terms, and no one of those terms will occur very fre-
quently.’’ Indexing can alleviate this problem by ex-
panding the list of terms by which a document may
be accessed. Thus, one path to improved indexing is
to obtain a list of terms (words and phrases) sufficient
to include a high percentage of the terms that people
will actually use in querying a database, and add
sufficient synonymy information to allow a query
expressing a particular concept to access those doc-
uments that are indexed with an expression synony-
mous with the query.

The Unified Medical Language System (UMLS)8 in-
cludes not only a large list of important terms but also
a synonymy capability relating these terms in the
Metathesaurus. It is intended, among other things, to
provide a solution to the indexing problem just out-
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lined.8,9 The system as it stands is, of course, incom-
plete10 and will, for the forseeable future, stand to ben-
efit from increased coverage of the latest terminology
in the various fields covered by MEDLINE. Our hy-
pothesis is that statistical information about the oc-
currence of phrases in MEDLINE can provide a useful
screen for candidate phrases that are of similar quality
to the material already in the UMLS. A person gen-
erally does not possess the kind of information that is
available in this way. This information can, however,
be readily obtained by automatic processing and can
serve as a guide to terms that would make useful ad-
ditions to UMLS. Such guidance may be important,
given the limited human resources that are available
to integrate terminology into the Metathesaurus.

The development of a controlled vocabulary of index-
ing phrases is not the only use to which our methods
can contribute. The ranking of phrases by quality can
also be used as an aid to automatically place hyper-
links in text. We are currently involved in a project to
link phrases in MEDLINE documents to appropriate
sections and subsections of books in the field of bio-
medicine that may provide the reader with additional
information about the subjects of the phrases. Here
the most useful phrases in a MEDLINE record are
marked as hot links that are ‘‘clickable’’ to reach a
book or books of potential interest. The first book, Mo-
lecular Biology of the Cell,11 is available at http://
www.ncbi.nlm.nih.gov/entrez. To see the book links,
the user must select a single document and, when it
is displayed, click on the ‘‘book’’ link to the right of
the document. In the applications sections of this pa-
per, we show how this type of linkage can be pro-
duced automatically on the basis of phrase ranking.
The hyperlinks viewable at http://www.ncbi.nlm.
nih.gov/entrez differ mainly in incorporating some
human review of the phrase lists used.

Several methods have been used historically in at-
tempts to extract useful words and phrases from doc-
ument collections for purposes of indexing. Since
Luhn’s pioneering work on indexing,12,13 the impor-
tance of term frequency information has been recog-
nized. The frequencies of both phrases and the words
that compose them are important in the phrase ex-
traction method of Jones et al.14 A second kind of in-
formation that can be helpful in indexing is the dis-
tribution of frequencies of a term within documents.
It has been proposed that non-content-bearing terms
are well modeled by a single Poisson distribution,
whereas content-bearing terms require a two-Poisson
or some more complicated model.15–17 In fact, one of
our scoring methods is based on the degree that a
term’s distribution deviates from a Poisson distribu-
tion. The greater this deviation, the more likely that

the term is a useful one. In addition to this method
we employ other relatively simple scoring methods
based on term frequencies, co-occurrence, and word
suffixes. The objective is to locate phrases that are
grammatically acceptable and specific in their mean-
ing, yet occur with sufficient frequency in the data-
base to make them useful additions to UMLS.

There are many methods of noun phrase extraction
based on natural language processing that we have
not examined. Proprietary methods such as CLARIT18

and NPtool19 were not of interest, since we seek to
understand the methods in as much detail as possible.
The transformation-based parsing developed by
Brill,20,21 hidden Markov part-of-speech tagging as in
the Xerox Tagger,22 and parsing based on a probabi-
listic grammer as in CHOPPER23 are potentially of
greater interest. However, these are complex tools de-
signed for a different task than ours. They seek to as-
sign part-of-speech tags as a basis for natural lan-
guage parsing, whereas we seek to identify those
phrases that are not only syntactically correct but also
readily recognizable by human beings as useful and
descriptive of a subject area. Even if natural language
parsing methods can contribute to the accomplish-
ment of our task, we must still ask whether their com-
plexity is necessary to its accomplishment. We seek to
show in what follows that simpler methods suffice.
We will examine the Xerox Tagger to show that it adds
little to what can be accomplished by our scoring
methods.

Another phrase extraction task that has been studied
is phrase extraction with the purpose of improving
retrieval by expanded automatic indexing on test col-
lections. The methods of phrase identification are
based on part-of-speech tagging as well as some sta-
tistical methods. This area is exemplified by the work
of Fagan24 and Lewis and Croft.25 Interestingly, while
there has been some success with this approach in
improving retrieval, the results are not consistently
good. This led Lewis and Jones26 to comment that
‘‘. . . automatically combining single indexing terms
into multiword indexing phrases or more complex
structures has yielded only small and inconsistent im-
provements over the simple use of multiple terms in
a query.’’ We mention this area mainly to distinguish
it from our own work. Different goals and different
methods of evaluation characterize the two ap-
proaches. Instead of seeking to improve retrieval in
some automatic system, we seek to identify those
phrases that are the most user friendly, and we eval-
uate our success by how well we are able to identify
a set of phrases (UMLS) that are maintained by hu-
man beings because they are found descriptively use-
ful.
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We begin with a description of the different data sets
we study and how they are constructed. We then pre-
sent the scoring methods that are designed to distin-
guish useful phrases from simple co-locations of
terms. We describe our approach to evaluation of the
scoring methods and present results on the effective-
ness of the scoring methods when applied to a large
database of MEDLINE records. Besides the six scoring
methods that we find useful, we evaluate two other
methods and find that they do not add significantly
to overall effectiveness. We discuss application of our
methods to extraction of candidates for UMLS and
also as a procedure for marking text with hyperlinks.
The paper concludes with a discussion and descrip-
tion of future directions.

Data Sources and Preparation

We consider word pairs and word triples from two
different sources. The first source is the UMLS8,27 de-
veloped by the National Library of Medicine. The
UMLS (9th edition, 1998) was obtained from the Na-
tional Library of Medicine on CD. (Information re-
garding its availability for research purposes may be
found at http://www.nlm.nih.gov/research/umls/
umlsmain.html.) Our second data source is the set of
304,057 MEDLINE records with abstracts and entry
dates in the year 1996. We shall refer to this document
set as MED96. These two data sets are processed
somewhat differently, because they differ considera-
bly in content. However, we will use a procedure to
normalize text strings that is the same for both. We
normalize text in three steps: All alphabetic characters
are lowercased, all non-alphanumeric characters are
replaced by blanks, and multiple blank spaces be-
tween words are converted to single blank spaces.

The UMLS is processes as follows: First, all text
strings are obtained from the UMLS ‘‘mrcon’’ (concept
name) file. From the resulting set of strings, any con-
taining punctuation marks or stop words are deleted.
For this purpose a list of 310 common stop words is
used. Finally, the remaining strings undergo normal-
ization and removal of any duplicates. The result is a
set we denote by Uall. This is the set of all phrases that
we obtain from UMLS.

From Uall we extract the subset of strings consisting
of two words each. The result is 156,086 word pairs,
denoted by U2. In the same way we extract all three-
word phrases from Uall. The result is 103,367 word
triples, denoted by U3.

MED96 is processed somewhat differently. We first
process the titles and abstracts of the MED96 records,
breaking at punctuation marks and stop words. The

resulting set of strings is normalized and made
unique, to produce the set Mseg. This is the set of long-
est phrases that we obtain from MED96. By M2 we
denote the set of all contiguous word pairs that can
be obtained from the members of Mseg. For example,
the four-word string ‘‘escherichia coli cell growth’’
from Mseg yields the three overlapping two-word
phrases ‘‘escherichia coli’’, ‘‘coli cell’’, and ‘‘cell
growth’’ in M2. By M3 we denote the set of all contig-
uous word triples that can be obtained from the same
source.

The difference in the processing of the UMLS and
MED96 is perhaps worth emphasizing. The strings in
Uall are essentially a subset of the strings that occur in
the UMLS ‘‘mrcon’’ file, except for lower casing, and
as such by and large represent syntactically reasona-
ble and semantically meaningful phrases. The subset
U2 is just those strings in Uall that are composed of
two words. There are longer phrases in Uall that could
be broken up into contiguous two-word phrases and
added to U2, but we do not do this because we do not
know whether these would be of high quality. The
same applies to the derivation of U3. The U2 and U3

sets represent our gold standard for good phrases,
and we seek to keep their quality as high as possible.

On the other hand, Mseg is a large set of strings that
are obtained from all the text in MED96. Many of
these are not, as phrases, of high quality. The M2 set
is derived from Mseg by taking all those strings in Mseg

that consist of two words as well as all those contig-
uous word pairs that may be obtained from longer
phrases in Mseg. The longer phrases in Mseg are broken
up in this way and added to M2 because, even if the
longer phrases are of poor quality, some two-word
substrings may be of good quality and such potential
should not be ignored. The same basic method applies
to the derivation of M3. It will then be the task of the
scoring procedures that we introduce to separate the
good from the bad.

Scoring Methods

In this section, we define the various scoring methods
we want to apply to the word pairs in the set M2 and
the word triples in the set M3 extracted from the
MED96 database. Our goal is to define scoring meth-
ods that will allow us to find the most useful phrases
occurring in a database. We only define the methods
and give some justification for their choice here. Their
systematic evaluation is the subject of the next sec-
tions. We begin by describing scoring methods for the
word pairs in the set M2. When these have been de-
scribed we indicate the modifications necessary for
application of the same methods to M3.
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Method I

Given a word pair in the set M2, we perform a simple
count of the number of MED96 documents that con-
tain that word pair (phrase frequency). Dividing this
count by the normalization factor N (the size of
MED96), the corresponding score s1 is

phrase frequency
s = (1)1 N

The normalization factor is a constant and is optional
here, but it might allow one to compare results across
databases more readily.

Rationale: Phrases as well as single words follow a
Zipf-like distribution, with a plethora of very low fre-
quency phrases and progressively fewer examples in
the higher-frequency categories. Rare phrases are of
only limited value as discriminators.28 Naturally, the
UMLS tends to avoid very low frequency terms,
which explains the utility of frequency as a scoring
method.

Method II

Given a word pair in the set M2, we count the number
of documents in MED96 that contain both words,
even if not as a contiguous pair. The result is called
the co-occurrence, and the score s2 is

phrase frequency
s = (2)2 co-occurrence

It is evident that this score always lies between 0
and 1.

Rationale: As an example, consider two word pairs,
‘‘diabetes mellitus’’ and ‘‘wide tumor.’’ For ‘‘diabetes
mellitus,’’ the phrase frequency (the number of the
MED96 documents that contain ‘‘diabetes mellitus’’)
is 2,465, the co-occurrence (the number of the MED96
documents that contain both ‘‘diabetes’’ and ‘‘melli-
tus’’ but not necessarily as a contiguous pair) is 2,468,
and thus the score s2 is 0.99. For ‘‘wide tumor,’’ the
phrase frequency is 3, the co-occurrence is 352, and
the score s2 is 0.008. Two words that tend to co-occur
only in the form of a phrase often form a high-quality
phrase.

Method III

Given a phrase in the set M2, we examine all occur-
rences of the phrase throughout the text of MED96.
As described in the previous section, the text of
MED96 is broken at stop words and punctuation
marks, and the resulting phrases compose the ele-
ments of Mseg. Each occurrence of a phrase that im-
mediately precedes one of these break points (at a

stop word or a punctuation mark) is counted in
phraseend for that phrase. For example, the word pair
‘‘lipoprotein cholesterol’’ occurs in the sentence frag-
ment ‘‘. . . serum total and high-density lipoprotein
cholesterol, C-reactive protein, and plasma fibrino-
gen.’’ Here it occurs just before a comma, and hence
this occurrence will contribute 1 to the score phraseend

for the phrase ‘‘lipoprotein cholesterol.’’ The meaning
of ‘‘end’’ in this context is that ‘‘lipoprotein choles-
terol’’ is at the right-hand end of the longer phrase
‘‘high-density lipoprotein cholesterol’’ that this sen-
tence fragment contributes to Mseg. In the same sen-
tence fragment is also the phrase ‘‘density lipopro-
tein,’’ but since this occurrence of ‘‘density
lipoprotein’’ does not immediately precede a stop
word or punctuation mark, it does not add to the
score phraseend for ‘‘density lipoprotein.’’ Again, nor-
malizing by the total number of MED96 documents,
the score s3 is

phraseends = (3)3 N

Rationale: The scoring method s3 is a quasi-syntactic
categorization. The head of a phrase tends to occur at
the right-hand end.29 The number of times that a
phrase ends at a stop word or a punctuation mark is
a measure of the likelihood that its last word is a head
and, therefore, of whether the phrase can stand alone.
For example, ‘‘central nervous’’ will be followed im-
mediately by a stop word or punctuation mark much
less frequently than will the phrase ‘‘nervous system.’’

Method IV

The score s4 is obtained as an odds ratio based on the
last three characters of the last word in the phrase.
The definition is

p(good phraseul l l )1 2 3s = (4)4 p(good phrase)

where the number p(good phraseul1l2l3) is the probability
of being a good phrase given the last three letters l1l2l3.
From a simple rearrangement of the Bayes theorem,
we can infer s4, i.e.,

p(good phraseul l l ) p(l l l ugood phrase)1 2 3 1 2 3= (5)
p(good phrase) p(l l l )1 2 3

where p(l1l2l3ugood phrase) is obtained as the distribu-
tion of the last three letters of the last word over all
phrases of Uall, and p(l1l2l3) is obtained as the distri-
bution of the last three letters of the last word over
all the phrases in M2.

Rationale: The scoring method s4 is based on the char-
acteristic suffixes that tend to be applicable to differ-
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ent word classes and different parts of speech. For
example, if the last three characters of the last word
in a word pair are ‘‘-ely,’’ as in ‘‘bind cooperatively,’’
the phrase may not be of very high quality (s4 = 0.044).
However, if the last three characters of the last word
in a word pair are ‘‘-ine’’ (often the suffix of a chem-
ical or medicine), such as ‘‘basophil histamine,’’ ‘‘bio-
genic amine,’’ and ‘‘catalytic histadine,’’ the phrase
may be of high quality (s4 = 2.45).

Method V

Our next scoring method is based on the hypergeo-
metric distribution.30 For a given word pair in the set
M2, let nf equal the number of MED96 documents that
contain the first word in the pair and ns equal the
number of MED96 documents that contain the second
word in the pair. Again, let N denote the total number
of MED96 documents. If x denotes the co-occurrence
of the two words and if we assume the words are
randomly distributed, then x obeys the hypergeometric
probability distribution, defined by

21

n N 2 n Nf fp(x) = (6)S D S D S Dx n 2 x ns s

Using this distribution we may obtain the P value,
i.e., the probability that the actual co-occurrence is as
great as or greater than the observed co-occurrence if
the words are assumed to be randomly distributed:

min(n ,n )f s

P value = p(x $ co-occurrence) = p(x) (7)O
x=co-occurrence

where min(nf, ns) is the smaller of the numbers nf and
ns. Then s5 is given by

s = 2log(P value) (8)5

Rationale: If the observed co-occurrence of a word pair
is quite above the expected value for a random inci-
dent, the phrase may be a useful one. For example,
for the word pair ‘‘surgically curable’’ we have nf =
1,583, ns = 148, N = 304,057, and co-occurrence = 3. The
estimated co-occurrence (Eco) from the hypergeometric
distribution is

n ?nf s
E = = 0.77co N

The words ‘‘surgically’’ and ‘‘curable’’ appear to-
gether at a near random level in the database. How-
ever, for the word pair ‘‘immunodeficiency virus,’’ we
have nf = 3,505, ns = 11,143, N = 304,057, and co-oc-
currence = 2,845. Also, the expected co-occurrence (Eco)
from the hypergeometric distribution is

n ?nf s
E = = 128co N

The observed co-occurrence (= 2,845) for the words
‘‘immunodeficiency’’ and ‘‘virus’’ in the MED96 da-
tabase is far above the random level (Eco = 128). The
score s5, which is the negative logarithm of the P
value, is the measure of the discrepancy from a ran-
dom incident (s5 = 1.36859 for the word pair ‘‘surgi-
cally curable’’ and s5 = 3,527.45 for the word pair ‘‘im-
munodeficiency virus’’).

Method VI

Our final scoring method is based on the distribution
of the within-document term frequencies. We define a
randomly distributed phrase as one whose distribu-
tion among documents is described by a Poisson dis-
tribution.30 For such a phrase, the probability P(k) that
fjd, the number of occurrences of phrase j in document
d, is equal to k is given by

2lj ke l j
P( f = k) = (9)jd k!

where the parameter lj is the average number of oc-
currences of j per document over the whole database.
Therefore, we can find the probability p that the given
phrase j occurs one or more times in d:

p = 1 2 P( f = 0)jd

2lj= 1 2 e (10)

We denote by q (= 1 2 p) its complement, i.e., the
probability that j does not occur in d. Let us consider
an experiment that consists of N repeated indepen-
dent Bernoulli trials with parameter p. Let E(= N?p)
refer to the expected number of documents containing
the phrase considered. If a phrase occurs multiple
times in few documents, we say it has a tendency to
clump. We measure the tendency to clump by how
much the observed number of documents containing
the phrase (i.e., phrase frequency) falls below the ex-
pectation E. For a given word pair we calculate the P
value, i.e., the probability that phrase frequency would
be less than or equal to that observed if it were gen-
erated by the Poisson distribution of equation (9).

phrase frequency
N i N2iP value = p q . (11)O S Dii=0

Then the score s6 is given by

s = 2log(P value) (12)6

Rationale: Intuitively, the occurrences of a term sensi-
tive to content will have a greater tendency to clump
than will those of a non-content-bearing term. This is
common with names of things. Therefore, if the
phrase considered carries content, we expect that the
observed phrase frequency will be much less than E.
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The scoring method s6 is a measure of this clumping
compared with a Poisson distributed phrase. For ex-
ample, s6 is 168.08 for the name ‘‘ulcerative colitis,’’
which is highly specific, but s6 is 0.65 for ‘‘common
cancer,’’ which is a general concept.

The same scoring methods discussed for the word
pairs in the set M2 can be applied to the word triples
in the set M3 with a slightly altered definition of co-
occurrence. Given a word triple in the set M3, phrase
frequency is unchanged as the number of documents
in MED96 that contain the word triple. However, for
s2, co-occurrence is the number of documents that con-
tain both the first word and the second and third
words contiguously as a word pair. The same defini-
tion of co-occurrence applies when computing s5 and
in equation (6), ns is the number of documents that
contain the second and third words as a word pair.
The value of phraseend in the score s3 in equation (3) is
the number of phrases extracted from MED96 docu-
ments in which the given word triple in the set M3

occurs at the right-hand end. The score s4 likewise has
the obvious interpretation where only p(l1l2l3) is
changed to the distribution of letters (l1l2l3) appearing
at the end of word triples in the set M3.

Evaluation Method

Here we assume a given set of phrases M and a scor-
ing method S that computes a real number for each
phrase in the set M. The scoring method S allows us
to rank the set M so that the phrases are in order of
decreasing score. We also assume that we have avail-
able a golden set of good-quality phases G (this gen-
erally requires human judgment). The evaluation
methods we use are measures of how well the scoring
method S moves phrases in the set M I G to the top
of the listing of M by rank (the lowest ranks). In other
words, we consider the phrases in M I G to be the rel-
evant phrases we are attempting to find in the set M.
This allows us to view the problem as a retrieval prob-
lem and to apply some of the standard measures used
in information retrieval science. In particular, we will
apply recall and precision, which are the most com-
monly used measures in information retrieval.31 Be-
cause recall and precision are generally defined for a
given rank and the results are different for each rank
considered, we will also use the 11-point average pre-
cision as a single summary measure for the complete
ranking. We will further use interpolated recall-pre-
cision curves as a graphic way of viewing perfor-
mance. The 11-point average precision and interpo-
lated recall-precision curves are widely used in
presenting the results of retrieval experiments.32–34

Other measures are used in the information retrieval

setting, such as the E-measure,35 expected search
length,36 and relevance information.37 While these
measures have some advantages in specialized set-
tings, they are less intuitive and less well known, and
we feel they offer no advantage in our setting.

Let us assume that the number of phrases in M is N
and that the phrases are represented by the list

indexed in rank order, where the order is thatN{ph }i i=1

of decreasing score S. Further, let

1, if ph is in the set M ù Givalue(ph ) = (13)i H0, otherwise

Then the precision (Pr) and the recall (Rr) of S for the
retrieval down to rank r is defined by

r
1

P = value(ph )r iOr i=1

and
r

1
R = value(ph ) (14)r iO

\M ù G\ i=1

respectively. (Here \X\ denotes the number of ele-
ments in the set X.) In words, Pr is the fraction of
phrases retrieved down to rank r that are in M ù G,
and Rr is the fraction of phrases in M ù G that are
found in the retrieval down to rank r. Since the pre-
cision is usually high early in the ranks and becomes
progressively lower at higher ranks, and since the re-
call is low at the early ranks but increases with in-
creasing rank, it is possible to gain a useful picture of
performance by graphing precision as a function of
recall (a so-called recall-precision curve). However,
precision does not always strictly decrease as one
moves down the ranks. Because of this, it has become
common to perform an interpolation on the precision
value associated with a given recall level, in which
that precision is replaced by any higher precision that
may occur at a higher recall level. For example, if the
precision 0.38 is calculated from equation (14) and the
corresponding recall is 0.10, but a precision of 0.43 is
found at a recall level of 0.20, then the value 0.38 is
replaced by 0.43 as the accepted precision at recall
level 0.10. In this way noise in the data may be re-
duced and the curve smoothed. We apply interpola-
tion to obtain precision values at the 11 recall values
of 0, 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 percent.
(Notice that the precision at 0 recall is the highest pre-
cision found at one or more ranks of retrieval, since
at zero ranks Pr in equation (14) is undefined). These
11 recall-precision pairs are used to produce interpo-
lated recall-precision curves. We also average the 11
precision values together to produce the 11-point av-
erage precision as an overall summary performance
measure.
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F i g u r e 1 Recall-precision curves for the scoring meth-
ods applied to the set M2. The 11 precision values are
interpolated so that precision is a nonincreasing function
of recall.

F i g u r e 2 Recall-precision curves for the scoring meth-
ods applied to the set M3. The 11 precision values are
interpolated so that precision is a nonincreasing function
of recall.

Results

Here we give the results of applying the scoring meth-
ods (defined under Scoring Methods) to the word
pairs M2 and word triples M3 (described under Data
Sources and Preparation). For the purpose of evalua-
tion, the set of good phrases for M2 is G2 = U2 ù M2

and the set of good phrases for M3 is G3 = U3 ù M3.
(The values U2 and U3 are defined under Data Sources
and Preparation.) There are 26,131 phrases in G2 and
9,234 phrases in G3. The 11-point interpolated recall-
precision curves for our scoring methods applied to
the sets M2 and M3 are shown in Figure 1 and Figure
2. It can be clearly seen that each scoring method
moves the relevant phrases toward the top of the lists.
The 11-point average precision for each scoring
method has been computed. Table 1 is the list of scor-
ing methods and the 11-point average precision val-
ues on the set of word pairs M2, and Table 2 provides
corresponding data for the word triples in the set M3.
For either M2 or M3 it is possible to combine the dif-
ferent scoring methods to produce a composite score.
For example, we may take the linear combination of
the logarithm of each score si with a coefficient xi and
denote the resulting score as s:

6

s = x log(s ). (15)i iO
i=1

Because the logarithm and the exponential functions
are monotonically increasing functions of their argu-
ments, s as defined by equation (15) is equivalent to
its exponential for ranking purposes, and we would
have obtained the same results if we have defined s
as a product of the factors Ranking the phrases inxis .i

order of a decreasing combined score s with the co-
efficients xi where i = 1 . . . 6, we can obtain the 11-
point average precision. Through numeric study, we
may seek the coefficients for which the combined
score s gives the maximum 11-point average precision.
We have iteratively maximized the 11-point average
precision on one coefficient at a time. For example, x1

is varied with the remaining five coefficients x2, x3, x4,
x5, and x6 fixed. This procedure is repeated until none
of the coefficients can be altered to increase the 11-
point average precision. We find that the combined
score s with the coefficients x1 = 20.8, x2 = 3.9, x3 =
0.9, x4 = 3.1, x5 = 1.2, and x6 = 1.7—i.e.,

s = 20.8 log(s ) 1 3.9 log(s ) 1 0.9 log(s )1 2 3

1 3.1 log(s ) 1 1.2 log(s ) 1 1.7 log(s ) (16)4 5 6

—gives the maximum 11-point average precision we
are able to achieve for the word pairs in the set M2.
The result is listed in the final row of Table 1. Like-
wise, the combined score s with the coefficients x1 =
21.0, x2 = 1.5, x3 = 1.7, x4 = 2.6, x5 = 1.0, and x6 = 2.2
—i.e.,

s = 21.0 log(s ) 1 1.5 log(s ) 1 1.7 log(s )1 2 3

1 2.6 log(s ) 1 log(s ) 1 2.2 log(s ) (17)4 5 6

—gives the maximum 11-point average precision,
listed in the final row of Table 2, that is applicable to
the word triples in the set M3.

To get an idea how much each score contributes to the
maximum 11-point average precision, we subtract its
contribution from the combined score s. The resultant
score (which is the optimal combined score s minus
the contribution of an individual scoring method) and
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Table 1 n

Contribution of Individual Word-pair Scoring
Methods to Combined Precision

Score
Precision

si

Combined Score s less
Individual Contribution

Precision
s 2 xi

log(si)

s1

s2

s3

s4

s5

s6

Combined s

0.12
0.17
0.16
0.13
0.078
0.24
0.37

s 1 0.8 log(s1)
s 2 3.9 log(s2)
s 2 0.9 log(s3)
s 2 3.1 log(s4)
s 2 1.2 log(s5)
s 2 1.7 log(s6)

0.36
0.30
0.34
0.32
0.33
0.31

NOTE: Word-pair scoring methods are listed in column 1, and
the corresponding precisions are given in column 2. Column 3
gives the optimal combined score with the contribution of the
individual scoring method removed. The resultant drop in pre-
cision is shown by comparing the precision given in column 4
with the combined precision shown in the last row.

Table 2 n

Contribution of Individual Word-triple Scoring
Methods to Combined Precision

Score
Precision

si

Combined Score s less
Individual Contribution

Precision
s 2 xi

log(si)

s1

s2

s3

s4

s5

s6

Combined s

0.20
0.08
0.17
0.11
0.13
0.24

0.322

s 1 1.0 log(s1)
s 2 1.5 log(s2)
s 2 1.7 log(s3)
s 2 2.6 log(s4)
s 2 1.0 log(s5)
s 2 2.2 log(s6)

0.318
0.31
0.27
0.28
0.31
0.29

NOTE: Word-triple scoring methods are listed in column 1, and
the corresponding precisions are given in column 2. Column 3
gives the optimal combined score with the contribution of the
individual scoring method removed. The resultant drop in pre-
cision is shown by comparing the precision given in column 4
with the combined precision shown in the last row.

the 11-point average precision value after applying it
are listed in the third and the fourth columns of Table
1 for the word pairs in the set M2. The third and the
fourth columns of Table 2 provide corresponding data
for the word triples in the set M3. We can see that the
precision of each scoring method does not directly
add to the total precision found for the combined
score s. For example, although the scoring method s6

alone gives the largest 11-point average precision for
both word pairs and triples, it does not make the larg-
est contribution to the combined score s. This implies
in particular that our scoring methods are not inde-
pendent of each other.

In computing the combined scores given in equations
(16) and (17), we have employed an optimization pro-
cedure to choose the coefficients. In such a computa-
tion there is always the possibility of overtraining, so
that the results are applicable only to the particular
data set on which we have done the training. We sus-
pected that this would not be a problem in the current
situation, because we are training only six parameters
and are employing a very large number of data,
namely, 304,057 MEDLINE documents. Furthermore, in
actuality there are only five independent parameters,
because ranking is not changed when one multiplies
all scores by a constant. To test for overtraining, we
randomly split the set of documents into disjoint data
sets, MED1 and MED2, where MED96 = MED1 <
MED2, \MED1\ = 152,028, and \MED2\ = 152,029. We
then re-estimated the parameters for equation (16) on
each subset independent of the other to produce the
optimal 11-point average precision on that subset. The
results are given in Table 3 along with the coefficients
for the whole of MED96 for comparison.

Two things stand out here. First, we see that the co-

efficients obtained on MED1 and MED2 are almost
identical. Second, we see that there is a significant dif-
ference between the coefficients obtained on the sub-
sets and the whole database for scores s1 and s3. This
suggests that database size might be a factor in these
scores. To complete the comparison, we tested the ef-
fectiveness of each set of coefficients listed in Table 3
on the two subsets MED1 and MED2. The results are
given in Table 4.

These results suggest that all three sets of coefficients
have very close to the same effectiveness on MED1

and MED2. They are all within 1 percent of each other.
This effectively rules out any significant overtraining.
At the same time it suggests that the effectiveness of
the composite scores is not very sensitive to the co-
efficients assigned to log(s1) and log(s3). While this is
true, it is also true that we can degrade the composite
quite drastically if we make these coefficients too
large. A large coefficient for the contribution of a sin-
gle score will cause this score to dominate the com-
posite and the effectiveness of the composite to ap-
proach the effectiveness of the single score, as
recorded in Tables 1 and 2.

Other Methods Tested

From our survey of the literature, the method of
phrase identification that seems the closest in spirit to
the method we have developed is that of Jones et al.14

We tested their method on our task. The score of a
phrase is given by a product W ?F?N 2, where W is the
sum of the frequencies of the individual words that
make up the phrase, F is the phrase frequency, and N
is the number of distinct non-stop words in the
phrase. Since we consider only phrases without stop
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Table 3 n

Optimal Coefficients
Database s1 s2 s3 s4 s5 s6

MED96
MED1

MED2

20.8
21.3
21.3

3.9
3.9
3.9

0.9
1.7
1.8

3.1
3.0
2.9

1.2
1.4
1.4

1.7
1.7
1.5

Table 4 n

Eleven-point Average Precision for Word Pairs
Source of

Coefficients
Precision on

MED1
Precision on

MED2

MED96
MED1

MED2

0.411
0.412
0.412

0.409
0.412
0.413

words and since we apply the method to word dou-
bles and word triples separately, the factor N 2 may be
ignored for our purposes. With this scoring method,
the 11-point average precision on M2 is 0.06, and the
11-point average precision on M3 is 0.107. Tables 1 and
2 show that in each case the result is not as good as
s1, which is equivalent to using F alone. This suggests
that the factor W may be extraneous. As further sup-
port for this conclusion, we attempted to use the W?
F?N 2 score to improve the combined scores for both
word pairs and word triples; however, we were un-
able to improve our results in either case.

Part-of-speech tagging has been a popular method of
extracting phrases from text for a variety of pur-
poses.25,38–43 We were naturally interested in including
part-of-speech tagging as part of our system. To ex-
amine the possible benefits, we obtained access to the
Xerox Part-of-Speech Tagger.22 The tagger employed
the SPECIALIST lexicon44 and was trained on MEDLINE

text. To apply tagging to our problem, we required a
method of scoring word pairs and triples based on
tagging. We give here the details for word pairs only.
The trained tagger was used to tag the MED96 corpus.
By this means each occurrence of a member of M2 in
MED96 has a tag pair associated from the tagging. We
then constructed two lists of tag pairs. First, a set TM2

of tuples (t1t2,m) was constructed, where t1t2 is any tag
pair that occurs as a tag pair of an instance of some
member of M2 in MED96, and m is the number of
different members of M2 that occur at least once in
MED96 with the tag pair t1t2. The set TG2 is con-
structed on the basis of the same set of tag pairs as
TM2, the difference being that for (t1t2,g) [ TG2, g is
the number of different members of G2 that occur at
least once in MED96 with the tag pair t1t2. On the basis
of these tag pair lists, we can estimate the important
probabilities.

For any tag pair t1t2 with (t1t2,m) [ TM2, we set

p(t t ) = m/\M \ (18)1 2 2

where \M2\ denotes the size of the set M2.

Likewise, for (t1t2,g) [ TG2, we set

p(t t ugood phrase) = g/\G \ (19)1 2 2

Then, for any tag pair t1t2 seen in conjunction with a
member of M2, we associate an odds score

score(t t ) = p(good phraseut t )/p(good phrase)1 2 1 2

= p(t t \ good phrase)/p(t t ) (20)1 2 1 2

Finally, if for any word pair w1w2 [ M2 we let the set
of tag pairs that correspond to all occurrences of w1w2

in MED96 be denoted by T(w1 w2), we define the score

score(w w ) = score(t t )/\T(w w )\. (21)1 2 1 2 1 2O
t t [T (w w )1 2 1 2

In an exactly analogous manner, a scoring function
may be constructed for word triples in M3. We might
question the use of a straight average in equation (21).
We tried a weighted average, in which the weight for
score(t1t2) was the number of occurrences of w1w2 in
MED96 with tag pair t1t2. This actually gave worse
results.

We tested the scoring functions for word pairs and
word triples based on tagging in the same way the
six scoring methods were evaluated before (see Eval-
uation Method). We found that the tagging score for
word pairs produced an 11-point average precision of
0.166, while that for word triples produced an 11-
point average precision of 0.167. These results are
competitive with the results given for the scoring
methods listed in Tables 1 and 2. An important ques-
tion, however, is whether these methods add signifi-
cantly to the methods already presented. We at-
tempted to improve the composite scoring method for
word pairs (described under Evaluation Method) by
adding some fraction of log score(w1w2) to it. We were
able to improve the score only from 0.37 (bottom row
Table 1) to 0.38. Likewise, we attempted to improve
the composite score for word triples. Here we were
marginally more successful, improving the composite
score from 0.32 (bottom row Table 2) to 0.34.

Applications

We have applied the combined scoring methods de-
rived as described under Evaluation Method to the
MED96 data set described under Data Sources and
Preparation. Of the 584,315 word pairs obtained from
MED96 and ranked, the top one third were selected
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as a set B2 of sufficient quality to warrant considera-
tion for inclusion in UMLS. Of the 206,522 word tri-
ples obtained and ranked, the top one half were se-
lected as a set B3 of sufficient quality to warrant
consideration for inclusion in UMLS. The result is
157,867 two-word phrases in B2 and 95,006 three-word
phrases in B3 that are not in UMLS.

While the methods described here can serve as a
screen for the extraction of useful phrases, they can
also form part of a system for marking useful phrases
in text. Each marked phrase may then serve as a hy-
perlink to other texts that contain the same phrase. To
illustrate the results of such processing, we have taken
the sets B2 and B3, just defined, as the candidate
phrases. The text of a document is broken into seg-
ments at punctuation marks and stop words. Each
segment consisting of at least two words is examined,
and the highest ranked member of B2 and the highest
ranked member of B3 are selected for marking. If the
two selected phrases overlap, only the word triple is
marked, but if they do not overlap, both are marked.
In some cases there is no word triple, and then the
selected word pair is marked. In other cases no phrase
scores high enough to be selected. Following is the
result of such marking on a sample document from
MED96.

Title: Impaired glucose tolerance at five-year fol-
low-up of young men with borderline hyperten-
sion.

Abstract: Recent studies suggest that patients with
essential hypertension have impaired glucose tol-
erance and are hyperinsulinemic compared with
normotensive subjects. The aims of the study were
(1) to follow blood pressures of 56 young men with
borderline hypertension for 5 years, (2) to investi-
gate glucose tolerance in these subjects, and (3) to
determine the relation of insulin/glucose metabo-
lism to structural vascular changes and hemody-
namic patterns in borderline hypertension. METH-
ODS: Thirty-nine young (age 22–34 years) male
subjects with borderline hypertension (SBP 140–
160 and or DBP 85–95 mmHg initially and 17 nor-
motensive control subjects (SBP 110–130 and DBP
60–80 mmHg) participated in the study. Blood pres-
sure was measured, a standard oral glucose toler-
ance test (OGTT) was performed, and glucose, in-
sulin and C-peptide were determined before and 30,
60, 90 and 120 minutes after a standard 75-g glucose
load. Post-ischemic forearm vasodilatory responses
were examined by plethysmography. RESULTS: At
follow-up, the borderline hypertensives had main-
tained significantly higher blood pressures than
control subjects. Borderline hypertensives also had
significantly impaired glucose tolerance compared
to control subjects. The insulin response had a
somewhat more sluggish descent, but did not differ

significantly from the response of normotensives.
The C-peptide response pattern resembled that of
insulin, but C-peptide was significantly elevated af-
ter 120 min. On the whole group level, there were
only weak relations of insulin to blood pressure. By
contrast, fasting insulin and post-load insulin lev-
els were strongly correlated with body mass index,
the waist-hip circumference ratio, triglyceride, and
both total and LDL cholesterol. Across the whole
group, there were significant correlations between
forearm minimal vascular resistance and fasting in-
sulin (r = 10.37 p = 0.007) and insulin area-under-
the-curve (r = 10.28 p = 0.044). However, Rmin was
even more strongly correlated with body mass in-
dex, suggesting that this relationship was related to
degree of obesity. CONCLUSION: Borderline hy-
pertension in young men is a persistent condition
which is associated with impaired glucose tolerance
without hyperinsulinemia. This finding suggests
that impaired glucose tolerance might be a more
primary phenomenon in early hypertension devoid
of lipid metabolic aberrations.

While the processing shown here is not perfect, it does
mark most of the interesting and useful phrases that
one might wish to follow as links to other documents.
The main improvement that appears necessary is the
elimination of throw-away phrases as ‘‘five-year fol-
low,’’ ‘‘Recent studies suggest,’’ and ‘‘Thirty-nine.’’
Here, ‘‘five-year follow’’ should be ‘‘five-year follow-
up,’’ but ‘‘up’’ is on our stop list. As a rule, any phrase
that contains the word ‘‘suggest’’ or ‘‘suggests’’
should be dropped. Likewise, phrases that are num-
bers are not useful as links. Thus, simple rules can be
added to the system to improve the processing. Of
particular note, syntactic parsing would appear ca-
pable of adding little to the analysis, since almost all
the marked phrases appear syntactically reasonable.

Discussion

There are a number of limitations of the work re-
ported here. One of these is our definition of a phrase.
We exclude stop words from phrases. Because of this
limitation, we cannot detect such phrases as ‘‘vitamin
A,’’ ‘‘hepatitis A,’’ or ‘‘cancer of the lung.’’ There are
two things that can be done to help alleviate this prob-
lem. First, we can leave the letter ‘‘A’’ off the stop list
while processing. This will generate significantly
more phrases because the letter ‘‘A’’ is so prevalent in
the language. If this is a burden on machine memory
or disk space, we can even limit the processing to just
those phrases that contain the letter ‘‘A’’ as one of the
words in the phrase. As a second step, we can take
good phrases that have been identified and use them
to find additional useful phrases that contain stop
words. For example, if we have identified the phrase
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‘‘lung cancer’’ as useful, we may then find ‘‘cancer of
the lung’’ as a modified form. This could be accom-
plished in a general way by noting that the one is a
rearrangement of the other with stop words added. It
could also be accomplished, and with less error, by
using a template that matches ‘‘UV’’ to ‘‘V of the U.’’
We have also excluded phrases with more than three
words. Relatively fewer useful phrases have four or
more words in them. However, it would be useful to
be able to identify phrases such as ‘‘high pressure liq-
uid chromatography’’ and ‘‘left main coronary ar-
tery.’’ We are currently examining methods by which
we can extend our processing to obtain these longer
phrases.

A second limitation of our approach is our depen-
dence on the UMLS. First, we would like to point out
that of the individual scoring methods presented un-
der Scoring Methods, only s4 depends for its deriva-
tion on the UMLS. The main use of the UMLS is to
demonstrate that these scoring methods are effective
in ranking useful phrases above non-useful phrases in
a large list of phrases extracted from MED96. This is
based on the assumption that the majority of phrases
found in M2 and M3 are not useful and hence, if we
can rank the phrases from the UMLS that occur in
these lists near the top, we are succeeding in differ-
entiating good phrases from bad. There still remains
the question of the dependence of s4 and the compos-
ite scores on the UMLS. Clearly there is a dependence,
for we could not define these scores without the
UMLS or some large set of good phrases. The ques-
tion is whether the dependence is reasonable or not.
We believe this question is answered in the affirmative
by the results of the cross-validation testing presented
under Results. We found the composite score (which
includes a contribution from s4) derived from one sub-
set of MEDLINE, say MED1, does not lose effectiveness
when applied to a disjoint subset of MEDLINE, MED2.
Such results justify the application of the composite
scores to new material in MEDLINE. We would, how-
ever, warn that the optimal choice of coefficients for
MEDLINE might not be optimal for some other area of
application.

Another aspect of our treatment that deserves com-
ment is the fact that we derive the composite scores
as a log linear sum of the individual scores. This is
inspired by the inherent simplicity of the approach
and by the wide success of log linear models in sta-
tistics. Although there is a strong similarity, our ap-
proach is somewhat different in that we seek to op-
timize the resultant ranking for retrieval rather than
maximize the likelihood of the data. In other words,
we seek to solve a slightly different problem. There is,
at least theoretically, the possibility to do better mod-

eling if we have detailed knowledge of the depen-
dencies between the different individual scores. How-
ever, we are not in possession of this detailed
knowledge, and this leads us to follow what is, for
the present, a more feasible approach.

Finally, there is the question of whether some other
methods of scoring may not prove useful for our task.
To begin, we may ask why part-of-speech tagging
does not prove more more successful in the task of
identifying useful phrases. One issue is the perfor-
mance of the Xerox tagger. In the initial description
of the tagger, accuracy of more than 96 percent is
claimed.22 The implementation we used was trained
on medical text, has been tested and used extensively
in-house, and has performed well, and we see no rea-
son to question the figure of 96 percent. If this figure
is reasonably accurate, then we could not expect to
see much improvement even if we were to use a tag-
ger with 98 percent accuracy. We believe the lack of
benefit we see from tagging stems from two sources.
First, two of our scoring methods are based on prop-
erties of phrases that are syntactically important. The
score s3 is based on how often the phrase appears to
have a potential head word as its last word, while
score s4 is based on the expectation that the last word
in the phrase has a three-letter suffix that would be
seen in a high-quality phrase. Since the Xerox tagger
uses the suffix of an unknown word in predicting its
ambiguity class, there is clearly overlap in the infor-
mation used by s4 and the tagger. While one could, in
principle, test the level of dependence between s4 and
the tagger scoring, we have not attempted to do this.

The second point is that the task of identifying high-
quality phrases is as much a problem of semantics as
it is a problem of syntax. Tagging cannot help with
the semantic problem, and thus the performance of
tagging alone on the task at hand would seem to be
limited. What we have said notwithstanding, there are
other methods of part-of-speech tagging20,23 that might
yield different and more favorable results for our task.
Other approaches that may prove useful are methods
that require one to work from known good phrases
to obtain related phrases that may also be of good
quality. Examples include the work of Hersh et al.,10

in which known good head words for phrases were
used to locate numerous phrases built from them, and
the work of Cooper and Miller45 in locating good
phrases that are lexical variations of MeSH terms (the
lexical indexing system PostDoc) or that co-occur at a
high level with MeSH terms (the statistical indexing
system Pindex). While we do not question the effec-
tiveness of these approaches, we have avoided them
because they imply a strong correlation between what
one has already given as good phrases and what one
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can find with the methods. Our aim has been to ac-
complish a more general type of processing that
would not bind us so strongly to prior knowledge.

In our current and ongoing work we are examining
two ways of improving the system. First, as men-
tioned above, we would like to allow phrases longer
than three words. We are seeking to do this by ex-
amining more closely the statistical dependency be-
tween words that occur in text, the idea being that a
word that occurs at the left end of a phrase may be-
long there if the dependency is sufficiently strong.
Second, we would like to find a way to score phrases
more accurately as to how laden with content or sub-
ject matter they are. Bookstein et al.46,47 have devel-
oped methods for this purpose that make use of the
distribution of terms within a document. Those that
are content bearing tend to be uneven in their distri-
bution. Unfortunately, we have access only to titles
and abstracts of documents and will have to take a
different approach, more related to how the terms are
distributed relative to other terms within the whole
database.

The authors thank Alan Aronson and Jim Mork for making the
trained Xerox tagger available for this study.
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