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Introduction

Statistics has historically been the workhorse for analyzing clinical trials, building prediction 

models, and analyzing most types of medical data. However, recently large amounts of 

available healthcare data and increasing computing power have enabled techniques from 

the field of machine learning to play an ever larger role in clinical applications. The fields 

of machine learning and statistics in fact have many things in common, but they can 

appear at first glance to be quite different given the way each community describes its 

goals and techniques (Beam and Kohane 2018). This false sense of difference is further 

heightened because much of the recent work in machine learning has been described under 

the umbrella term of “artificial intelligence” (AI). It should be noted that AI refers to a 

goal (i.e. computers that behave “intelligently”) and does not in itself describe a method to 
achieve that goal. Much of the recent and rapid progress towards the goal of medical AI has 

been enabled by advancements in the subfield of machine learning known as deep learning 
(LeCun, Bengio, and Hinton 2015; Hinton 2018; Schmidhuber 2015). However, beyond the 

AI hyperbole, the successes afforded by the use of deep learning to date have been more 

modest and narrow in high-risk settings, such as medicine, but are nonetheless likely to 

expand in coming years (Topol 2019; Ghassemi et al. 2018), though many challenges remain 

(Beam, Manrai, and Ghassemi 2020). The relevant literature stretches multiple decades and 

is rapidly growing, and we provide here a high-level overview of deep learning, with an 

emphasis on medical applications and natural language data. We offer a key insight for 

applications of deep learning in medicine, a dichotomy that presents both challenges and 

opportunities for real-world applications: Deep learning models can amplify biases and other 
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issues in the underlying data, but those same models can be leveraged to uncover data issues 

and patterns that might not be readily discoverable via more parsimonious models.

Historical Redux: The Old New

Deep learning is broadly defined as the use of artificial neural networks, a class of 

machine learning models loosely inspired by how biological brains are believed to process 

information. The core ideas underpinning modern deep learning are not new. The early 

“connectionist” work by researchers in the 1940’s and 1950’s led to the McCulloch-Pitts 

neurons (McCulloch and Pitts 1943) and the perceptron (Rosenblatt 1958), among other 

developments, which underpin current notions of neural networks. Interestingly, this line of 

work, with which we can also group the work of mathematicians such as Norbert Wiener 

in the 1940’s and earlier on feedback systems and related areas, was subsequently largely 

overshadowed through at least the 1990’s by symbolic/logic-based approaches, championed 

by John McCarthy and others. This latter line of work emerged from the 1956 Dartmouth 

Workshop, out of which came the term “artificial intelligence” (McCarthy 1988). Work on 

neural networks did, however, continue in the latter half of the 20th century by a small, 

yet dedicated group of researchers, leading to core architectures and learning approaches 

used today (Schmidhuber 2015; LeCun, Bengio, and Hinton 2015). However, it is not 

until the more recent decade, with the emergence of powerful graphics processing units 

(GPUs), which are particularly amenable to training modern neural network models with 

large amounts of data, that deep learning has become the dominant paradigm for large data 

settings.

What distinguishes deep learning from statistics?

Due to the convergence of varying academic fields and subdisciplines, there is a large 

amount of overlapping, inconsistent, oblique, and otherwise confusing terminology in the 

field of deep learning. The distinctions between “deep learning”, “machine learning”, 

and “statistics”, as well as the more amorphous, catch-all area of “artificial intelligence”, 

are themselves blurry, but there are still meaningful distinctions that can be made. Most 

successful deep learning projects leverage vast amounts of data and enormous amounts 

of computing power to build very complicated (i.e., high parameter) models. In contrast, 

techniques from statistics have traditionally used less complex models to analyze studies 

with more modest amounts of available data, and the goal of models is often quite different 

(Breiman 2001). Most statistical models are designed to yield interpretable quantities that 

provide information about the effect or an association between the variable and the outcome 

of interest, whereas most deep learning models are primarily focused on prediction and in 

general lack interpretable quantities such as these.

For example, a typical study in Orthopaedics might involve the study of patients (on the 

order of hundreds or thousands), with a dozen or so covariates and a single outcome. An 

analysis of such data would likely use some variant of linear regression or logistic regression 

depending on the characteristics of the data, available information, etc.---i.e., the standard 

concerns of applied statistics. Importantly, in this scenario the use of deep learning may not 

be particularly advantageous, or even advisable to consider, since the additional complexity 
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may not be necessary to learn the patterns in small datasets (Christodoulou et al. 2019), 

with the additional disadvantage that a deep learning model might “overfit” the data and 

result in a model that fails to generalize to new data. Such “small N” scenarios with only a 

few variables are drastically different from the context in which deep learning models have 

had their most convincing successes. For example, deep learning models built to understand 

natural language data are routinely built using millions or billions of data points (e.g., a large 

sample of sentences crawled from the internet), with each covariate, a word in English, for 

example, itself existing in a very high-dimensional space, with long-distance, time-varying 

dependencies. It is this type of scenario (and analogously for images and video input) that 

deep neural networks have achieved considerable advances in recent years. It is, thus, not the 

case that deep learning is a good fit for all problems in medicine and healthcare.

When is deep learning the preferred approach in medical settings?

Deep learning does not obviate the need for the basic principles of statistics, but there are 

some rules-of-thumb for using deep learning in healthcare applications. Concretely, when 

the data provided to the model consists of text, images, and/or videos, deep neural networks 

will typically be more effective than traditional regression models, assuming there is a 

sufficiently large amount of such data available. In these scenarios, deep learning models 

are able to automatically encode complex dependencies that can be challenging for human 

annotators to articulate and label. Conversely, the relative advantage of deep learning on 

“tabular data” (e.g., data that easily fits into a spreadsheet’s rows and columns) has been 

less convincing, and thus traditional statistical models might be preferred in these settings. 

Relatedly, as noted further below, deep learning can also be used in analysis settings where 

the primary goal is to discover unknown patterns, or to verify patterns, in high-dimensional 

data. Finally, it should also be noted that deep learning approaches are largely not yet ready 

for day-to-day clinical deployment with patients (Beede et al. 2020), but can be useful for 

medical researchers analyzing data in less-critical scenarios.

Natural Language Processing: Signal from Text

A considerable amount of data in medicine is available in unstructured text from electronic 

health records and related sources. Natural Language Processing (NLP), the study of 

language by computational means and the resulting applications (Jurafsky and Martin 2008), 

for which deep learning has become the primary approach within the last five years, can 

be used for analysis and prediction in the context of such data. The types and variations of 

models that are commonly used abound and are evolving, but roughly coalesce around a 

handful of base approaches, each of which has a rich history (Schmidhuber 2015; LeCun, 

Bengio, and Hinton 2015) and which can be combined together. With such models, NLP 

has moved from explicitly extracting covariates or features from the data by hand, to 

instead imposing generic constraints on the model which can automatically discover useful 

features in the data, a common evolution observed across subfields of modern machine 

learning (Sutton 2019). Models currently used in NLP research for medicine include Long 

Short-Term Memory (LSTM) networks (Hochreiter and Schmidhuber 1997), which can 

model temporal dependencies, a lens with which we can view the left-to-right dependencies 

in English, for example. LSTM networks improve the stability of earlier recurrent neural 
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network (RNN) models (e.g., Elman 1990), enabling them to train on more complicated 

data. Bi-directional LSTMs (Graves and Schmidhuber 2005) enable learning left and right 

dependencies, providing additional context useful for encoding language. In addition to 

these sequential models, a particular type of feed-forward network, convolutional neural 

networks (CNNs) (Fukushima 1980, 2013; LeCun et al. 1990 inter alia), which leverage 

a mathematical operation particularly well suited to image data known as a “convolution”, 

have also been widely used.

A third commonly used architecture is the Transformer (Vaswani et al. 2017), which makes 

use of self-attention (Parikh et al. 2016). Transformers have found particular use in training 

very high parameter models, which can be trained in an “unsupervised” manner on natural 

language text by predicting the next word in a sentence given the previous words (Radford 

et al. 2019; Brown et al. 2020), or by randomly masking a word and having the model “fill 

in the blank” (Devlin et al. 2018). This unsupervised “pre-training” serves as an initial step 

to learn useful patterns (i.e., the structure and distribution of the observed language), after 

which domain-specific tasks can be trained with (typically much) smaller labeled datasets. 

This pattern of “pre-training” deep learning models on generic tasks before “fine-tuning” 

them towards a specific one has yielded similar advancements in computer vision and signal 

processing.

Bias and Safety Concerns

Neural networks can amplify societal biases already contained in data sets, and models are 

dependent upon the data on which they are trained. Additionally, since we do not always 

have labels for the particular quantities of interest, it can be necessary to use proxies. 

Independent of the type of model, labels, such as those relating to cost, used as proxies for 

health needs or outcomes, have the potential to introduce biases (Obermeyer et al. 2019). 

In NLP applications, often we may have a large amount of text, but only a limited number 

of human annotated labels for our quantities of interest. For example, with EHR data, we 

may only have ICD-9 or ICD-10 diagnosis codes, which are typically used for billing, but 

we might want to use these codes for other types of tasks. However, these codes are often a 

poor surrogate for the true clinical state of a patient (Agniel, Kohane, and Weber 2018), and 

training a deep learning model to predict them may not yield a clinically relevant model. In 

practice, creating a dataset with enough high-quality labels for a deep learning model may 

be an insurmountable bar for many real applications.

Data and Model Checks: Introspecting Inference

Perhaps counter-intuitively, deep neural models can themselves be leveraged to identify 

biases and other data issues. Deep learning models can be used to “introspect” a given 

dataset to identify possible errors or biases in a way that would be difficult with other 

approaches in high-dimensions. Using imputation-style losses, such as predicting censored 

parts of the input (e.g., randomly masking the identity of certain words, and then training a 

model to predict such words), we can pre-train networks on large amounts of unlabeled data. 

We can then use exemplar auditing (Schmaltz and Beam 2020) to introspect our predictions. 

This can be used to identify patterns in the data at resolutions more fine-grained than our 
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available labels, and it can also be used defensively to identify model errors or issues with 

the underlying training data, including with regard to protected attributes (Chen, Johansson, 

and Sontag 2018). This line of work, which is at the intersection of many fields in machine 

learning, is an active line of research that aims to improve the safety and reliability of deep 

learning by strategically auditing the manner in which a model is using the data it has been 

given.

The need for humility with deep learning applications in medicine

The aforementioned models can be useful to medical researchers, but the distance to 

deployment in most clinical settings remains significant. Even with the various available 

tools now at our disposal, the extant state of deep learning is such that careful field 

studies are needed when deploying any algorithm. Translating existing research to 

clinical applications involves technical issues in machine learning, such as accounting for 

differences between training and test distributions, but it also involves logistical factors 

and assessing human preferences for computer interfaces. The deployment of EHRs has 

been problematic for caregivers (Gawande 2018), and a similar trajectory is possible with a 

naive application of deep learning algorithms. Nonetheless, the potential benefits of learning 

from large-scale, high-dimensional datasets is such that the effort is a worthwhile one. The 

solution is for clinicians, machine learning researchers, and statisticians to work together to 

advance progress toward real-world applications of deep learning.
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