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Abstract

Calculation of the absolute free energy of binding (ΔGbind) for a complex in solution is 

challenging owing to the need for adequate configurational sampling and an accurate energetic 

description, typically with a force field (FF). In this study, Monte Carlo (MC) simulations with 

improved side-chain and backbone sampling are used to assess ΔGbind for the complex of a drug-

like inhibitor (MIF180) with the protein macrophage migration inhibitory factor (MIF) using free 

energy perturbation (FEP) calculations. For comparison, molecular dynamics (MD) simulations 

were employed as an alternative sampling method for the same system. With the OPLS-AA/M FF 

and CM5 atomic charges for the inhibitor, the ΔGbind results from the MC/FEP and MD/FEP 

simulations, −8.80 ± 0.74 and −8.46 ± 0.85 kcal/mol, agree well with each other and with the 

experimental value of −8.98 ± 0.28 kcal/mol. The convergence of the results and analysis of the 

trajectories indicate that sufficient sampling was achieved for both approaches. Repeating the 

MD/FEP calculations using current versions of the CHARMM and AMBER FFs led to a 6-

kcal/mol range of computed ΔGbind. These results show that calculation of accurate ΔGbind for 

large ligands is both feasible and numerically equivalent, within error limits, using either 

methodology.
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INTRODUCTION

Alchemical binding free energy calculations have been rapidly developing and are now 

being widely applied in structure-based drug design (SBDD).1–6 Different statistical 

mechanics approaches have been explored to try to achieve accurate binding affinity 

predictions.1,7 Perturbative free energy methods such as thermodynamic integration (TI), 

free-energy perturbation (FEP) and Bennett’s acceptance ratio (BAR) are based on the 

assumption that the configurational space of two different states is similar enough to obtain 

valid evaluations of the difference in free energies. To ensure this condition, the stratification 

technique splits the transformation path into a number of intermediate steps or “λ-windows” 

that yield adequate overlap of the configurational spaces. Relative binding free energy 

(ΔΔGbind) calculations, where the initial and final molecules are very similar, have been 

dominant in structure-based drug design (SBDD) studies.5,6 In contrast, absolute binding 

free energy calculations decouple energetically the ligand entirely from its environment, 

either the surrounding solvent molecules or a protein binding site.8,9 As the removal of the 

entire ligand molecule is performed, such calculations are computationally demanding and 

potentially sensitive to sampling and numerous setup issues for the protein. On the other 

hand, they do address the fundamental thermodynamic gauge of molecular recognition and 

the results can be directly compared to experimental binding data, after corrections for 

standard states are introduced.10–12 The calculations when performed in a prospective 

manner provide a rigorous test of current methodologies and force fields.13 However, such 

calculations are still far from routine and, as considered here, further examination of 

methodological issues and the impact of alternative force fields is needed.
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Much work in the area has been done with molecular dynamics (MD) methods using 

software packages such as GROMACS,14 AMBER,15 NAMD,16 CHARMM,17 and 

OpenMM.18 Much less work has used Monte Carlo statistical mechanics (MC), though it 

can be very efficient compared to MD for liquid simulations.19 Unlike MD, where a new 

configuration is generated by integrating equations of motion for all atoms, MC explores the 

configurational space by localized random moves of solvent and solute molecules.19 It also 

permits enhanced sampling of conformational changes and of local regions of interest, e. g., 

near the protein binding pocket. Moreover, NVT and NPT ensembles are readily 

implemented through the Metropolis sampling without the need to apply thermostats and 

barostats. Recent improvements in the MC-based software package MCPRO have resulted in 

enhanced sampling of protein side chains and backbone atoms.20 Similar sampling and 

absolute free energies of binding were obtained for complexes of benzene and analogs with 

T4 lysozyme L99A using MD or MC.20 It is of interest, then, to extend this study to a more 

drug-relevant biomolecular system and further assess the sampling performance of MC and 

MD. For a common force field, MC and MD are expected to converge to the same ΔGbind 

results, once sufficient configurational sampling is achieved.

Macrophage migration inhibitory factor (MIF) is both a keto-enol tautomerase and a 

cytokine associated with inflammatory diseases and cancer.21,22 It was selected as the 

subject of this study since it has many characteristics that make it a suitable benchmark 

system: (1) the trimeric protein has moderate size with 342 residues; (2) multiple high-

resolution crystal structures of complexes of MIF with tautomerase inhibitors are available; 

(3) the crystal structures for many inhibitors show modest conformational changes for 

binding-site residues; and, (4) experimental binding data, Ki and Kd values, are available 

from inhibition and fluorescence polarization assays. In particular, for this work, we have 

chosen to study the complex of the inhibitor MIF180 with human MIF, as illustrated in 

Figure 1 from the crystal structure obtained in our laboratory.22 As indicated, the complex 

features a combination of hydrogen bonding, van der Waals, and aryl-aryl interactions, 

which is typical for protein-drug complexes. In contrast, the widely used L99A T4-lysozyme 

system binds benzene analogs primarily through the hydrophobic effect.20

Once adequate sampling is achieved, the effects of the accuracy of the force field and other 

methodological factors can be evaluated for the benchmark system via ΔGbind calculations. 

In our laboratory, much effort has been devoted to steady improvements of the OPLS force 

fields. Recently, the OPLS-AA force field for proteins and nucleic acids has been improved 

through extensive reoptimization of the torsional parameters using high-level quantum 

mechanical calculations and MC and MD simulations of series of peptides, proteins, 

nucleotides and polynucleotides to yield OPLS-AA/M.23,24 In addition, OPLS parameters 

for general small-molecule ligands are now available with atomic charges from QM 

calculations, after optimization through studies of properties of pure liquids and free 

energies of hydration.25 CHARMM26 and AMBER27 are two other popular force fields 

initially parameterized for proteins and later extended to nucleic acids, lipids, and small 

molecules (CGenFF28 and GAFF29). In the present work, four combinations of protein-

ligand force fields are utilized, namely OPLS-AA/M with OPLS-AA/CM5, OPLS-AA/M 

with OPLS-AA/CM1A, CHARMM 36 with CGenFF, and AMBER ff14sb with GAFF. 
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These will be referred to as OPLS/CM5, OPLS/CM1A, CHARMM/CGenFF, and AMBER/

GAFF.

In this work, ΔGbind results for the MIF180/MIF complex have been obtained from Monte 

Carlo free energy perturbation (MC/FEP) and MD/FEP calculations using the OPLS/CM5 

force field for comparison with each other and with the Kd measurement from a florescence 

polarization assay (ΔGbind = RT ln Kd).30 Six-degree-of-freedom (6DoF) restraints were 

adopted for all simulations of the complex.12,13,31 In addition, the remaining force field 

combinations, OPLS/CM1A, CHARMM/CGenFF and AMBER/GAFF, have been applied 

using the same MD/FEP protocol to evaluate the sensitivity of the ΔGbind results to these 

alternative choices.

METHODS

Absolute Binding Free Energy Calculations.

Absolute binding free energy calculations were conducted via the double decoupling method 

(DDM) following the thermodynamic cycle depicted in Figure 2 and using eqs 1 and 2.8–12 

The difference between the two sides of the cycle, which effectively transfers the ligand 

from aqueous solution to the binding site, represents the binding affinity of the protein-

ligand complex. The ligand intermolecular interactions are turned off (decoupled) from the 

water solvent in the unbound simulation to yield ΔGunbound. All calculations of ΔGbound and 

ΔGunbound were done in two stages with scaling of the atomic charges

ΔGbind = ΔGunbound − ΔGbound + ΔGrestr − ΔGvb (1)

ΔGrestr = − kTln 8π2V (KrKθAKθBKφAKφBKφC)1/2

ra, A, 0
2 sinθA, 0sinθB, 0(2πkT)3 (2)

to zero followed by removal of the intermolecular Lennard-Jones interactions. In the bound 

simulations, the decoupling from the solvent and the protein is done with the use of 

geometric restraints. They are introduced to keep the disappearing ligand in the observed 

position and orientation in the binding site (Figure 1) yielding ΔGvb, and their effect on the 

free energy is corrected analytically via ΔGrestr. The latter term is calculated using eq 14 

from the paper by Boresh et al.13 The equation is reproduced here as eq 2 and reflects 

imposition of restraints for six degrees of freedom (6DoF) that keep the ligand 

translationally and rotationally stable in the binding site.32–34 The specific algorithm from 

Wang et al.35 is implemented in the colvars module of the utilized MD program NAMD36 to 

control the six variables.31,37 The same algorithm is also used in our MC program, MCPRO. 

In the MC implementation, the restraints are turned on simultaneously with the removal of 

the atomic charges so ΔGvb is included in the electrostatic portion of ΔGbound, but it requires 

a separate simulation in the MD calculations using NAMD.

The sum of terms in eq 1 is sufficient to calculate ΔGbind of most ligands that are either 

conformationally rigid or freely interconverting. The ligand in this study, MIF180, occurs in 

two different, non-interconverting conformations during the simulations bound in the protein 
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and in the unbound aqueous phase. Therefore a correction term, ΔGconf, needs to be added to 

the result of eq 1 as a penalty for conversion of the ligand from the most stable conformation 

in aqueous solution or in the gas phase with the triazole and quinoline nitrogen atoms anti to 

the syn conformer observed in the complex (Scheme 1). This term was estimated via 
potential of mean force (PMF) calculations for rotation about the bond connecting the rings. 

The decoupling was only for interactions with the environment; intramolecular energy terms 

did not contribute to the FEP results, so the conformational change required separate 

assessment.

System Preparation.

All structures were initially built starting from crystal structures of the complexes for 

MIF180 and a close analog (PDB IDs: 4WR8 and 4WRB)22 using the MCPRO clu utility. 

The full structure with 342 residues was retained and relaxed via a conjugate-gradient 

optimization using MCPRO with a dielectric constant of 2.0. For the ligand, two different 

OPLS-AA charge models, OPLS-AA/CM1A and OPLS-AA/CM5 were considered with the 

usual scaling factors for neutral-molecule partial charges of 1.14 for CM1A and 1.20 for 

CM5.38 In addition, CHARMM general force field (CGenFF) parameters were obtained 

from its webserver.28 It should be noted that the output included warnings about low quality 

for torsional parameters for several dihedral angles. Similarly, the ligand parameters were 

assigned for the general AMBER force field (GAFF)29 with the Antechamber package 

including AM1-BCC atomic charges.39 The protonation states for the protein residues were 

determined by H++40,41 and PropKa3.42,43 In both cases, the N-terminal proline was 

predicted to be neutral. Pro1 is the putative catalytic base for the tautomerase reaction.21 

However, no neutral N-terminal proline parameters were available for the CHARMM3626 

and the AMBER ff14SB27 force fields. In order to obtain the necessary parameters, the C-

terminal-capped PRO-MET dipeptide was processed using CGenFF and GAFF. The 

parameters thus obtained were then mapped into the CHARMM and AMBER protein force 

fields for the neutral terminal proline. Complexes for MIF with both the neutral and 

protonated Pro1 were prepared for all four force field combinations.

Monte Carlo Simulations.

The OPLS-AA/M force field23 was used for the MIF protein, while OPLS-AA with the 

1.20*CM5 charge model38 was used to represent the inhibitor, MIF180. The calculations of 

absolute free energies were carried out following the double-decoupling scheme (Figure 2). 

The ligand electrostatic and Lennard-Jones (LJ) interactions were decoupled consecutively 

with simple overlap sampling (SOS).44 The charges were first scaled to zero linearly with 

the λ parameter, then the intermolecular LJ interactions were turned off using 1-1-6 softcore 

potentials.45 The charge and LJ removals were split into 15 and 18 windows for the unbound 

state and 15 and 41 windows in for the bound state respectively. Each window comprised 80 

million (80M) configurations of equilibration and 180M configurations of averaging (80M/

180M) for the unbound state; the bound-state calculations used 80M/240M configurations 

for the electrostatic and 320M/240M for the LJ calculations. The PMF calculations for the 

rotation around the bond connecting the triazole and quinoline rings were conducted using 

the same system as prepared for the unbound simulations using 1M configurations of 

equilibration and 5M averaging at 10° intervals.
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During the bound state annihilation, the ligand was restrained to its initial position relative to 

the protein using the six degree-of-freedom (6DoF) restraints.13,33 The required coordinate 

system was constructed by choosing three sites from the ligand and three from nearby 

protein residues. Specifically, the hydroxyl oxygen atom, the midpoint of N2 and N3 in the 

triazole ring, and the quinoline N atom were selected as the three groups on the ligand; and 

the geometric center of the heavy atoms for the Tyr36C side-chain, the Ile64A backbone and 

the Lys32A side-chain were used for the protein. Analytical corrections for the restraints to 

the fully interacting ligand and standard state were included to obtain the absolute binding 

free energy.13,35,46,47 The force constants for the six restraints were 10 kcal/mol-Å2 and 0.1 

kcal/mol-deg2 for distances and angles, respectively. All restraint terms were gradually 

increased starting from zero during the electrostatic decoupling and then kept constant.

For MC/FEP simulations, the unbound ligand was solvated in a 40-Å periodic cube 

containing 2100 TIP4P water molecules. For the complexes, a 25-Å radius cap with ca. 2000 

TIP4P water molecules centered on the ligand was used. In all cases, a residue-based cutoff 

of 10 Å was applied to maintain consistency with the MD simulations.

Molecular Dynamics Simulations.

All molecular dynamics (MD) simulations were performed using the NAMD program 

version 2.11.16 The ligand was solvated in a 40-Å periodic cube of TIP3P water,48 the 

default model for NAMD, and the complex was solvated in TIP3P water with 12-Å padding 

in all dimensions. The systems with unprotonated Pro1 were electrically neutral, and the 

ones with the three copies of the proline protonated were neutralized by addition of three 

chloride ions.

Langevin dynamics49 was applied to enforce a temperature of 300 K and a pressure of 1 

atm. The time step was set at 2 fs using the SHAKE algorithm50 to constrain all bonds to 

hydrogen atoms. Coulombic interactions were truncated at 10 Å, and the Particle-Mesh-

Ewald (PME) method was used to include long-range electrostatic interactions.51,52 The LJ 

interactions were smoothly switched off between 8 and 10 Å. For all of the MD simulations, 

the equilibration protocol consisted of 50,000 steps of conjugate-gradient minimization, 

followed by 2 ns of isothermal-isobaric dynamics for equilibration. The free energy 

rotational profiles were calculated from the unbound ligand setup using 1 ns equilibration 

and 5 ns averaging at 1° intervals.

The production FEP calculations were performed bi-directionally using 43 lambda windows. 

Each λ-window featured another 1 ns of equilibration and 5 ns of averaging for both the 

unbound and bound state, for a total 215 ns in each direction. The 6DoF restraints were 

applied to the ligand in binding site in the same manner as with MCPRO. The calculations 

of the absolute free energy of binding with protonated Pro1 using the AMBER/GAFF force 

field required an additional conformational restraint to maintain the bound syn 
conformation. All of the MD simulations were run in triplicate with small initial changes to 

generate independent trajectories.
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RESULTS AND DISCUSSION

Absolute Free Energy of Binding with MC

Calculations for the Unbound Ligand; Comparison of Water Models.—Since the 

MC simulations used TIP4P water, while the MD simulations used TIP3P, the effect of the 

choice was first examined for the unbound state by evaluating free energies of hydration 

(ΔGhyd) of the ligand. For this purpose, full annihilations of the ligand in aqueous solution 

and in the gas phase were carried out with sequential removal of the Coulombic and LJ 

interactions. The net MC results for ΔGhyd were similar, specifically, −14.92 ± 0.10 kcal/mol 

for TIP4P and −14.23 ± 0.05 kcal/mol for TIP3P water. The results for the aqueous FEP 

calculations were taken as ΔGunbound.

Calculations for the Complex.—Bound-state MC/FEP calculations were carried out 

following similar protocols as in the lysozyme study.20 However, a few methodological 

adjustments were necessary due to the larger size and asymmetry of the MIF180 ligand. 

First, the hard wall (HW) restraint was replaced by the 6DoF restraints. While the HW 

restraint was sufficient for benzene and analogs as ligands, it resulted in very slow 

convergence and large numerical fluctuations in initial studies with MIF180. With the 6DoF 

restraints, the bound-state results showed good numerical stability.

Next, 41 λ-windows were used to ensure sufficient configuration-space overlap for the FEP 

calculations. Simple overlap sampling (SOS) was used, where the midpoint of the window 

λM is the end-point for each perturbation. The bound-state free energy changes for each 

window and the corresponding fluctuations are plotted in Figures 3 and 4 from the 80M/

240M run lengths. While the electrostatic free-energy fluctuations were all below 0.13 kcal/

mol, the LJ free-energy changes exhibit two behaviors. Low fluctuations are exhibited in the 

first two-thirds of the calculations, up to window 26 (0.00 ≤ λ ≤ 0.67), and then higher 

fluctuations occurred for the remaining windows (0.67 ≤ λ ≤ 1.00). In the latter region, all 

the electrostatic interactions and a large portion of the Lennard-Jones ones have been 

eliminated. Thus, the protein backbone and side chains should be free to relax, and water 

molecules migrate into the emptying binding site. These changes can be expected to be 

accompanied by larger energy fluctuations. As a result, increase of the equilibration stage 

for the LJ decoupling was explored yielding the results in Figures 5 and 6. The electrostatic 

decoupling reached convergence after the 80M configurations of equilibration and ca. 200M 

of averaging (Figure 5A). The LJ decoupling, however, still showed a slight downward drift 

after 240M MC steps of averaging following the 80M equilibration (Figure 6A); the 

corresponding total free-energy change for 80M/240M is shown in Figure 6B. Restarting the 

averaging at this point corresponds to an equilibration of 320M configurations. This was 

done and followed by another 240M configurations of averaging to yield the results in 

Figure 6C, which show good convergence after ca. 100M configurations of averaging. The 

total free-energy change as a function of λ for the LJ component is then shown in Figure 6D 

for the 320M/240M run lengths and reflects a change of about 2 kcal/mol from Figure 6B. 

All the LJ windows are well converged with the 320M/240M protocol, as shown in 

Supplementary Figure S4.
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The free energy changes for the unbound inhibitor were 27.56 ± 0.03 kcal/mol for the 

Coulombic term and 1.59 ± 0.10 kcal/mol for the LJ term, while the corresponding values 

for the bound state were 34.09 ± 0.44 kcal/mol and 16.53 ± 0.60 kcal/mol with 320M/240M. 

The 6DoF restraints correction, ΔGrestr, was 12.01 kcal/mol and the free energy penalty for 

the ligand conformational change in TIP4P water was 0.66 kcal/mol (see below). Thus, the 

absolute free energy of binding for the MIF180 complex via eq 1 is −8.80 ± 0.74 kcal/mol. 

The statistical uncertainty mainly arises from the bound-state calculations and places 

significant limits on the precision. The accord with the experimental value of −8.98 ± 0.28 

kcal/mol30 is notable; it is in the 1-kcal/mol error range reported for relative free-energy 

results.6,53 However, many more examples are needed with different ligands and 

methodological variations before general conclusions can be reached. The following results 

provide some insights along these lines.

Absolute Free Energy of Binding with MD

MD Calculations for the Unbound Ligand; Comparison of Small-Molecule 
Force Fields.—It is informative to compare results with the small-molecule force fields 

for computation of the absolute free energy of hydration of the MIF180 ligand. MD 

simulations in the CHARMM version of TIP3P water and in gas phase were used to 

calculate ΔGhyd with the OPLS-AA/CM5, OPLS-AA/CM1A, CGenFF and GAFF force 

fields using NAMD. The resulting values for the electrostatic (ΔGQ) and van der Waals 

(ΔGLJ) components of the free energy of hydration are listed in Table 1. The aqueous-phase 

results were also used to calculate ΔGbind. From Table 1, the predictions for ΔGhyd range 

over 2.7 kcal/mol, with ranges of 1.1 and 3.4 kcal/mol for the LJ and Coulombic 

components, respectively. Thus, the major differences likely arise from variations in the 

partial charges for the ligand. This is documented for the atoms with the largest differences 

in Figure 7 and Table 2. It can be seen that the largest variations are concentrated in the 

central quinolinyltriazole fragment, especially for the nitrogen atoms and C2 of the 

quinoline ring (C0I). The differences are substantial and show that current fixed-charge force 

fields are far from agreement on this important item, which has obvious implications for 

interactions with any surrounding water or biomolecules. In the present case, N2 and N3 of 

the triazole and the quinoline nitrogen all participate in hydrogen bonds with MIF (Figure 

1). The magnitudes of the partial charges with CGenFF are particularly large, though this 

does not translate into a lower ΔGhyd in Table 1. The complete list of atomic charges for the 

four force fields can be found in Supplementary Table S1 as well as a graphical 

representation of the electrostatic potentials in figure S5.

Conformation of the Unbound Ligand.—To calculate the ΔGbind with the present 

decoupling methodology, it is necessary to include a penalty for the conformational change 

of the ligand from anti in water to syn upon binding as reflected in Scheme 1. Thus, 

potential of mean force (PMF) calculations were run with NAMD using TIP3P water for 

each force field; the dihedral angle for the bond connecting the quinoline and triazole rings 

(N0F-C0E-C0I-N0O) was driven from 0° in the syn conformation to 180° in the anti 
conformation in both the aqueous and gas phases. The calculated PMFs are depicted in 

Figure 8.
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In TIP3P water, the OPLS/CM5 force field gives the smallest free energy difference from 

anti to syn with a ΔGconf of 0.44 kcal/mol. While OPLS/CM1A (1.00 kcal/mol) and 

CGenFF (0.71 kcal/mol) gave similar free-energy curves, GAFF showed a stronger 

preference for the anti conformer, 1.60 kcal/mol. An analogous MC/PMF calculation was 

done for MIF180 in TIP4P water with the OPLS/CM5 force field, which yielded a ΔGconf of 

0.66 kcal/mol. It may also be noted in Figure 8 that the GAFF force field gives a 

significantly lower syn to anti barrier. A consequence seemed to arise in the case with 

protonated Pro1 for which the syn conformation was not maintained in the protein binding 

site during initial MD runs using the GAFF force field. So, in this case, an additional 

restraint was applied to fix the syn preference for the complex.

MD Results for the Bound Complex with the OPLS/CM5 Force Field.—As noted 

above, the simulations for the bound complex were run in triplicate using 43 lambda 

windows and averaging for 5 ns. With Pro1 unprotonated, the absolute free energies of 

binding (ΔGbind) from the three runs were −8.35, −7.49 and −9.55 kcal/mol, to give an 

average of −8.46 ± 0.85 kcal/mol. The ΔGbind obtained by MD/FEP matches well with the 

MC/FEP result, −8.80 ± 0.74 kcal/mol, and the experimental value at −8.98 ± 0.28 kcal/mol,
30 given the range of the uncertainties and the methodological differences. The bound 

MC/FEP simulations used a TIP4P water cap without electrostatic long-range corrections, 

whereas the MD/FEP runs used TIP3P water in a periodic truncated octahedron with Ewald 

corrections for long-range electrostatic interactions. Both simulation methods demonstrated 

a statistical uncertainty near 1 kcal/mol, which is in line with their difference of 0.34 kcal/

mol. The evolutions of the free energies of binding are compared for MD/FEP and MC/FEP 

in Figure 9. On this basis, the results for both methods appear to be converged to within ca. 

0.3 kcal/mol using the 240M configurations of averaging with MC and 3 × 5 = 15 ns of 

averaging per window with MD.

The simulations described here were designed to probe the convergence of each sampling 

method and are therefore longer than typical production runs would be. Hence, the 

comparison of timings and efficiency between these methods is at best qualitative at this 

point, and should be used as such. In the bound calculations, a single MC run of 100M 

configurations required 120 core-hrs in a Xeon E5–2660 as compared to 375 core-hrs for 5 

ns of MD. Since NAMD is well parallelized, the wall-clock timing of a MD run can be 

easily reduced by using multiple cores. A single complete calculation for the bound MIF-

MIF180 complex utilized 33,300 and 38,700 cpu-hrs in MC and MD simulations, 

respectively.

Concerning the migration of water into the binding site as the ligand disappears, Figure 10 

shows the final configuration of the last λ window in the forward direction of the MD/FEP 

calculation. Only water molecules within 5 Å of the ghost of the ligand are shown. It is clear 

that water molecules penetrated well into the binding pocket during the decoupling of the 

bound ligand. The average numbers of water molecules within 8 Å of N06 at the center of 

the ligand were 3 and 18 and the beginning and end of the MC/FEP simulations, and 6 and 

11 for MD/FEP.
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MD Results for the Four Force Fields and the Protonation State for Proline 1.
—The MD simulations for ΔGb were performed in the same way with the other three force 

fields. Furthermore, in order to investigate the preferred protonation state for Pro1 of MIF in 

the complex, the FEP calculations were also performed with Pro1 protonated in all three 

MIF monomers. The results of the ΔGb calculations with the four force fields are 

summarized in Table 3 for MIF180/MIF with and without the protonated N-terminal proline. 

As mentioned above, additional conformational restraint of the ligand to the syn 
conformation was needed for the simulations with Pro1 protonated using the AMBER/

GAFF force field. The results for ΔGbind are clearly very sensitive to both the choice of 

force field and protonation state for Pro1. In all cases, ΔGbind is more favorable with neutral 

Pro1 and closer to the experimental result of −8.98 ± 0.28 kcal/mol.30 The OPLS/CM5, 

OPLS/CM1A, and AMBER/GAFF results strongly support the assignment of Pro1 as 

neutral. The 2.3-kcal/mol spread of ΔGbind results with neutral Pro1 from these three 

alternative force fields is probably a reasonable reflection of the current state of the art. 

Expecting 1 kcal/mol accuracy from any given fixed-charge force field on a specific 

complex of a protein with a drug-like ligand is overly optimistic. The results with 

CHARMM/CGenFF are an outlier. It is difficult to trace the origin of the problem, but it 

may reflect the strong variation in partial atomic charges shown in Table 2 or uncertainties 

about the quality of some of the torsional parameters noted by the on-line server.28 In any 

event, it would be premature to draw general conclusions about the force fields. For the 

OPLS force fields, there is no particular reason to favor the use of 1.20*CM5 over 

1.14*CM1A charges based on results for pure organic liquids and free energies of hydration,
38 so the results with CM5 may just be fortunate and unique in this case.

Structural Analyses.—The crystal structure of the complex features multiple aryl-aryl 

interactions and hydrogen bonds as indicated in Figures 1 and 11. The phenolic hydroxyl 

group is hydrogen bonded with Asn97C (r(OO) = 2.52 Å), and the triazole N2 with Ile64A 

(r(NN) = 2.90 Å). Also, the quinoline N, triazole N3 and backbone O of Ile64A (r(NN) = 

3.33 Å, r(NN) = 2.95 Å, r(NO) = 2.81 Å) are hydrogen-bonded to the ammonium nitrogen 

of Lys32A.22 For comparison with the MD results in TIP3P water, the five hydrogen-bond 

distances were averaged over the final 10 ns of the MD trajectories for the fully formed 

complexes. The average intermolecular hydrogen-bond distances designated in Figure 11 are 

compared in Table 4 from the simulations with Pro1 unprotonated. Histograms for the 

hydrogen-bond distances showing the sampled ranges with the four force fields are provided 

in Supplementary Figure S2.

The shortest average protein-ligand contacts are found for OPLS/CM5 and AMBER/GAFF, 

which is consistent with their most favorable ΔGbind results (Table 3). All of the force fields 

yield a hydrogen bond between the phenolic hydroxyl group and Asn97C, and a short 

contact for the Lys32A ammonium group and the oxygen atom of Ile64A, in agreement with 

the crystal structure. However, the predictions for the three N…N hydrogen bonds are 

varied. While AMBER/GAFF retains the three hydrogen bonds, the other three force fields 

do not to different degrees. The most separated structure is found for CHARMM/GenFF, 

which is consistent with its overly weak ΔGbind in Table 3. OPLS/CM5 retains the hydrogen 

bond between the triazole N2 and the backbone NH of Ile64A, while the coordination of the 
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Lys32A ammonium group with N3 of the triazole and the quinoline nitrogen atom is 

weakened. This may be reasonable since Lys32A is at the entrance to the binding site and is 

largely solvent-exposed. There are also interprotein contacts in this region in the crystal 

structures,22 which provide for some exclusion of water and may lead to differences in 

structure for the crystal and dilute aqueous solution.

The corresponding results with Pro1 protonated are provided in Supplementary Table S3 and 

Figure S2. In this case, the ligand is much more separated from the protein. Basically, all of 

the hydrogen bonds are broken except for the one with the phenolic oxygen atom with 

OPLS/CM1A, CHARMM/CGenFF, and AMBER/GAFF.

CONCLUSION

Computation of the absolute free energy of binding (ΔGbind) for the complex of a drug-like 

ligand, MIF180, and human MIF has been investigated with both Monte Carlo statistical 

mechanics and molecular dynamics using double decoupling and four current fixed-charge 

force fields. Both MC and MD protocols were devised that yielded well converged ΔGbind 

values, though more efficient protocols using fewer λ-windows may be possible.54 The 

MC/FEP protocol with improved sampling techniques20 and the OPLS/CM5 force field 

performed well and gave an accurate estimate for ΔGbind in comparison to the experimental 

data. It was confirmed that a very similar result is obtained using the same force field in 

molecular dynamics simulations with the NAMD program. The MD/FEP calculations were 

then carried out for three additional force fields OPLS/CM1A, CHARMM 36 with CGenFF, 

and AMBER ff14sb with GAFF. The results for ΔGbind notably cover a 6 kcal/mol range, 

though three of the results are within 2.2 kcal/mol (Table 3). Significant differences in the 

computed structures for the complexes are also found with the general observation that 

shorter average protein-ligand contacts do correlate with more negative ΔGbind values. Many 

additional studies of this type are needed to make such computations more routine, to 

identify optimal protocols, and to reveal unambiguously any problematic issues for current 

force fields and sampling methods. It is proposed that human MIF is a good test system for 

such work owing to its moderate size and to the availability of multiple high-resolution 

crystal structures as well as accurate binding data for numerous, diverse inhibitors.21,22,30

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
Rendering from the crystal structure of MIF180 bound to human MIF (PDB ID: 4WR8).22 

Hydrogen bonds are indicated with dashed lines.
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Figure 2. 
Thermodynamic cycle for computing ΔGbind.
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Figure 3: 
Bound-state free energy changes and fluctuations for each λ-window of the electrostatic 

decoupling. Bar plots: free energy change in each SOS window with forward referring to λ1 

to λM and backward λ2 to λM, where λM refers to the intermediate point between each λ1 

and λ2 pairs. Line plots: Standard deviation (1σ) with 80M/240M MC configurations.
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Figure 4: 
Bound-state free-energy changes and fluctuations for each λ-window of the LJ decoupling 

as in Figure 3.
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Figure 5. 
Electrostatic decoupling for the bound state after 80M configurations of equilibration. (A) 

Evolution of the free energy change with simulation length. (B) Total free energy change as 

a function of λ.
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Figure 6. 
LJ decoupling for the bound state. (A) Evolution of the free energy change with simulation 

length after 80M configurations of averaging; (B) Free-energy change as a function of λ 
with 80M/240M; (C) Evolution of the free-energy change with simulation length after 320M 

configurations of equilibration; (D) Free energy change as a function of λ with 320M/240M.
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Figure 7. 
Atoms with the largest partial charge differences in MIF180.
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Figure 8. 
Free-energy profiles for the syn to anti conversion of MIF180 in TIP3P water: OPLS/CM5 

(red curve), OPLS/CM1A (green), CHARMM/CGenFF (yellow) and AMBER/GAFF (blue).
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Figure 9. 
Evolution of the free energy of binding with simulation length in each window for MIF180: 

(A) MC/FEP and (B) MD/FEP.
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Figure 10. 
Water in binding site at the end of the MD simulation. Ghost of the ligand is in grey.
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Figure 11. 
Intermolecular hydrogen bonds in the MIF-180 complex.
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Scheme 1. 
Two different conformations of MIF180.
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Table 1:

Free Energies of Hydration (kcal/mol) for MIF180 from MD Simulations

1.20*CM5 1.14*CM1A CGenFF GAFF

ΔGQ −13.58±0.08 −14.34±0.04 −12.33±0.38 −15.76±0.08

ΔGLJ 0.30±0.16 0.34±0.10 −0.78±0.27 −0.05±0.01

ΔGhyd −13.28±0.18 −14.00±0.11 −13.11 ±0.46 −15.81 ±0.08
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Table 2:

Atomic Charge Comparison for Selected Atoms

Atom Name 1.20*CM5 1.14*CM1A CGenFF GAFF

N06 −0.181 −0.293 0.499 0.117

C0D 0.032 −0.065 −0.443 −0.160

C0E 0.118 −0.106 0.095 0.185

N0F −0.248 −0.113 −0.408 −0.338

N0G −0.110 0.092 −0.332 −0.158

C0I 0.165 0.157 0.519 0.419

C0N 0.141 0.064 0.345 0.404

N0O −0.418 −0.248 −0.625 −0.676

J Phys Chem B. Author manuscript; available in PMC 2021 March 04.



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Qian et al. Page 29

Table 3.

MD Results for Absolute Free Energies of Binding (ΔGbind, kcal/mol) with Pro1 Neutral or Protonated

OPLS/CM5 OPLS/CM1A CHARMM/CGenFF AMBER/GAFF

Neutral −8.46 ± 0.85 −6.20 ± 0.41 −2.37 ± 1.27 −7.47 ± 0.99

Protonated −3.53 ± 0.76 −0.17 ± 1.22 −2.04 ± 1.04 −2.92 ± 0.26
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Table 4.

Average Hydrogen-Bond Distances Computed Using Different Force Fields (Å)

Crystal
a

OPLS/CM5 OPLS/CM1A CHARMM/CGenFF AMBER/GAFF

1-r(OO) 2.52 2.72 2.81 2.84 2.69

2-r(NN) 2.90 3.12 4.88 4.56 3.06

3-r(NN) 3.33 4.61 5.02 7.02 3.50

4-r(NN) 2.95 4.47 4.67 5.83 3.47

5-r(NO) 2.81 3.02 3.34 4.02 2.92

a
Ref. 22.
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