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ABSTRACT

Objective: To apply natural language processing (NLP) techniques to identify individual events and modes of

communication between healthcare professionals and families of critically ill patients from electronic medical

records (EMR).

Materials and Methods: Retrospective cohort study of 280 randomly selected adult patients admitted to 1 of 15

intensive care units (ICU) in Alberta, Canada from June 19, 2012 to June 11, 2018. Individual events and modes

of communication were independently abstracted using NLP and manual chart review (reference standard). Pre-

processing techniques and 2 NLP approaches (rule-based and machine learning) were evaluated using sensitiv-

ity, specificity, and area under the receiver operating characteristic curves (AUROC).

Results: Over 2700 combinations of NLP methods and hyperparameters were evaluated for each mode of commu-

nication using a holdout subset. The rule-based approach had the highest AUROC in 65 datasets compared to the

machine learning approach in 21 datasets. Both approaches had similar performance in 17 datasets. The rule-based

AUROC for the grouped categories of patient documented to have family or friends (0.972, 95% CI 0.934–1.000), visit

by family/friend (0.882 95% CI 0.820–0.943) and phone call with family/friend (0.975, 95% CI: 0.952–0.998) were high.

Discussion: We report an automated method to quantify communication between healthcare professionals and

family members of adult patients from free-text EMRs. A rule-based NLP approach had better overall operating

characteristics than a machine learning approach.

Conclusion: NLP can automatically and accurately measure frequency and mode of documented family visitation

and communication from unstructured free-text EMRs, to support patient- and family-centered care initiatives.
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INTRODUCTION

Patient- and family-centered care (PFCC) is an approach to improv-

ing healthcare through the inclusion of patients and families as part-

ners throughout the healthcare process.1 PFCC is especially

important in an intensive care unit (ICU) where family members of-

ten assume the role of surrogate decision-makers for critically ill

patients.2 The Society of Critical Care Medicine recommends regu-

lar communication with family members of critically ill patients,3

and studies have identified that communication occurs in multiple

ways including during dedicated family meetings, patient care

rounds, informal updates, and telephone calls.4 Measures of fre-

quency of family communication are important to evaluate the ad-

herence of healthcare settings to these recommendations, as well as

establish benchmarks and improve PFCC.

The increasing availability of electronic medical records (EMRs)

provides an opportunity to better understand communication with

patient families. However, family communication is often recorded

as free-text in EMRs. Manual abstraction and classification of this

free-text data is time-consuming, prone to human error, and difficult

to scale. One solution would be to standardize the structure of infor-

mation capture in EMRs, but this is likely to be deficient for docu-

menting complex social constructs like family communication.

Another strategy would be to automate abstraction and classifica-

tion of free-text data. Natural language processing (NLP) presents

promising computational techniques to generate structured informa-

tion from free-text EMRs.5 We sought to apply NLP techniques to

automatically identify individual events and modes of family com-

munication from EMRs to test the ability of NLP to generate useful

information related to family–care provider interactions in the ICU.

MATERIALS AND METHODS

Design, setting, and population
We conducted a retrospective multicenter population-based cohort

study. A random sample of adult patients (aged � 18 years) admit-

ted to 1 of 15 ICUs in Alberta, Canada (14 medical/surgical and 1

neuroscience providing critical care services to 4.3 million residents)

from June 19, 2012 to June 11, 2018 with an ICU stay greater than

24 hours were included in this study. The primary data source was

eCritical, an EMR for multidisciplinary clinical documentation and

automated capture of device and laboratory data in use in all ICUs

across Alberta.6,7 eCritical is subjected to regular audits and rigor-

ous quality assurance.8 The study was reviewed and approved by

the Conjoint Health Research Ethics Board at the University of Cal-

gary (Reference number: REB17-1842). The need for informed con-

sent was waived.

Measures of family communication
The measures of family communication investigated in this study

were identified by a team comprising ICU clinicians and researchers.

Three categories of information were included. The first category

(Documented Family or Friends) was the documented existence of

patients’ family members or friends. It allowed the identification of

persons that are closely related to the patient and included 22 subca-

tegories of kinship and gender (eg, child-boy/man). The second cate-

gory (Visits) referred to documented visits of family members or

friends and included 37 subcategories of kinship, gender (girl/

woman or boy/man) and visitation (eg, child-boy/man-visit). The

third category (Phone Calls) captured documented phone calls from

or to family members or friends and included 30 subcategories of

kinship, gender and telephone communication (eg, child-boy/man-

phone call). Gender (girl/woman or boy/man)9 of the family member

or visitor was included because, in many societies, patient family

caregivers are disproportionally women,10 and this may influence

communication. A total of 89 measures of family communication

were examined (Supplementary Appendix A).

Data and variables
Data were abstracted from patient admission to discharge from

the ICU including admission demographic variables (age, gender,

ICU admission/discharge date, ICU site and admission class [medi-

cal, surgical, neuroscience, or trauma]), outcomes (survival and

length of stay), and time-stamped free-text notes. The latter was

the main input to our study and included all textual data from 59

note parameters, related to 4 categories: psychosocial/family/social

work (eg, family orientation)[n¼31, 52.5%], history/admission

(eg, emergency contact)[n¼21, 35.6%], admission/discharge/

transfer (eg, discharge location)[n¼6, 10.2%] and continuous

quality improvement (eg, patient or family teaching)[n¼1, 1.7%].

These free-text notes were entered by members of the ICU care

team including bedside registered nurses (RN), charge RNs, allied

health professionals (registered respiratory therapists, physiothera-

pist, social workers, spiritual care), attending physicians, residents,

or nurse practitioners. Free-text notes were available in all patients

charts and ranged from 2 to 3566 characters (median 51, IQR

20–142).

To train, validate, and test the proposed NLP methods, a refer-

ence standard for family communication was created by an indepen-

dent and blinded researcher who manually reviewed all EMRs

within a random sample of 280 patients. All available free-text notes

were individually analyzed, and a table was created to abstract

measures of family communication. Table rows corresponded to

notes (ie, 1 row for each evaluated note; eg, “son in to visit”) and

columns to measures (ie, 1 column for each measure of family com-

munication; eg, child-boy/man-visit). Table cells, referring to the in-

tersection of notes and measures, were filled out using ones and

zeros, where ones represented the presence of the measure in the

text and zeros represented its absence. As a result, all free-text notes

were evaluated in relation to all measures of family communication.

The characteristics of the patients included in the reference standard

are presented in Table 1. Interrater agreement for the reference stan-

dard was evaluated by having a second blinded researcher classify a

random sample of 10% (n¼28) of the 280 patients included in the

reference standard assessment. The Cohen’s Kappa estimate was

0.923.

Natural language processing
The ability of NLP techniques to identify EMR documented family

visitation and communication in ICUs was evaluated following a

multistep framework. Figure 1 provides an overview of the frame-

work, which is divided into 3 modules: (i) Preprocessing and dataset

construction, (ii) NLP training, and (iii) performance evaluation. All

computations were performed in Python 3.7.11 Codes referring to

the proposed framework are available on the Data Intelligence for

Health Lab GitHub repository.12
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Preprocessing and datasets construction
Preprocessing

The analysis of free-text notes is difficult for 4 reasons. First, texts

do not follow a standard structure, and typographical errors might

be present. Second, sometimes the relationship between people and

the patient is indirectly registered, demanding text interpretation to

correctly categorize (eg, her friend’s wife). Third, in the English lan-

guage, some family relationships do not explicitly identify gender

(eg, “child”), which makes tasks that require such information diffi-

cult (eg, tasks within the subcategory “child-girl/woman”). Finally,

some notes refer only to names (eg, “John called”), demanding a

previous knowledge of the patient’s network of family and friends.

The main steps applied to overcome these difficulties and prepare

records for the NLP training were:

1) Spaces between words and between words and punctuation

were adjusted to be 1 blank character (eg, “brother –in– law” be-

came “brother—in—law”). 2) Acronyms and informal names of

relationships were identified by randomly inspecting notes within

note parameters “Family Quick View Summary” and “Contact In-

formation Family.” Once common terms were discovered, their re-

spective conventional references were assigned, resulting in a

dictionary (eg, “sis” referring to “sister”). Occurrences of terms in

the sampled data were manually inspected and there was no need

for term disambiguation. This dictionary was applied to all notes to

substitute terms (ie, whenever a known acronym or informal name

was found in text, it was substituted by its conventional reference

according to the dictionary). A separate dictionary was created to

identify and adjust compound nouns of relationships into single

terms (eg, “brother – in – law” referring to “brother_in_law”). This

dictionary was also applied to all notes. 3) The Microsoft Excel spell

checker was used to correct typographical errors. 4) Indirect regis-

ters of family members were substituted by a direct version (eg,

“patient’s sister’s husband” became “patient’s brother_in_law”).

Whenever it was not possible to relate the mentioned person to the

patient, the direct version assumed 1 of 3 options: “other_girl/wom-

an,” “other_boy/man” or “other_unknown” (eg, “her friend’s wife”

became “other_girl/woman”). 5) Words were reduced to their basic

form, excluding inflectional endings (ie, lemmatization13) 6) A

patients’ network table was built. It considered textual information

available in notes related to the parameters “Contact Information

Family” and “Family Quick View Summary” and summarized

known relationships and names associated to each patient. People’s

names were identified by either using the Stanford named entity rec-

ognition tagger14 or by searching a list of names. The list of names,

as well as their respective genders, was obtained after web crawling

2 online guides used to choose baby names.15,16 Relationships were

identified by searching for specific terms in the text. Once names

and relationships were identified, the relation between them was es-

timated. Most free-text in these notes followed a similar structure

(eg, “Name Surname [relationship]. Phone xxx-xxx-xxxx”), with

differences in the order that information was presented. Therefore,

it was assumed that a name or relationship would be related to the

subsequent relationship or name, respectively. Whenever 2 subse-

quent names or relationships were found, it was assumed that the

complementary information of the first occurrence was missing. 7)

For each patient, known names were searched in all free-text notes

and substituted by their corresponding relationships. Information

about gender was included in ambiguous relationships based on

their corresponding names. Whenever a name was common in both

genders or no information was available regarding a specific name,

the gender was considered “unknown.” 8) Numbers and punctua-

tion were excluded and all capital letters were lowercased.

Dataset construction

The reference standard was organized into 156 datasets (Supplemen-

tary Appendix A). Each dataset was related to 1 measure of family

communication (eg, child-boy/man-visit) and was structured accord-

ing to a specific granularity of data. Each dataset included all avail-

able notes (ie, the entire corpus) and contained 2 fields of

information. The first (target variable) was a binary variable repre-

senting the occurrence of the measure of family communication (ie,

the annotation of zeros and ones in the reference standard). The sec-

Table 1. Characteristics of the patients included in the reference

standard

Characteristic Patients Included in the Refer-

ence Standard (n¼ 280)

Age (years), mean 6 SD (range) 59.2 6 15.0 (20–91)

Gender

Man, n (%) 149 (53.2)

Length of ICU stay (days), median (IQR) 4.3 (5.6)

Mortality, n(%)

ICU 23 (8.2)

Hospital 37 (14.4)

Admission class, n (%)

Medical 155 (55.4)

Surgical 78 (27.9)

Neuroscience 22 (7.9)

Trauma 17 (6.1)

No admission category assigned 8 (2.9)

Abbreviation: IQR, interquartile range; SD, standard deviation.

Figure 1. Framework overview.
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ond (input variable) contained the full content of all free-text notes

available in the reference standard. Two levels of data granularity

were examined: micro and macro. Micro granularity considered

data in their most granular form available (ie, individual notes in the

reference standard), allowing temporal analysis of measures (ie,

timestamps of notes were used as temporal references to measures).

Macro granularity, on the other hand, considered data in a patient-

based format (ie, each record of the dataset referred to all available

data for a specific patient) and was used to identify the occurrence

of measures during the whole ICU stay. Patient-based textual

records were formed by appending all free-text notes related to each

patient. The target variable of each patient-based record was deter-

mined using the “OR” operator (ie, if the target variable of any of

the free-text notes related to the patient was equal to 1, the patient-

based target variable assumed the value of 1; otherwise, it assumed

the value of 0). Macro granularity was explored for all categories of

family communication measures. Micro granularity, differently, was

only explored for “Visits” and “Phone Calls,” as the category

“Documented Family or Friends” do not demand temporal analysis.

NLP training
Two different approaches were tested during NLP training: a rule-

based classifier (RBC) and machine learning classifiers (MLC). The

information retrieval task was characterized as a binary classifica-

tion problem, where 1 class was related to the presence of the infor-

mation in the text (class “True”) and the other class was related to

its absence (class “False”). There is a tradeoff when choosing the

proportion between training-validation and testing (also known as a

holdout) subsets. Having larger training-validation subsets means

models see more training examples, which might result in improved

adjustment of methods. On the other hand, larger testing subsets are

desirable to evaluate how well the model generalizes to unseen data.

As such, data were randomly split by patients in stratified (ie, same

ratio between classes as in the original data) training-validation

(90%) and testing (10%) subsets. Only datasets that had at least 11

patients in each class were trained and evaluated. This was necessary

to guarantee at least 1 patient of each class within each of the 10

folds used during the cross-validation grid search method (MLC

training). Consequently, 53 datasets were excluded from training

and evaluation. Most of the excluded cases related to the “Phone

Calls” category (n¼26, 49.1%), followed by “Visits” (n¼20,

37.7%) and “Documented Family or Friends” (n¼7, 13.2%). The

number of records in each class and dataset, as well as the relation

of included and excluded datasets is available in Supplementary Ap-

pendix A.

Rule-based classifier

Rule-based classifiers refer to any classification scheme that uses IF-

THEN rules for class prediction. Rules are typically formed by a set

of conditions (also called antecedent) that must be met to derive a

conclusion (also called consequent).17 The general rule of the pro-

posed classifier states that if a record contains information related to

the category (condition 1) and subcategory (condition 2) being ana-

lyzed, then it will be classified as “True”; otherwise, it will be classi-

fied as “False.” Inclusion and exclusion criteria, based on the

occurrence of specific words, expressions, and parameters, were

used to evaluate the fulfillment of conditions. When at least 1 inclu-

sion and no exclusion criteria were met, the analyzed condition was

satisfied.

The train-validation subset was randomly split by patients in

stratified training (90%) and validation (10%) subsets. The training

subset was then manually analyzed, and several terms, expressions,

and parameters were selected to compose candidate inclusion and

exclusion criteria, which were evaluated according to their coverage

(ie, number of records affected by the criterion) and to their class

frequency. Candidate criteria that covered at least 2 records and

that were present in only 1 class were kept. In total, 254 inclusion

criteria and 25 exclusion criteria were considered in this study. For

example, for the category “Phone Calls,” the use of the code param-

eter “Comment Family Phone Call” was used as an inclusion crite-

rion. However, notes from other code parameters also registered

phone calls and, in those cases, specific terms were used as inclusion

criteria, such as “called” or “telephoned.” Some notes were specific

to in-person visits (eg, code parameter “Comment Family In”), and

their occurrence was used as an exclusion criterion. Some notes con-

tained information regarding phone calls that were not related to

communication with family or friends. For this reason, several terms

and expressions were used as exclusion criteria, such as “ems call-

ed.” In relation to subcategories, inclusion and exclusion criteria

were formed by terms and expressions. For instance, the subcriteria

“child-boy/man” considered only 1 term as inclusion criterion

(“son”). Synonyms of terms and expressions were also included to

expand the list of criteria. The inclusion and exclusion criteria for

all categories and subcategories are available in Supplementary Ap-

pendix B. The validation subset was used to validate the criteria

built on the training subset.

Machine learning classifiers

Machine learning classifiers were tested as a second approach for

NLP training. Tested classifiers were based on logistic regression,

support vector machine, random forest, adaptive boosting, and neu-

ral networks architectures. Several options of text vectorization (ie,

process to convert textual documents into numeric vectors) were

also tested, including the use of uni-, bi-, and trigrams (ie, sequences

of 1, 2, or 3 adjacent words), minimal and maximal frequency of

variables (ie, n-grams) among documents (ie, notes), variable occur-

rence (binary, term-frequency and term frequency—inverse docu-

ment frequency), and variable normalization (l1, l2, and no

normalization).

The neural network classifier referred to a fully connected neural

network comprised of 2 layers. The first layer presented the same

number of neurons as the number of variables in the training subset

(limited to 2048 neurons). The ReLU activation function was used

and the dropout technique (dropout ¼ 0.2) was applied to mitigate

overfitting.18 The second layer was comprised of 1 neuron and the

sigmoid activation function was used to produce an output between

0 and 1. Several thresholds were tested to classify notes, ranging

from 0.01 to 0.99 with a stride of 0.01. Computations were done us-

ing keras 2.2.4.11 (neural network architecture) and sklearn 0.22.11

(remaining architectures). Table 2 presents the tested methods, func-

tions, and parameters. Complementary hyperparameters were the

default options available in keras and sklearn.

A stratified 10-fold cross-validation grid search was applied to

the training-validation set. It was used to identify the best combina-

tion of text vectorization, architecture, and hyperparameters. For

each combination, the training-validation subset was divided into

10 mutually exclusive subsets of equal size and class distribution,

such that 1 subset was used for validation and the remaining 9 sub-

544 Journal of the American Medical Informatics Association, 2021, Vol. 28, No. 3



sets were used for training. For each combination, this process was

carried out 10 times alternating the validation subset. Performance

statistics were calculated from results, and the best fit of the grid

search was the one that maximized the mean AUROC of the 10 pre-

dicted validation subsets.

Performance evaluation
For each dataset, the testing subset was used to evaluate and com-

pare the performance of the different NLP approaches with the ref-

erence standard; 2 classifiers were evaluated (RBC and the best fit

for MLC). However, MLC were first retrained using the whole

training-validation subset and their respective best hyperparameters

(discovered during NLP training). Performance was measured using

AUROC, sensitivity, and specificity for each dataset individually.

Reference mean values (including 95% CI, based on mean and stan-

dard deviation) were estimated for different combinations of cate-

gory and data granularity. All computations were performed in

Python 3.7.11

RESULTS

NLP training
Rule-based classifier

RBC’s performance in identifying measures of family communica-

tion from EMRs for training and validation subsets was measured

for each dataset individually (Supplementary Appendix C). The

mean training sensitivity, specificity and AUROC, considering all

datasets, were 0.870 (95% CI 0.847–0.894), 0.951 (95% CI 0.939–

0.963), and 0.911 (95% CI 0.898–0.924), respectively. The mean

validation sensitivity, specificity, and AUROC, considering all data-

sets, were 0.854 (95% CI 0.807–0.902), 0.960 (95% CI 0.949–

0.972), and 0.907 (95% CI 0.883–0.931), respectively. Considering

datasets individually, the mean difference between training and vali-

dation subsets for sensitivity, specificity, and AUROC were 0.144

(95% CI 0.110–0.178), 0.027 (95% CI 0.022–0.032), and 0.078

(95% CI 0.061–0.095), respectively.

Machine learning classifiers

To identify the best combination of text vectorization, architecture

and hyperparameters, a stratified 10-fold cross-validation grid

search was used for each dataset individually. Performance results

(Supplementary Appendix D) showed that the best fitted models

were support vector machine (n¼41, 39.8%), followed by adaptive

boosting (n¼31, 30.1%), neural networks (n¼27, 26.2%), logistic

regression (n¼3, 2.9%), and random forest (n¼1, 1.0%). The

most common hyperparameters were “ngram_range ¼ (1, 1)”

(n¼55, 53.4%), “max_df ¼ 0.70” (n¼27, 26.2%), “min_df ¼ 2”

(n¼50, 48.5%), “binary ¼ False” (n¼60, 58.3%), “use_idf ¼
False” (n¼53, 51.5%), and “norm ¼ l2” (n¼52, 50.5%). The

mean training sensitivity, specificity, and AUROC, considering all

datasets, were 0.979 (95% CI 0.973–0.985), 0.928 (95% CI 0.907–

0.948), and 0.953 (95% CI 0.942–0.964), respectively. The mean

validation sensitivity, specificity, and AUROC, considering all data-

sets, were 0.849 (95% CI 0.826–0.873), 0.902 (95% CI 0.883–

0.921), and 0.876 (95% CI 0.861–0.891), respectively. Considering

datasets individually, training and validation subsets overlapped for

sensitivity, specificity, and AUROC in 49 (47.6%), 70 (68.0%) and

48 (46.6%) datasets, respectively.

Performance evaluation
The testing subset was used to evaluate and compare the perfor-

mance of the 2 tested approaches with the reference standard. RBC

had the highest AUROC in 65 datasets compared to MLC in 21

datasets. RBC and MLC had the same AUROC in 17 datasets. Sup-

plementary Appendix E presents performance results for both

approaches and all datasets. As a reference, Table 3 shows results

for different combinations of category and data granularity.

DISCUSSION

In this retrospective cohort study, we developed and tested 2 NLP

approaches that automatically identify individual events and modes

of family communication from free-text contained in EMRs of ICU

patients. The RBC approach had the highest AUROC in 65 datasets

compared to MLC in 21 datasets. However, it is noteworthy that

the implementation and maintenance of an RBC model requires sub-

stantial manual work. RBC is an effective and accurate approach to

extract the frequency and mode of communication between health-

care professionals and family members of ICU patients from free-

text EMRs.

There are several examples of NLP techniques to extract family

history information in noncritically ill patients in the literature.19–22

Similar to the current study, these extractions include recognition of

family member mentions and definitions of the family member’s re-

lationship to the patient. For example, a rule-based NLP technique

accurately categorized relatives, with a sensitivity of 0.93,19 from

Table 2. Tested methods, functions, and parameters

Method Tested functions and parameters

Text vectorization Function: TfidfVectorizer()

ngram_range: [(1,1), (1,2), (1,3)]

max_df: [0.70, 0.80, 0.90, 0.95, 1.0]

min_df: [2, 10, 50]

binary: [False, True]

use_idf: [False, True]

norm: [’l1’, ‘l2’, None]

Logistic regression Function: LogisticRegression()

penalty: ‘none’

class_weight: ‘balanced’

max_iter: 1e4

solver: ‘saga’

Support vector

machine

Function: SVC()

kernel: ‘linear’

class_weight: ‘balanced’

max_iter: 1e4

Random forest Function: RandomForestClassifier()

class_weight: ‘balanced’

Adaptive boosting Function: AdaBoostClassifier()

Neural networks Function: Sequential()

Layers:

Dense(units ¼ number of variables, activation ¼
‘relu’)

Dropout(dropout ¼ 0.2)

Dense(units ¼ 1, activation ¼ ‘sigmoid’)

optimizer: ‘adam’

loss: ‘binary_crossentropy’

metrics: ‘binary_accuracy’

epochs: 1000

callbacks: EarlyStopping(monitor ¼ ‘val_loss’,

min_delta ¼ 0.01)

output threshold: [0.01, 0.02, . . ., 0.98, 0.99]
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admission notes of a multicenter primary care general hospital,

which is similar to the performance of the RBC approach described

in the current study. However, it is noteworthy that writing styles

used in ICU notes may be different from non-ICU notes. For exam-

ple, ICU documentation may be rushed and scanty with both criti-

cally ill patients requiring urgent intervention as well as larger

quantities of data to document.

Measures of frequency and mode of communication between

healthcare professionals and family members of patients are impor-

tant to benchmark PFCC in critical care medicine, including the ap-

plication of open visitation policies ,23 family participation on ICU

rounds ,24 discussion of goals of care,25 and shared decision-mak-

ing.10 A qualitative study on family participation in ICU rounds in-

cluded suggestions to increase family member participation in

educational initiatives and training.26 Interrupted time series analy-

ses using the NLP described in the current study could potentially

evaluate the effects of education initiatives to increase the frequency

of family participation in rounds using less resource-intensive meth-

ods compared to direct chart reviews. A recent study on the impact

of adopting a family-centered ICU policy on nurses’ ability to deliver

PFCC included structured observations and on-site discussions with

nursing staff over a 2-month period.27 Though this study was able

to record the frequencies and content of nurse–family interactions, it

required labor-intensive data collection and may have missed unob-

served interactions (when the study team was not present).27 The

NLP technique developed in our study could capture the frequency

and mode of nurse–family interactions with the opportunity to scale

to multiple ICUs, larger numbers of patients, and over longer peri-

ods of time.

There is a tension between documenting clinical information in

coded formats versus recording it as free-text. Although coded data

may be too limiting and may not allow the writer to express the full

clinical picture, free-text is variable and includes shorthand, mis-

spelled words, and acronyms. As such, using an NLP technique to

extract meaning from this unstructured data also has limitations.

Reasons for false positive associations include storytelling cases (eg,

when a family member was reporting that someone visited or called)

and incorrect identification of family members (eg, the method was

unable to correctly relate names and relations due to different pat-

terns in relation to the training data). Reasons for false negative

associations include family members that were not identified (eg,

method did not recognize a name) and the occurrence of notes regis-

tered using unusual parameters (eg, a phone call registered using the

note parameter “Comment Family In”).

Study strengths
The current study has several strengths: first, family communication

variables (ie, parameters and common terms appearing in notes)

were identified by a team comprising ICU clinicians and researchers,

which ensured we sampled the relevant sources of family communi-

cation in our EMR. Second, based on such variables, we manually

built a reference standard using data sampled from 15 ICUs that

provided a wide variety of note-writing styles and was comprehen-

sive and reliable (excellent agreement between graders). Third, for

each mode of communication and data granularity, we explored

over 2700 different combinations of NLP methods and hyperpara-

meters, giving a reliable base to support the methods employed. Fi-

nally, the methods identified in our study could be employed to

evaluate the frequency and mode of communication between health-

care professionals and patient families in other clinical settings (eg,

outpatient clinics) or patient populations (eg, pediatrics) where free-

text documentation is used in EMRs.

Study limitations
Our study has limitations. First, the NLP techniques were developed

using data from a single large population using a single EMR; the

operating characteristics with other EMRs and other jurisdictions

and patient populations is unknown. However, in our study we

have included details that would make it possible for other health-

care systems to adopt the same NLP technique to identify the fre-

quency and modes of communication between healthcare

professionals and patient families. Second, our methods are depen-

dent on the quality of documentation in the EMR. Discrepancies

likely exist between documented and actual communication (eg, un-

documented communication). Moreover, the proposed NLP techni-

ques capture the frequency and mode of communication between

family and healthcare professionals, but provide no information on

Table 3. Summary of results according to categories, data granularities, and approaches for the testing subset

Category

(data granularity) Measurement

Rule-based classifier

[mean (95% CI)]

Machine learning classifiers

[mean (95% CI)]

Documented Family or Friends

(macro)

Sensitivity 0.954 (0.882–1.000) 0.875 (0.758–0.992)

Specificity 0.990 (0.980–1.000) 0.971 (0.954–0.988)

AUROC 0.972 (0.934–1.000) 0.923 (0.862–0.984)

Visits

(micro)

Sensitivity 0.761 (0.644–0.878) 0.801 (0.740–0.861)

Specificity 0.958 (0.936–0.980) 0.940 (0.916–0.964)

AUROC 0.860 (0.800–0.919) 0.871 (0.839–0.902)

Visits

(macro)

Sensitivity 0.856 (0.745–0.967) 0.674 (0.572–0.776)

Specificity 0.908 (0.873–0.942) 0.871 (0.831–0.910)

AUROC 0.882 (0.820–0.943) 0.772 (0.726–0.819)

Phone Calls

(micro)

Sensitivity 0.915 (0.861–0.970) 0.800 (0.702–0.899)

Specificity 0.970 (0.948–0.993) 0.780 (0.674–0.886)

AUROC 0.943 (0.916–0.970) 0.790 (0.711–0.869)

Phone Calls

(macro)

Sensitivity 0.980 (0.939–1.000) 0.689 (0.588–0.791)

Specificity 0.969 (0.952–0.987) 0.776 (0.699–0.853)

AUROC 0.975 (0.952–0.998) 0.733 (0.669–0.796)

Note: bold text refers to the best mean AUROC among the tested NLP approaches.
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the quality of communication (ie, whether a meaningful communi-

cation occurred). The quality of communication is just as important

as the frequency of communication, and future work is needed to de-

velop NLP extraction methods in this sense. Third, manually

extracting data from an EMR is labor intensive and, accordingly,

our sample size was limited to 280 patients. The split proportion

(90/10 for train-validation and test subsets) aimed to facilitate a bet-

ter adjustment of the training methods. However, it may have led to

significant differences between training and validation and between

validation and test performance measurements. Further validation

in a larger dataset and in additional jurisdictions would provide

more precise estimates of the operating characteristics of these NLP

techniques. Fourth, we investigated a limited number of measures of

family communication, and additional measures may provide com-

plementary elements to better target PFCC initiatives. Fifth, term

disambiguation was not applied during the preprocessing phase, as

it was not needed for the study dataset. It is unclear whether term

disambiguation should be used when applying the reported methods

in other datasets. Sixth, we investigated specific preprocessing meth-

ods. The operating characteristics for other preprocessing options

are unknown. Seventh, inclusion and exclusion criteria of the RBC

were mostly based on terms and expressions identified using the

training subset. Despite having added synonyms to the inclusion

and exclusion criteria, additional relevant terms and expressions

may have been missed which could have impacted operating

characteristics.

CONCLUSION

Patient and family centered care is central to the care of critically ill

patients. Multiple communication strategies with family members of

critically ill patients have been observed including participation in

rounds, person meetings, and telephone calls. Measures of the fre-

quency and mode of family communication are important first steps

to measure and benchmark PFCC.28 This study identified RBC as

the NLP technique with the best operating characteristics to auto-

matically extract the frequency and mode of documented family visi-

tation and communication from free-text EMRs. NLP provides a

reliable, valid, and efficient tool to quantify communication between

healthcare professionals and patient family members.
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