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ABSTRACT
The protein folding process often proceeds through partially folded transient states. Therefore, a structural understanding of these disor-
dered states is crucial for developing mechanistic models of the folding process. Characterization of unfolded states remains challenging
due to their disordered nature, and incorporating multiple methods is necessary. Combining the time-resolved x-ray solution scatter-
ing (TRXSS) signal with molecular dynamics (MD), we are able to characterize transient partially folded states of bovine α-lactalbumin,
a model system widely used for investigation of molten globule states, during its unfolding triggered by a temperature jump. We track
the unfolding process between 20 μs and 70 ms and demonstrate that it passes through three distinct kinetic states. The scattering sig-
nals associated with these transient species are then analyzed with TRXSS constrained MD simulations to produce protein structures that
are compatible with the input signals. Without utilizing any experimentally extracted kinetic information, the constrained MD simula-
tion successfully drove the protein to an intermediate molten globule state; signals for two later disordered states are refined to terminal
unfolded states. From our examination of the structural characteristics of these disordered states, we discuss the implications disordered
states have on the folding process, especially on the folding pathway. Finally, we discuss the potential applications and limitations of this
method.
Published under license by AIP Publishing. https://doi.org/10.1063/5.0039194., s

INTRODUCTION

Knowledge of disordered structures in proteins sheds light on
the conformational space the protein explores during folding. The
insights gained from such studies lead to the identification of struc-
tural features preserved outside of non-native conformations, such
as the most stable components of the protein and, conversely, those
prone to disordering.1,2 New efforts to link disordered states in terms
of conserved structural parameters can lead to folding path(s) being
described in atomistic detail, providing a more complete picture of

the structural dynamics, which aids in diagnosis of diseases and drug
design processes.3–5

Recently, there has been a major development of structural
analysis methods of disordered states, largely stemming from the
research on intrinsically disordered proteins.6 From the exper-
imental side, a multitude of spectroscopic methods have been
applied to these systems, such as nuclear magnetic resonance (NMR)
and mass spectrometry.7 On the other hand, theoretical meth-
ods such as molecular dynamics (MD) simulations8,9 and Bayesian
inferential structural determination10 have been able to determine
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disordered protein structures. However, challenges remain as
protein structures can be diverse during their functions and along
their folding/unfolding pathways, which necessitates the incorpo-
ration of multiple structural analysis methods to characterize these
conformations. Furthermore, some of the disordered conformations
are only transiently populated during the folding process, often on
the timescale of microseconds.11–15 Therefore, methods that can
capture and kinetically distinguish transient conformations and pro-
vide structural information of the protein are needed to investigate
these elusive intermediates.

Several experimental methods have been developed and
utilized to tackle such a challenge, each with their own
advantages. Förster resonance energy transfer can be applied to
probe distances of interest between tags installed on the protein
system.16 Environment-sensitive fluorescence from intrinsic tryp-
tophan residue in proteins interrogates the folding pathways.17

Time-resolved circular dichroism (CD) can be employed to probe
secondary and tertiary structures during reactions.18,19 Hydrogen–
deuterium exchange-mass spectrometry is used to identify residues
being protected from the solvent during the folding process.20

Finally, two-dimensional IR spectroscopy tracks the amide vibra-
tions to interpret the folding environment.21 However, since these
methods provide only partial indicators of the protein unfolding
process, a method that observes the entire protein is needed to
complement these observations.

Time-resolved X-ray solution scattering (TRXSS) is a powerful
method to probe the structural evolution of proteins, where differ-
ence scattering patterns encode protein secondary and tertiary struc-
tural changes as a function of delay time after a reaction trigger that
synchronizes protein actions in the ensemble. With the high time-
resolution given by pulsed x-rays from synchrotrons (100 ps) and
x-ray free electron lasers (femtoseconds), conformational states with
distinct kinetics can be separated, and their structures can be char-
acterized.22–26 TRXSS can be coupled to different triggers to initiate
protein structural changes, including optical excitation, ligand dis-
sociation, electron transfer, temperature-jump (T-jump), pH-jump,
and reactant concentration-jump.25–33 In particular, a T-jump that
initiates solvent heating and subsequent protein heating using a ns
infrared (IR) pulse can be applied to most temperature-sensitive
proteins to perturb structural dynamics and to obtain the kinetics
of protein structural changes.

As TRXSS experiments on proteins in solution inherently
lead to a loss in spatial resolution compared to crystallography
due to the orientational averaging of protein structures resulting
in one-dimensional data, the scattering intensity I vs momentum
transfer q,34,35 complementary investigations about the protein sys-
tem should be incorporated to gain atomistic understanding of
the processes. MD simulation is one such method that provides
detailed descriptions of the protein structure. However, indepen-
dently TRXSS and MD studies may not give suitable agreement of
protein structures, especially when involving disordered states.36 By
coupling experimental data into simulations as constraints, the pre-
dicted structures from MD are bounded by the scattering profile of
states probed by TRXSS.37–39 Recently, we have developed a method-
ology to transform a TRXSS difference signal into an external steer-
ing potential while considering the hydration layer effect on the
scattering patterns, which is necessary when the (un)folding process
involves large changes in the solvent accessible surface area of the

protein system.40 With this protocol, it is now possible to sample
structures that are balanced between a given MD force field and
those that are consistent with the scattering data. In addition, the
method can be augmented by enhanced sampling methods such as
well-tempered metadynamics41,42 or replica-exchange methods,43,44

which are necessary for the exploration of the wider conformational
space associated with a disordered state.

To demonstrate this combined approach of TRXSS and MD
simulation for the structural analyses of transient conformation-
ally disordered states, we selected a model protein system, calcium-
bound bovine α-lactalbumin (BLA), as a test case. BLA has been
extensively studied especially for its molten globule states45–49 and
therefore richly described with many structural parameters that
we can compare against. The molten globule states of BLA are
generally described as being compact in size with a radius of
gyration (Rg) 10% larger than that of the native state, having a
substantial amount of secondary structures, increased backbone
fluctuation, and poor side-chain packing.19,50,51 However, a detailed
description of the molten globule structural states is still miss-
ing. Specifically, a structural understanding of which α-helices
are disordered and the extent of backbone fluctuation remains
unanswered.

In this work, we describe a structural analysis of the BLA kinetic
unfolded states populated by applying a short T-jump pulse while
tracking the intermediate states with TRXSS. From the TRXSS anal-
ysis, we investigate the two-state equilibrium unfolding transition
and parallel unfolding pathways with the kinetic intermediates after
the T-jump. The difference signal associated with each kinetic state
on the unfolding pathways is incorporated into our MD simulations.
We then present the sampled structures and examine their connec-
tion to the molten globule state. Finally, we discuss the applicability
and limitations of this combined method and connect it to a broader
structural analysis pipeline.

MATERIALS AND METHODS
Experimental details

The BLA T-jump induced unfolding experiment was carried
out at the BioCARS 14-ID-B beamline at the Advanced Photon
Source (APS) at Argonne National Laboratory.52 All chemicals were
purchased from Sigma-Aldrich and used without further purifi-
cation. BLA (Sigma-Aldrich L5385) was dissolved at 5 mg/ml in
10 mM tris(hydroxymethyl)aminomethane (TRIS) buffer at pH 7.5
with 2 mM calcium chloride added to ensure complete calcium bind-
ing of the protein, which stabilizes the folded state.47 The solution
was filtered with a 0.2 μm syringe filter before use. The sample was
withdrawn with a syringe pump into a capillary flow cell, which
is mounted on a custom-made, temperature-controlled aluminum
nitride (AlN) flow cell holder, as described in detail elsewhere.29

The holder can be heated with a Peltier heating unit underneath the
AlN piece. The T-jump was triggered by a 7-ns (FWHM) IR laser
pulse at 1.443 μm, which excited an overtone of O–H stretching
mode of water molecules. The protein and solvent structural changes
of the sample solution were followed by attenuated polychromatic
x-ray pulses with photon energy peaked at 12 keV and 22 μs in
length at variable time delays relative to the laser pulse controlled
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electronically. The scattering signal was registered on a Rayonix
MX340-HS detector, giving a momentum transfer q range from
0.015 Å−1 to 2.5 Å−1. The experiments were conducted at three
initial temperatures, 60 ○C, 65 ○C, and 70 ○C. Radiation damage
was monitored by watching the intensity of the small-angle region;
the intensity rises compared to the reference scan when the irra-
diated protein begins to form aggregates. The flow cell was then
cleaned promptly. A detailed description of the experimental setup
can be found in previous publications29,52,53 and the supplementary
material.

The TRXSS raw data were subject to masking, polarization cor-
rection, azimuthal integration, and outlier rejection to generate a
one-dimensional absolute scattering curve for each time delay. The
TRXSS difference signal was obtained by subtracting the signal from
a positive time delay (x-ray pulses arrives after the laser pulse) with
the signal from a negative time delay (ground state where the laser
pump arrives after x-ray probing). This difference signal contains the
contribution from both protein structural change and solvent heat-
ing of the hydration layer. The latter is further subtracted out using
a pure solvent heating signal measured on the buffer solution with
the same T-jump setup.29,54 The remaining protein-related signal is
used for further kinetic analysis.

Steady-state x-ray solution scattering (XSS) profiles were mea-
sured with the same setup at different temperatures from 50 ○C to
80 ○C to obtain an unfolding curve of BLA. The same was done for
pure buffer to provide temperature calibration and enable an estima-
tion of the magnitude of the T-jump. The magnitude of the T-jump
was estimated from these data to be 11.5 ○C (see the supplementary
material).

To convert experimental species-associated difference signals
to the input data for the steering MD simulation, three scal-
ing factors were considered. First, the fraction of unfolded pro-
tein at equilibrium was calculated according to the two-state
sigmoidal unfolding curve and the estimated magnitude of the
T-jump (see the section titled Results and Discussion and the
supplementary material). Next, since the T-jump will dissipate in
several milliseconds, the system may not achieve the equilibrium
unfolding fraction. To quantify the degree of unfolding, we scale the
experimental difference signals at 5 ms (the largest signal in magni-
tude) to fit the steady-state difference based on T-jump and obtain
the achieved unfolding fraction. Finally, we use the overall popula-
tion in global analysis (GA) as a normalization factor to scale the
curves. The species-associated difference signals were then scaled by
these factors to match the scale of steady-state scattering and then
input as the signal to the MD simulations. For a detailed procedure,
see the supplementary material.

Computational details
X-ray scattering-derived potentials

The harmonic x-ray scattering-derived potential (XSP) that is
used to steer the simulation can be derived following our previ-
ously published method.40 In short, the XSP (Uscat) has the following
form:

Uscat
= (

kχ
2
)χ2
=∑

q

kχ
2 σ2

q
{ΔSexp(q) − α[Scalc(q) − Sref (q)]}

2, (1)

where kχ is the force constant, σq is a weighing factor, ΔSexp is a
scaled target difference pattern, α is the excited state fraction that
is set to 1, Scalc is the scattering pattern given a set of coordi-
nates in a frame, and Sref is the reference (ground state) scattering
pattern. ΔSexp is derived by subtracting both the ground state scat-
tering pattern and the solvent response from the excited state
pattern. In this work, α is preset to 1 because ΔSexp has been scaled
by the degree of unfolding (see the supplementary material), and σq
corresponds to the standard deviation for each q point, which is also
scaled.

Following the Debye formula,55 Scalc, given a set of coordinates
r, can be calculated as

Scalc(q, r) =∑
k
∑
j
fk(q, r)fj(q, r)

sin(q rkj)
q rkj

, (2)

where Scalc(q, r) is the scattering intensity, j and k are atom indices,
f (q, r) are atomic form factors that depend on exposure to solvent,
and rkj is the distance between atoms j and k.

For the form factors, we used the following formula:56,57

fi(q, r) = f vi (q) − C1(q)f si (q) + c2 si(r)fw(q), (3)

where f vi (q) is the Waasmaier–Kirfel atomic form factor in vacuo
for atom i,58 C1(q)f si (q) is the excluded volume factor with

C1(q) = c3
1 exp
⎛
⎜
⎝
−
( 4π

3 )
2/3q2r2

m(c2
1 − 1)

4π

⎞
⎟
⎠

, (4)

where c1 is an adjustable parameter accounting for solvent volume
exclusion, rm is the average atomic radius set at 1.62 Å, and c2 is the
solvation shell parameter that alters the contribution of the hydra-
tion shell effect term in Eq. (3). In that term, si is the fraction of
solvent accessible surface area (SASA) per protein atom and f w(q) is
the form factor for water. We refer interested readers to Ref. 40 for
treatment of the form factors.

To calculate forces Fscatk acting on the atoms, −∇Uscat is taken
with some simplification,

Fscatk = 2kχα∑
q

1
σ2
q
{ΔSexp(q) − α[Scalc(q) − Sref (q)]}

×∑
j
{fk(q)fj(q)[cos(qrkj) −

sin(qrkj)
qrkj

]}
rkj
r2
kj

. (5)

Finally, to reduce the fluctuation due to Scalc in Fscatk , an expo-
nential averaging method is applied,38

SEAcalc(t) = N
−1
t

n

∑
k=0

exp(−kδt/τ)Scalc(t − kδt), (6)

where n is the number of snapshots, spaced by updated interval
δt, Nt is the resulting normalization constant ∑n

k=0 exp(−kδt/τ),
and τ is the characteristic memory length. In this work, δt was set
at 50 steps (100 fs) and τ was set at 5000 steps (10 ps). Between
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τ < t < 2τ, Fscatk in Eq. (5) is scaled by [1 − cos(π(t − τ)/τ)]/2,
which transitions from 0 to 1 over the course of τ to gradually apply
Scalc in Eq. (5) to the force. Interested readers are referred to the
source code and manual, which are publicly available on GitHub
(github.com/darrenjhsu/XSNAMD).

Molecular dynamics simulations

The MD simulations were carried out using NAMD 2.11
including the external force module described above.59 For all sim-
ulations, the time step was set to 2 fs, while the particle-mesh Ewald
method was used to calculate the full electrostatic interactions.60

The NPT ensemble was maintained using Langevin dynamics and
a Nosé–Hoover barostat (P = 1 atm) with a decay time constant of
τ = 100 fs. Bonds between hydrogens and heavy atoms were con-
strained with the SHAKE algorithm.61

The crystal structure of calcium-bound BLA (PDB entry:
1F6S62) was protonated with the CHARMM3663 force field and sol-
vated with sTIP3P water.64 The four disulfide bonds are created
using the patch included in the force field.63 The periodic cubic
water box was padded by 20 Å on all dimensions around the protein,
resulting in about 14 000 water molecules. Calcium and chloride ions
were added to give a 2 mM calcium concentration while maintaining
electroneutrality.

The energy of the simulated system was minimized for 5000
steps and equilibrated at 56 ○C for 20 ns. The snapshots of BLA
structures in last 5 ns of the trajectory were taken as the equilib-
rium ensemble. The average scattering pattern from this ensemble
was matched against experimental steady-state XSS Sexp at 60 ○C by
minimizing the objective function,

χ2
(κ, c1, c2) =

1
Nq

Nq

∑
i=1
(
κ Sexp(qi) − Scalc(qi, c1, c2, ρ)

κ σexp(qi)
)

2

, (7)

fitted against κ, c1, and c2. In the above expression, Nq is the number
of q points, κ is a scaling factor, and σexp is the experimental standard
deviation of data. ΔSexp is then scaled by κ as well. The solvent den-
sity, ρ, was set to the water density at 56 ○C (see the supplementary
material). The difference between two temperatures (56 ○C in MD
and 60 ○C in experiment) is calculated using the difference in the
melting temperatures, defined as the temperature where half of the
protein population is unfolded, in this work and the literature (see
the section titled Results and Discussion).47 We used the room tem-
perature (20 ○C) and the melting temperatures (74 ○C vs 69 ○C) to
create a reference line to correct our experimentally set temperatures
to that of the simulations. The XSP [Eq. (1)] based on each of the
difference scattering patterns between the folded and each unfolded
state (see the section titled Results and Discussion) with an initial
energy of about 100 kcal/mol was then enabled for 10 ns to prepare
the system in a local minimum on the potential energy surface, as
determined by the fluctuation of χ2 values (see the supplementary
material). For this simulation, ρ was adjusted to the water density at
67 ○C.

From this point, for each of the three intermediate states, I, U1,
and U2, as determined from GA and described below in the section
titled Results and Discussion, a well-tempered metadynamics
(WTmetaD) simulation was launched with the TRXSS signal

associated with that state as the restraint to sample the relevant
structures. WTmetaD applies a history-dependent potential to the
simulation system, effectively discouraging the system from visit-
ing the same location in the conformational space constructed by
the selected collective variables (CV) and encouraging exploration of
new conformations. The “well-tempered” part of this method refers
to the down-scaling of added potential based on existing energy
deposition at the same location of the conformational space, which
improves convergence.41,42 The XSP level is increased by increasing
kχ until the calculated difference signal achieves reasonable agree-
ment with the input signal. Among the three kinetically distinct
states, the initial XSP is set at 200 kcal/mol for U1 and U2 states but
is raised to 3600 kcal/mol for the I state as lower XSP values do not
produce a better fit to the data. In general, the fit to data as a function
of initial XSP roughly resembles steps. The two collective variables
for the WTmetaD calculations are the α-helical content score and
Rg with a range from 0 to 1 in steps of 0.01 for the former and
13 Å–35 Å in 0.1 Å bins for the latter.65 The α-helical content scoring
function looks at angles between Cα atoms in neighboring residues
and contacts of O and N atoms four residues away. The choice of
collective variables is guided by observing the rather coil-rich region
around residues 70 in the BLA crystal structure, which leads to the
presumption that Rg and α-helical content should have low correla-
tion. The WTmetaD was run with an initial energy deposition rate
of 0.2 kcal mol−1 ps−1 and a bias temperature ΔT = 3600 K. The con-
vergence was determined by the decay in mean deposited energy in
2 ns windows during simulations (see the supplementary material).
Based on the convergence curves, the simulation for the I state is
terminated at 100 ns and those for U1 and U2 states at 250 ns.

RESULTS AND DISCUSSION
Steady-state structural analysis
X-ray solution scattering

We begin with the examination of the steady-state BLA struc-
ture over the temperature range of 50 ○C–80 ○C. The steady-state
XSS patterns of BLA at different temperatures are shown in Fig. 1.
As the temperature increases, the scattering intensity below 0.05
Å−1 increases, while that in the higher q region decreases. The
temperature-dependent scattering patterns can be modeled as a
two-state transition, where the population vs temperature can be
fitted with a sigmoid function (see the inset of Fig. 1 and the
supplementary material). From the resulting fully folded and
unfolded state scattering patterns, we obtained an initial Rg of 15.41
± 0.06 Å for the folded state, 20.32 ± 0.02 Å for the unfolded state,
and a melting temperature of 74 ± 2 ○C. The initial Rg matches well
with earlier SAXS studies.50,66 Our derived melting temperature is
5 ○C higher than the reported 69 ○C from an earlier work,47 most
likely due to imperfect thermal contact between the flow cell and
the capillary. This deviation is corrected in the MD simulations, as
detailed in the section titled Materials and Methods.

Equilibrium MD

In addition to examining the steady-state XSS profile of BLA,
we also calculate the equilibrium MD structures. Equilibrium MD
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FIG. 1. Steady-state XSS pattern I(q) of BLA for a series of temperature scans
between 50 ○C and 80 ○C. The scattering patterns for fully folded and unfolded
states are shown in blue and red dashed-dotted lines, respectively. (Inset) The
fraction of folded (blue circles) and unfolded BLA (red circles) using a two-state
transition model for the fit.

simulations were carried out for 20 ns at 56 ○C during which the
protein stayed in a stable conformation with Rg = 13.9 ± 0.1 Å and
an α-helix score of 0.508 ± 0.006. The Rg value calculated here is
slightly smaller than that determined by the steady-state XSS experi-
ment because only the protein atoms are included in the calculation,
whereas the hydration shell also contributes to the Rg extracted from
the XSS analysis.

We calculated the average secondary structure content for each
state as a function of residue indices in equilibrium MD using the
timeline code in VMD (Visual Molecular Dynamics) [Fig. 2(a)].67

For a visual reference, the secondary structures are shown color-
coded using the crystal structure [Fig. 2(b)]. In the equilibrium
ensemble, there are four well-defined α-helices, residues 5–12 (αI),
23–34 (αII), 85–100 (αIII), and 102–107 (αIV), as well as one β-sheet,
residues 41–56 (βI) (see Fig. 1).

The extent of residue solvent exposure is shown in Fig. 2(c)
and is again mapped onto the crystal structure in Fig. 2(d). Except
for αIV, all other secondary structures are buried in the core of the
protein. The location of these buried residues is consistent with the
protected residues shown in a previous NMR study.19

Time-resolved structural analysis
T-jump TRXSS

We now consider the structural response of BLA upon a
T-jump perturbation using TRXSS. The structural responses of BLA
after a 11.5 ○C T-jump from initial temperatures of 60 ○C, 65 ○C,
and 70 ○C were individually collected from 20 μs to 70 ms delay
following the T-jump. The T-jump magnitude is estimated by com-
paring the time-resolved solvent response signal between 2.2 Å−1

< q
< 2.5 Å−1 to steady-state XSS difference signals of pure buffer at
different temperatures relative to the signal at the initial tempera-
tures (see the supplementary material). The compiled experimental

results done at an initial temperature of 60 ○C are shown in Fig. 3,
and the results at 65 ○C and 70 ○C are qualitatively similar and
can be found in the supplementary material. The difference signal
ΔS(q, t) at select time delays with respect to the T-jump laser pump
is shown in Fig. 3(a). The ground state patterns are collected with a
negative time delay (−20 μs), where the x-ray probe arrives before
the T-jump laser pump. The solvent response is extracted from scat-
tering signals from the pure buffer after applying the T-jump laser
pulse (see the supplementary material and Figs. S2–S4 for details on
data processing). Two characteristic q ranges, q < 0.06 Å−1 (Q1) and
0.06 Å−1

< q < 0.2 Å−1 (Q2), are shown in blue and green shades in
Fig. 3(a), respectively. The integrated magnitude of ΔS in these two
regions is shown in Fig. 3(b). At the earliest time delay (20 μs), there
is already a significant amount of positive signal in the Q1 region,
which grows only slightly toward later time delays. In contrast, the

FIG. 2. Equilibrium ensemble properties of BLA. (a) The secondary structure con-
tent across each residue. (b) The BLA crystal structure labeled with secondary
structure notations used in the text. (c) The fraction of the solvent accessible sur-
face area (SASA) as a function of residue index. (d) The fraction of SASA mapped
onto the crystal structure backbone. Residues more exposed to solvent are col-
ored in red, while those buried are colored in blue. In (b) and (d), a green dot
denotes the bound calcium ion.
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FIG. 3. Time-resolved structural analyses of BLA. (a) Difference signals ΔS(q) (black) at representative time delays after T-jump and the GA fits to them (red). The two
characteristic q ranges, Q1 and Q2, defined in the text, are shaded in blue and green [also shaded in (d)]. (b) Integration of (absolute) difference signals as a function of time
in Q1 and Q2 to show the different time evolution in these regions. (c) Population of the three intermediates (I: blue; U1: red; and U2: yellow) derived from the kinetic traces
using GA. The T-jump magnitude is included in black. (d) ΔS for each intermediate derived from GA. Legends and colors are shared between (c) and (d).

signal in Q2 is small initially but becomes significantly larger in mag-
nitude at longer time delays. If there were only one intermediate
state, the difference signals in these regions would have been propor-
tional. Therefore, these findings indicate that several intermediates
contribute to the signal.

To reveal the intermediate states in terms of their difference
scattering patterns, GA was utilized based on the information from
singular value decomposition (SVD) analysis of the difference data
up to q < 0.8 Å−1, which returned three significant components
judging by the lag 1 autocorrelation values, indicating the same
number of intermediates. In short, GA decomposes the data into
a set of time-independent species-associated difference scattering
curves that evolve only in population following the supplied phys-
ical kinetic model. We tried multiple kinetic models that can be
constructed with the three states, including a sequential model and
two parallel pathway models, and judged the results based on both
goodness of fit and the resulting species-associated difference scat-
tering patterns (see the supplementary material). The best fitting
kinetic model contains three structures in two parallel processes: (1)
a three-state sequential pathway (folded → I → U1) and (2) a two-
state transition pathway (folded → U2). The selection of this model
is largely guided by the slight difference in the signal growth rate
of Q1 and Q2 between 100 μs and 1 ms [Fig. 3(b)], which indi-
cates that two states are populated on that timescale with different
kinetics. The resulting species-associated kinetic traces for the 60 ○C
dataset are shown in Fig. 3(c), and their respective difference scat-
tering patterns are shown in Fig. 3(d). The two-state transition has a
rising time of 2.2 ms and a decay time of 40 ms, while the three-
state transition involves a rapidly (<20 μs) populated I state that

transitions with a lifetime of 920 μs to the U2 state, decaying with
a time constant of 8.6 ms. In both pathways, the decay time is cou-
pled to the solvent cooling after a T-jump, typically starting after
about a few ms, making the interpretation difficult.29,30,68 While
the signals share the positive feature in the Q1 region and the dip
between Q2, the magnitudes of these features in each state are dif-
ferent, therefore creating three distinct species-associated difference
signals. The other datasets with the initial temperature at 65 ○C and
70 ○C were fitted with the same kinetic model and returned similar
results. These fits can be found in the supplementary material.

XS–well-tempered metadynamics (WTmetaD)

We now calculate the XSP based on the TRXSS difference sig-
nals [Eq. (1)] and utilize it in WTmetaD simulations. For each of the
three kinetic states, a WTmetaD simulation combined with an XSP
was run. All simulations reached convergence at the end as shown
by the decay in the mean magnitude of Gaussian energy depositions
over simulation time (see the supplementary material). The con-
verged free energy surfaces (FESs) are depicted in Fig. 4. The FES
for the I state (green) has a deep valley at around Rg = 16 Å, with
the most populated conformational space at Rg = 16.1 Å and α-helix
score = 0.40. The U1 state (blue) exhibits a much broader distribu-
tion of Rg and α-helix score, with a minimum at Rg = 22.0 Å and
α-helix score = 0.33. Finally, the FES of the U2 state shows two local
minima, one at Rg = 19.7 Å and α-helix score = 0.37 and the other at
Rg = 21.5 Å and α-helix score = 0.32.

The FESs clearly show that the I state is an intermediate, while
the U1 and U2 states are terminal unfolded states with higher Rg
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FIG. 4. FESs for each intermediate I (green), U1 (blue), and U2 (red) of the well-
tempered metadynamics with XSP enabled. Energy minimum of each FES is set to
zero. For comparison, the folded state sampled in equilibrium run is also included
(black dot).

values and lower α-helix scores. These results are consistent with
the kinetic model applied to the signal decomposition in the TRXSS
experiments even though the MD simulation did not a priori uti-
lize the kinetic model in the experimental data analyses (see the
above results). The Rg values for the two terminal unfolded states,
determined using atomic coordinates, also match closely with the
unfolded Rg obtained from steady-state XSS experiments. These
findings provide reassurance that the WTmetaD is indeed sampling
relevant conformations.

To assess the agreement between the refinement results and
the input difference signals, we calculated the thermal average of
the simulated difference curves ⟨ΔS(q)⟩ for each of the three dis-
ordered states, as shown in Fig. 5 along with the input signals. For
all three states, the refined signals (blue) do not completely fit the
experimental signals (red). In the I state, the main deviation is at the
extreme low-q region, where the refined difference signal is lower
than the input difference signal. In addition, the main dip in the
refined signal shifts to a slightly higher q value. For the U1 state,
the refined signal is higher than the input at the extreme low q, the
minimum of the dip is at a lower q, and the refined signal recovers
to zero faster. Finally, the refined signal of the U2 state shows some
deviation around q = 0.2 Å−1. The refined signals, however, match
better with the derived species-associated difference patterns using
the 65 ○C and 70 ○C datasets, which indicates that the refinement is
indeed successful (see the supplementary material and Fig. S18). It
is important to note that the x-ray scattering-guided MD (XSMD)
refinement strategy does not aim at finding structures that give com-
pletely matching signals but rather samples structures striking a
balance between constraints of the MD force field and the input
signals.69

In order to characterize the changes in the secondary structure
and SASA, the thermally averaged values are calculated based on

FIG. 5. Signal refinement for all three protein disordered states. Experiment dif-
ference signals (red) are shown with error bars. The thermal averages of com-
puted difference scattering signal ⟨ΔS(q)⟩ (blue) are from the individual scattering
patterns (gray dots), which show a high level of self-consistency.

the FES sampling. The differences of SASA (ΔSASA) and the sec-
ondary structure (ΔSec. Struct.) in the three states I, U1, and U2
from those of the equilibrium ensemble are shown in Fig. 6 and
also mapped on to the crystal structures for visual guidance. For
the I state, the average SASA increased from 72 nm2 in the ground
state ensemble to 95 nm2. The most significant gain in SASA is in a
segment with residues 90–110, and a slight gain is also observed in
residues 1–40 [Fig. 6(a), upper panel]. These regions correspond to
αI, αIII, and αIV, which lost a significant portion of the helix char-
acter [Fig. 6(a), lower panel]. However, in I, its Rg is about 16.1 Å,
only slightly above the ground state Rg = 13.9 Å. It shows that the I
state is disordered in terms of secondary structures but rather com-
pact in its overall size, similar to the description of a molten globule
state.50

For the U1 and U2 states, the SASA drastically increased to
126 nm2 and 122 nm2, respectively. While residues 100–110 are
also more exposed to solvent as in the I state, exposure of residues
30–60 accounts more for the positive SASA change, which includes
βI and the nearby backbone that connects to αII [Figs. 6(b) and
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FIG. 6. Changes of residue-level solvent accessible surface area ΔSASA (upper panels) and secondary structure content ΔSec. Struct. (lower panels) with mappings onto
the crystal structures showing the magnitude for each intermediate structure I (a), U1 (b), and U2 (c). For ΔSASA, the bar charts show changes in the fraction of SASA for
each residue. For each protein structure, more exposed residues are shown in increasingly pronounced red shade. For changes in secondary structures, residues that formed
α-helices or β-sheets are colored in blue, and those unfolded are colored in red. Changes in random coil are not mapped onto crystal structures. For all protein images, a
green dot denotes the bound calcium ion.

FIG. 7. The molten globule structures (cyan) sampled from the I state in the
free energy basin defined in Fig. 4. Only the structures in the basin that are
<1.5 kcal/mol are rendered. Each structure is aligned by Cα to the crystal structure
(purple).

6(c), upper panels]. It is consistent with that the β-sheet in these
two states completely disappears and that this region shows a large
gain in the random coil structure content [Figs. 6(b) and 6(c), lower
panels]. We can be sure that, in both states, the effect of incorpo-
rating the TRXSS signal causes the β-sheet to unfold completely and
become more exposed to solvent. An important difference between
U1 and U2 states is the higher solvent exposure of αIII in U2, which
can be seen in the backbone structure map [Figs. 6(b) and 6(c),
upper panels]. It suggests that the protein expanded from the core
in the U2 state, as these residues are among the most buried in
the equilibrium ensemble [Fig. 2(d)]. On the contrary, the pro-
tein gained surface area through surface residue exposure in the U1
state.

BLA molten globule state as tracked
by TRXSS and MD

As elucidated from the MD studies above, the I state can be
categorized as a compact molten globule state. We now resolve fur-
ther the structural ensemble of the I state. Some characteristics of
this state include a compact size (Rg = 16.1 Å) and a slightly lower
α-helical score of 0.40 compared to 0.51 in the ground state (Fig. 4)
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but higher than the terminal unfolded states U1 and U2. The Rg is
consistent with the 15.7 Å reported by Dolgikh and co-workers50

for the molten globule state, as determined by SAXS. The structures
relevant to the molten globule state can be extracted and exam-
ined through our MD methodology. The sampled structures in the
free energy basin less than 1.5 kcal/mol are aligned to and overlaid
on the ground state, as shown in Fig. 7. The overall protein topol-
ogy is roughly conserved as in the ground state, but most α-helices
are somewhat disordered. Despite the disordering, only αIV signifi-
cantly extends out and forms a random coil. It is in line with similar
studies done on the partially unfolded human α-lactalbumin,2 where
the low resolution reconstruction of SAXS data suggests that the
C-terminal residues are likely disordered and form a tail.

The extension of αIV does not lead to an expansion of the
nearby secondary structures, αII and αIII, as the residues in these
components still resemble helices, and they can be aligned well onto
the crystal structure. While in Fig. 6(a), lower panel, most α-helices
are not categorized as helices, the α-helical score is rather high for
the I state. It is due to that timeline categorizes the residues either
as a part of a helix or not, but the α-helical score is a continuous
quantity that estimates the similarity of a residue’s configuration
to that in a helix. Therefore, while the timeline disqualifies most
residues in the I state as helices, these residues do have charac-
teristics of helical arrangement, as shown in Fig. 7. It follows that
there is likely significant incomplete side-chain packing that results
in perturbed α-helices. This perturbation is clearly due to the input
TRXSS signal, which yielded longer distances between atoms on the
side-chain. Overall, using the TRXSS signal to refine our MD sim-
ulations allowed us to gain insight into the disordered structures of
the molten globule state.

Implications for the BLA folding process

If we consider the unfolding process initiated in this experiment
to be the reverse of the folding process,19 then the unfolding pro-
cess in our experiment (e.g., molten globule state formation from
the native state in Fig. 4) will be the last process in the folding path-
way during the formation of the native structure. Similarly, the later
expansion process in the unfolding will be mirrored to an initial col-
lapse into the molten globule state. Our experiment and refinement
on the structures therefore give consistent results with the literature
description of the folding process.19 Comparing the finding from
the steady-state study, where only one unfolded state is observed,
to that in the time-resolved study, where two unfolded states are
necessary to explain the data evolution; it shows that the two
unfolded states may have the similar thermodynamic property, but
their kinetic accessibility may be modulated by the existence of the
I state.

We can now start to describe the folding process with our sam-
pled structures. The protein in its terminal unfolded states still has
a considerable amount of α-helices while being greatly expanded in
Rg. In particular, the αII and αIII seem to suffer less loss in the struc-
ture. This is consistent with the reports of residual far-UV CD sig-
nals, linked to secondary structures, after the protein has passed its
melting point determined by the near-UV CD, which reflects tertiary
structures.47 Vanderheeren and co-workers argued that this dispar-
ity stems from the binding of calcium near residues 80 (Fig. 6, green
dots in molecular graphics). In our refinement, it seems that the

residues near the calcium binding site (residues 82–87) are indeed
fairly intact in both U1 and U2 states, especially residues 85–91. The
Cys91 is linked through a disulfide bond to the Cys73 on the random
coil region, which may have contributed to the creation of a frame-
work that stabilized the residues in between. The same, however,
cannot be said on the I state, where the αIII helix is more disordered
(but not totally unfolded) compared to the U1 and U2 states. It seems
that the gain in enthalpy from a non-specific contact in the compact
state is countered by the loss of secondary structures and conforma-
tional entropy. This view is consistent with the work by Forge and
co-workers.19 It follows that forming the native contact may be the
main barrier between the molten globule state and the native state.70

Considering the interchangeable nature of the U1 and U2 states as
seen in the steady-state data, and difference in SASA between them,
it seems that the deciding factor of whether the protein assumes
a molten globule state during folding is the presence of a solvent
inaccessible core. If the protein is exposed to the solvent from the
core, as in αIII of the U2 state [Fig. 6(c)], then the protein residues
could have more space to adjust for the native contact within indi-
vidual helices. The protein can then bypass the molten globule
state and form the native structure directly. Overall, the reciprocal-
space TRXSS data can be explained by these sampled structures
whose properties also match the existing descriptions of the folding
process. Through the analyses, we are able to obtain the atomisti-
cally detailed structures, which allow for closer looks of the folding
dynamics.

Applications and limitations of XSMD

The XSMD approach presented in this work was able to drive
the protein to structures that fit the data reasonably well. In addi-
tion, without utilizing kinetic information determined from the
experimental data, this method successfully revealed the putative
unfolding pathways. We show that it is possible to utilize the TRXSS
signal to find possible intermediate structural ensembles, and we
expect that many protein (un)folding systems can benefit from
this method, provided that the TRXSS signal points to a rather
homogeneous ensemble. Potential applicable systems include
insulin dissociation29,71 or photoactive receptors.27 However, since
the possibility of the heterogeneous unfolded state ensemble can-
not be ruled out, using ensemble-averaged and maximum-entropy
methods may allow for more effective fitting of the data.72 We expect
our method to be fully compatible with these more complex methods
with minimal modifications of the implementation.69

The present method can be seen as a way of making a Bayesian
inference on the prior distribution of the sampled structures based
on the supplied MD force field, resulting in a posterior distribution
of the refined structure using the fit of the input scattering signal
as the likelihood. One property of the Bayesian inference is that
the posterior distribution can be the prior of the next inference. In
other words, the structures that are sampled can be subject to fur-
ther screening with other experimental data. For example, it can
be incorporated into the Bayesian inferential structural determina-
tion method as another constraint.10 However, further estimations
of uncertainties in various parameters in this method are necessary.
The excited state fraction α will inherit some uncertainty from data
analysis routines. The fitting parameters c1 and c2 were assumed to
stay the same for computational convenience. However, these values

J. Chem. Phys. 154, 105101 (2021); doi: 10.1063/5.0039194 154, 105101-9

Published under license by AIP Publishing

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

may change due to the perturbation in solvent conditions, espe-
cially during rapid-mixing experiments.73,74 One way to estimate the
credible intervals for these parameters could be to also refine them
during the MD simulations. In addition, the information acquired
here can thus be connected to a central structural analysis pipeline
to gain a more comprehensive understanding of protein dynamics
in the disordered states.

CONCLUSION

We have conducted time-resolved x-ray solution scattering
experiments to probe the bovine α-lactalbumin unfolding process
in which three kinetically distinct states are revealed. We formulated
the state-associated difference scattering signals as x-ray scattering-
derived potentials to steer the well-tempered metadynamics simu-
lations to refine the structures for each state. The structures of the
three states were found to be a molten globule state, I, and two ter-
minal unfolded states, U1 and U2. The sampled structures of the I
state appear to have a similar overall topology of the folded native
protein but less condensed secondary structures, while the other
two states are much more conformationally disordered and have
expanded sizes. These findings allow us to extract structural infor-
mation at a higher accuracy than using TRXSS or MD simulation
alone, especially for conformationally disordered protein structures.
The results from this work can significantly help to decipher protein
folding processes with an atomistically detailed description.

SUPPLEMENTARY MATERIAL

See the supplementary material for details about (1) XSS data
collection, (2) TRXSS data reduction, (3) steady-state XSS reduction
and analysis, (4) TRXSS solvent signal subtraction, (5) global anal-
ysis of the TRXSS signal, (6) the estimation of the T-jump magni-
tude, (7) the estimation of the excited state fraction, (8) preparation
of the species-associated difference signal for MD simulations, (9)
convergence of XSMD simulations, (10) convergence of WTmetaD
simulations, (11) comparison between refined difference and
species-associated differences, and (12) calculating the SASA change
for each residue.
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