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a b s t r a c t 

Due to the suspension of in-person classes in response to the COVID-19 pandemic, students at universities with 
earlier spring breaks traveled and returned to campus while those with later spring breaks largely did not. We 
use variation in academic calendars to study how travel affected the evolution of COVID-19 cases and mortality. 
Estimates imply that counties with more early spring break students had a higher growth rate of cases than 
counties with fewer early spring break students. The increase in case growth rates peaked two weeks after spring 
break. Effects are larger for universities with students more likely to travel through airports, to New York City, 
and to popular Florida destinations. Consistent with secondary spread to more vulnerable populations, we find 
a delayed increase in mortality growth rates. Lastly, we present evidence that viral infection transmission due to 
college student travel also occurred prior to the COVID-19 pandemic. 
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are our own. This paper was previously circulated under the title “College Student 
C  Timing. ” The views expressed herein are those of the authors and do not represent 
t

u.edu (P. Niekamp). 
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. Introduction 

“If I get corona, I get corona. At the end of the day, I’m not gonna let

t stop me from partying. ” – University student interviewed by CBS News
n March 18, 2020 

Thousands of college students flocked to spring break destinations
n March 2020, garnering international media attention and arous-
ng concern that increased travel with population dense social inter-
ctions could increase COVID-19 spread ( BBC News, 2020; CBS, 2020;
NN, 2020; Montgomery and Fernandez, 2020; VOA, 2020 ). Given the
ge-mortality gradient of COVID-19 ( CDC, 2020; Zhou et al., 2020 ),
oung Americans face a greater divergence in social costs and inter-
al costs than older age groups. President Trump addressed this ex-
ernality in a White House Press Briefing saying, “They’re feeling in-
incible... but they don’t realize that they can be carrying lots of bad
hings home to grandmother and grandfather and even their parents ”
 WhiteHouse.Gov, 2020 ). Given the high social cost of an infection
 Bethune and Korinek, 2020 ), quantifying the impact of college student
ravel on local COVID-19 growth is a question of first-order importance.

☆ We thank SafeGraph for sharing Social Distancing Metrics data. All errors 
ontribution to Local COVID-19 Spread: Evidence from University Spring Break
hose of the Federal Reserve Bank of New York or the Federal Reserve System. 
∗ Corresponding author. 

E-mail addresses: daniel.mangrum@ny.frb.org (D. Mangrum), pniekamp@bs

1 This sample comprises approximately 85% of full-year, full-time, degree seeking 
2 Figure A.2 shows the percent of universities suspending in-person classes over tim

ttps://doi.org/10.1016/j.jue.2020.103311 
eceived 29 May 2020; Received in revised form 17 November 2020 
vailable online 4 December 2020 
094-1190/© 2020 Published by Elsevier Inc. 
niversity policies aimed at reducing infections should target spread
ithin the university and account for the externalities imposed on the

urrounding community. 
We study how travel by U.S. college students affects the spread of

iral infections both during and prior to the COVID-19 pandemic. We
ollect spring break dates for 1326 universities which enroll a total of
.5 million students. 1 In doing so, we create a sample of universities
ith break dates between the end of February and end of April. We ar-
ue and provide evidence that the timing of a university spring break
s uncorrelated with factors related to the potential spread of COVID-
9. Due to the rapid suspension of in-person classes, we separate uni-
ersities that did and did not have spring break as scheduled prior to
he pandemic. 2 We pair smartphone location data with the timing of
niversity spring breaks to show stark differences in mobility for uni-
ersities with early versus late spring breaks. To compare the evolution
f COVID-19 case and mortality growth rates in counties that have uni-
ersities with early spring breaks to counties with universities with late
pring breaks, we use a difference-in-differences research design. As we
how using smartphone location data, counties with early spring breaks
students at four-year public and non-profit universities according to IPEDS. 
e. 

https://doi.org/10.1016/j.jue.2020.103311
http://www.ScienceDirect.com
http://www.elsevier.com/locate/jue
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jue.2020.103311&domain=pdf
mailto:daniel.mangrum@ny.frb.org
mailto:pniekamp@bsu.edu
https://doi.org/10.1016/j.jue.2020.103311
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xhibit remarkable student outflows during spring break and then similar

nflows after spring break . On the other hand, late spring break students
eft campus upon the suspension of in-person classes and largely did not
eturn. 

Our findings suggest that university students returning from spring
reak contributed to the growth rate of COVID-19 cases in the county of
he university. The increase in case growth rates begins the week after
he early spring break university students returned to campus, denoting
n increase in primary infection of traveling students. The increase peaks
wo weeks after students returned, which suggests secondary spread. Al-
hough the difference in the growth rate of cases was temporary, by April
0th, early spring break counties had 20% higher confirmed cases per
apita than late spring break counties. 3 We find no evidence of an im-
ediate increase in COVID-19 mortality growth rates, which is expected

iven the low mortality-risk to college students. However, we provide
vidence that growth in confirmed mortality may have increased three
o five weeks after early spring break students returned to campus, de-
oting an increase in mortality due to secondary spread to higher-risk
ndividuals. Using smartphone location data, we trace where students
raveled for spring break and by mode of transit. We find that early
pring break universities with students who were more likely to transit
ia air, to New York City, and to Florida contribute more to COVID-
9 spread than early spring break universities with less of this travel.
n the other hand, we do not find evidence that universities with more

tudents traveling via cruiseliners differentially contributed to local in-
ection spread. 

We also show that college student travel contributed to viral infec-
ion spread prior to the COVID-19 pandemic. Using data from the Google
OVID-19 Search Trends Symptoms Dataset, we estimate the effect of
niversity spring break timing on search intensity for common symp-
oms of viral infections. We find that, in the weeks after students re-
urn from spring break, search intensity for illness symptoms increases
n counties with a higher population share of college students relative
o neighboring counties with no universities and counties with fewer
ollege students. Therefore, even after the pandemic subsides, college
tudent travel may continue to spread viral infections. 

For the remainder of the COVID-19 pandemic and beyond, univer-
ities have several policy levers that can shift the behavior of college
tudents in order to reduce the risk of infection spread both on campus
nd to the surrounding community. 4 First, universities hosting students
n campus can adjust academic calendars to alter or remove breaks dur-
ng the semester that allow students to travel and return to campus. This
djustment has the potential to reduce spikes in infections both on cam-
us and at the students’ travel destination, but may come at the cost of
arming the mental health of both students and faculty. Next, univer-
ities can limit parties and gatherings of large groups, reduce density
n dormitories, and require facial coverings which are shown to reduce
he spread of infections ( Karaivanov et al., 2020; Lyu and Wehby, 2020;
ahl, Eikmeier, Fraser, Junge, Keesing, Nakahata, Wang ). Universities
an also choose to cancel sports during the remainder of the pandemic.
lthough this decision comes at a much greater financial cost to uni-
ersities, these interactions, whether during tailgating, waiting in line,
r inside the stadium, allow for potentially infected college students to
pread infections to members of the surrounding community. 5 Lastly, at
3 Figure A.3 plots cumulative cases and mortality per 1000 county population by early 
ersus late spring break counties. 
4 Andersen et al. (2020) document the role that college re-openings played in propagat- 

ng COVID-19. They find that in the first few weeks of the Fall 2020 semester, universities 
hat chose to host students on campus contributed to an additional 3000 COVID-19 cases 
er day nationwide. 
5 The directional flow from lower-mortality risk university students to higher-mortality 

isk community members is especially relevant given work that finds large spectator sport- 
ng events can propagate viral spread and increase influenza mortality ( Stoecker et al., 
016; Cardazzi et al., 2020 ). Additionally, Ahammer et al. (2020) find that one addi- 
ional NHL or NBA game in March 2020 led to a 9% increase in COVID-19 deaths in 
he local county. While it is possible to play college sports without fans in attendance, 
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he conclusion of the semester or if universities again shift classes online
nd close campuses, administrators should take precautionary measures
efore sending potentially infected students home to prevent spreading
nfections to more vulnerable populations outside of the university com-
unity. 

. Background 

The risk of COVID-19 spread in the United States quickly escalated at
he end of February 2020, just as many university students were prepar-
ng for spring break. On February 26th, roughly the beginning of univer-
ity spring break season, the first case of community spread in the United
tates was reported. On February 29th, the first confirmed COVID-19
eath in the United States was reported ( NPR, 2020 ). On March 1st,
nited States Secretary of Health and Human Services, Alex Azar, stated,
...the risk to average Americans remains low. We are working to keep it
ow ”. It was not until March 11th, three days after many students would
eturn from break, that the World Health Organization declared COVID-
9 a pandemic and the United States announced it would suspend travel
rom most of Europe. It is within this context that university students
ade decisions regarding spring break travel. 

While the effects of university policies on COVID-19 spread have thus
ar gone understudied, the effects of state and local Non-Pharmaceutical
nterventions (NPIs) on COVID-19 outcomes have received much atten-
ion ( Andersen, 2020; Courtemanche et al., 2020; Dave et al., 2020a,b;
riedson et al., 2020; Flaxman, Mishra, Gandy, Unwin, Coupland, Mel-
an, Zhu, Berah, Eaton, Perez Guzman, et al. ). These studies typically an-
lyze the dynamic effect of Shelter-in-Place Orders (SIPOs), restaurant
nd entertainment closures, large gathering bans, and school closings
n COVID-19 outcomes. Courtemanche et al., 2020 , for example, find
hat SIPOs and restaurant and entertainment closures reduce COVID-19
ases, but find no such evidence for public school closures. Abouk and
eydari (2020) also find that SIPOs were effective in reducing mobility
nd decreasing COVID-19 cases and similarly report that K-12 school
losures had no beneficial impact on reducing mobility. These results
uggest that K-12 schools were not a significant secondary spreader of
nfections prior to closure. 

In contrast, we expect university campuses to pose a greater threat
o community spread than K-12 schools. First, on-campus residency re-
ults in a more dense living arrangement for college students which
ould increase the potential spread within a university. Second, ev-

dence suggests that university students interact with a larger num-
er of other students. For example, at Cornell University, the av-
rage student shares a classroom with 529 other unique students
ach semester ( Weeden and Cornwell, 2020 ). Lastly, as discussed in
ursztyn et al. (2020) , Allcott et al. (2020) , Simonov et al. (2020) ,
ainter and Qiu, 2020 , willingness to social distance has been a func-
ion of political stance, news viewership, and mortality-risk. Considering
ollege students face relatively low mortality-risk coupled with a higher
egree of agency than K-12 students, this demographic may be less likely
o abide by social distancing guidelines. Alfaro et al. (2020) claim that
ear reduces individual mobility and “stringency measures matter less
f individuals are more patient and altruistic preference traits. ” Given
hat young college students might have less fear and higher discount
ates, we expect college students to have higher mobility than the gen-
ral population during the COVID-19 pandemic. 

Large jumps in mobility due to spring break are particularly concern-
ng, as Fang et al. (2020) highlight the importance of mobility restric-
ions in China on reducing the spread of COVID-19. Additional evidence
rom the 1918 Flu Pandemic suggests that reducing mobility and dis-
ouraging formations of large groups is instrumental in “flattening the
urve ” ( Barro, 2020 ). Goscé et al. (2014) propose that the infection rate
indo et al. (2018) find a 15% increase in the reporting of sexual assault near college 
ampuses on the day of away games, suggesting that college party culture surrounding 
ootball games does not require stadium attendance. 
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e  
f a disease is a highly nonlinear function of crowd density, suggesting
hat dense formations of students at spring break destinations may have
igh infection rates. 6 Kraemer et al. (2020) find that travel restrictions
ay be especially effective in the beginning stages of growth, implying

hat enhanced travel for spring break between February 28th and March
th may have contributed to the initial spread of COVID-19. 

Previous research shows that universities and college students exert
oth positive and negative externalities on surrounding communities.
niversities have a positive economic effect on surrounding areas via

ncreasing private research and development, tax revenue, and spread-
ng human capital ( Jaffe, 1989; Anselin et al., 1997; Siegfried et al.,
007; Woodward et al., 2006; Andersson et al., 2009; Abel and Deitz,
012; Kantor and Whalley, 2014 ). However, the negative externalities
hat universities impose on the surrounding community have only more
ecently been studied. Some of these studies outline the negative ex-
ernalities of youth alcohol consumption ( Carpenter, 2005; Fertig and

atson, 2009; Carpenter and Dobkin, 2015; 2011 ), while others show
hat partying associated with college football games increases sexual
ssaults in the local areas surrounding games ( Lindo et al., 2018 ). We
ontribute to this literature by documenting another potential external-
ty that universities may impose on the surrounding region: increased
pread of viral infections due to college students. 

Like Harris (2020) and Cotti et al. (2020) , we are interested in study-
ng contributing factors to COVID-19 growth. While travel by itself can
ontribute to increased infections, the mode and destination of student
ravel can further increase the risk of infections. Kuchler et al. (2020) use
acebook social network data and find a positive relationship between
ocial connectedness of a county to Westchester County, New York and
OVID-19 cases, suggesting that travel to and from hotspots can con-
ribute to COVID-19 spread. In addition to studying the effect of college
tudent travel on COVID-19 spread, we also investigate whether travel
o particularly risky destinations might have a larger impact on local
ontagion. 

. Data 

.1. University data 

We collect spring break dates for 1326 universities in the United
tates. 7 While dates for some universities were obtained from Sta-
ravel.com, we collected over 1000 spring break dates from academic
alendars hosted on university websites. These four-year public and non-
rofit institutions enroll over 7.5 million students. 8 We also include uni-
ersity student body characteristics from the Integrated Postsecondary
ducation Data System (IPEDS) and from the College Scorecard to com-
are universities with early and late spring break dates. 

.2. COVID-19 confirmed cases and mortality 

We use county-day level confirmed COVID-19 case and mortality
ata from the New York Times ( NYT, 2020 ) accessed on May 3, 2020.
e caution that these are confirmed cases, as confirmed cases are an im-

erfect estimate of true cases. This issue is highlighted by work showing
hat positive test rates in New York City vary across demographics and
ncome levels ( Borjas, 2020; Schmitt-Grohé et al., 2020 ). However, nei-
6 Evidence in Dave et al. (2020c) suggests one such “super spreader ” event was the Stur- 
is Motorcycle Rally in Sturgis, South Dakota which attracted nearly half a million people 
nd lead to large increases in infection spread in the home counties of the participants. 

7 From the universe of four-year degree granting institutions from IPEDS, we remove all 
or-profit universities and universities which have more than 50% of their undergraduate 
opulation online. We drop any university with missing enrollment and student charac- 
eristics data from IPEDS. We drop any university with special focus status, all U.S. service 
cademies, and any university which has predominately graduate enrollment. 

8 Enrollment numbers come from the 2018 Integrated Postsecondary Education Data 
ystem (IPEDS). 

h  

s
d
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p

her county-level positive test rates nor the total number of tests are
vailable for the dates of our sample. 9 

.3. Mobility data 

We use SafeGraph Social Distancing Metrics to measure the mobility
f college students. This data uses GPS pings derived from the smart-
hone application usage of “trusted third-party data partners ”. Safe-
raph provides aggregated device counts at the Census Block Group

CBG) level. In order to identify which devices are likely to be college
tudents, we collect the CBG associated with each university in our sam-
le. SafeGraph defines devices within a 153 × 153 m square as “home ”,
here “home ” is calculated using the primary location of the device at
ight over a six week period. Therefore, for the majority of traditional
niversity students, home will either be a university dormitory or off-
ampus housing. We are most interested in tracking whether, on a given
ay, students are traveling. Specifically, we use counts of devices that
re pinged more than 50 km from “home ” in a given day. 10 The dataset
lso includes counts of device flows from “home ” CBGs to destination
BGs. Using this, we count the number of devices which traveled to
opular Florida spring break destinations, New York City, airports, or
ruise ports. 

.4. Airport data, cruise port data, and county demographics 

We assign airports and cruise ships to CBGs using geospatial data
rom the Federal Aviation Administration and cruise ports from the
.S. Department of Homeland Security. We estimate the percent of de-
ices, by university, that visited an airport or cruise port over spring
reak. 11 We also use county-level demographics and characteristics
rom Killeen et al. (2020) and county-level temperature data from the
ational Oceanic and Atmospheric Administration (NOAA) to compare
bservables across early versus late spring break counties. 

. Empirical strategy 

We use a difference-in-differences research design to estimate the
ausal effect of university student travel on COVID-19 spread in the
ocal county by leveraging plausibly exogenous variation in the tim-
ng of university spring breaks. Since universities designed academic
alendars years in advance of the COVID-19 pandemic, our treatment
ates are not impacted by the reverse causality concerns relevant to
esearch studying the impact of state and local NPIs on COVID-19 out-
omes ( Goodman-Bacon and Marcus, 2020 ). In order to interpret our
ifference-in-differences estimates as causal, it should be the case that
otential COVID-19 spread in late spring break counties would be simi-
ar to that of early spring break counties had university students in early
pring break counties not returned to campuses after their travel. Al-
hough our difference-in-differences estimates rely on the parallel trends
ssumption and not random assignment, if counties with early or late
pring breaks are otherwise similar on key observables such as popula-
ion, demographics, and density, COVID-19 contagion might also evolve
imilarly across these sets of counties in the absence of treatment. 

To support this claim, we test whether universities and counties with
arly spring breaks differ in key observables. Universities are defined as
aving an early spring break if the break was scheduled to end prior to
9 We believe differential access to testing should not be a large concern since treatment 
tatus is defined by academic calendars published years in advance. We also present evi- 
ence that treatment status is balanced along dimensions such as income and physicians 
er capita. 
10 The SafeGraph data reports counts of devices binned by travel thresholds. The thresh- 
ld for 50 km or more is the maximum of this binning which counts devices traveling the 
urthest from “home. ”
11 We are able to cleanly identify travel to highly trafficked airports because large air- 
orts are typically assigned their own CBG ( United States Census Bureau, 2020 ). 
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Fig. 1. Difference in Means Test Statistics by Early and Late Spring Break for Universities and Counties. Notes: The figures above plot the test statistics from tests 
for a difference in means between early and late spring break universities (left) and counties (right). A full table of means, standard deviations, mean differences 
and test statistics can be found in Table A.1. Universities are assigned as early spring break if the university spring break ended prior to March 9th (213 out of 1326 
universities). Counties are assigned as early spring break if at least 25% of the college student enrollment in the county had a spring break ending prior to March 9th 
(120 our of 755 counties). The shaded region represents the critical value for the 95% confidence interval. All data for universities come from IPEDS or the College 
Scorecard. Data for counties come from Killeen et al. (2020) , MIT Election Lab, and NOAA. 
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arch 9th. 12 The sample contains 213 early spring break universities
nd 1113 late spring break universities. 13 Since many counties have
ultiple universities and COVID-19 outcomes are observed at the county

evel, we define a county as having an early spring break if at least 25%
f the county’s college student population had an early spring break. 14 

Fig. 1 plots the test statistics for a test of difference in means between
arly and late units. Universities with early or late spring breaks are
argely similar in the composition of the student body. 15 The university-
evel balance table shows that early spring break universities tend to
ave lower enrollments and have larger shares of female and married
tudents. Additionally, universities with early spring breaks have fewer
ided students with family income less than $30,000. At the county
evel, treatment is largely balanced along median household income,
rimary care physicians per capita, population, and other variables.
arly spring break counties tend to have colder February-April temper-
tures. 16 Additionally, early spring break counties had slightly higher
but not statistically different) Republican vote share during the 2016
lection which has been shown to be correlated with a reluctance to en-
age in social distancing ( Painter and Qiu, 2020 ). One cause for concern
s that the population density of early break counties is greater than that
f late break counties. 17 However, this population density imbalance is
12 Prior to March 9th, only 9 universities had suspended in-person classes, and univer- 
ity students with these spring breaks largely traveled without much concern for COVID- 
9. However, over 80% of universities had suspended in-person classes by March 15th 
 Marsicano et al., 2020 ). 
13 15 ending on March 1st and 198 ending on March 8th for the early period. 475 ending 
n March 15th, 377 ending on March 22nd, 178 ending on March 29th, 34 ending on April 
th, and 49 ending after April 5th. Figure A.2 shows a histogram of the university spring 
reak dates along with a timeline of the closure of universities. 
14 We show robustness to various thresholds of this measure in Figure A.1. 
15 Full balance tables with means and mean differences are provided in Table A.1. 
16 While some studies have shown higher temperatures are associated with more COVID- 
9 infections ( Xie and Zhu, 2020 ), others have shown no effect of average, minimum, or 
aximum daily temperatures on infection spread ( Briz-Redón and Serrano-Aroca, 2020 ). 
hese contradictory findings may be due to weather being an important determinate for 
ocial distancing behavior ( Wilson, 2020 ). To alleviate this concern, we estimate an al- 
ernative specification in Appendix A.2 where we include state-by-week fixed effects to 
educe the variation in temperatures across comparison groups. 
17 Bisin and Moro (2020) note that differences in population density across cities can 
ave dramatic effects on the evolution of contagion even when the cities have the same 
opulation. Denser cities not only reach peak infections sooner, but also have higher peaks 
f active infections which may strain a city’s medical capacity. 

d  

w  

s  

u  

c  

a  

c  

v  

v  

r  

o  

v  

r  

a  

i
S

riven by only three outlier early spring break counties. In Appendix
.2, we show that our results are robust to removing these high density
arly spring break counties. 

Despite their similarities in observables, students who attended early
pring break universities had the opportunity to continue with sched-
led spring break plans while students at late spring break universities
argely did not return to campus after their scheduled spring breaks. We
se SafeGraph mobility data for devices residing on university campuses
o show how college student travel over spring break differed for early
nd late spring break universities. Panel A of Fig. 2 shows the share of
niversity-residing devices that traveled more than 50 km from the uni-
ersity over the period between February 15th and March 30th for the
roup of early spring break universities. During their scheduled spring
reaks, university-residing devices were between 20 to 40 percentage
oints more likely to have traveled over 50 km from the university.
dditionally, when spring break ended, these devices returned to the
niversity at the same rate. However, between March 12th and March
0th, as universities suspended in-person classes and instructed students
o leave campus, these devices again leave the university area but do not
eturn to campus. 18 

On the other hand, Panel B of Fig. 2 shows the travel behavior of stu-
ents with later spring breaks separately by which week the spring break
as originally scheduled. All four sets of universities show remarkably

imilar behavior until March 6th. On March 6th, the universities sched-
led to begin spring break are indeed more likely to travel away from
ampus for vacation. However, these devices do not return to campus
t the conclusion of spring break due to the suspension of in-person
lasses. Additionally, beginning on March 12th, university residing de-
ices with later spring breaks begin to leave the campus area as uni-
ersities suspend in-person classes. The suspension of in-person classes
esults in a large outflow of university students with a negligible share
f university-residing devices returning to campus. As a result, the uni-
ersities with early spring breaks had students leave the campus area for
egularly scheduled spring break travel and subsequently return to campus

fter their travel. However, later spring break university-residing devices
18 Marsicano et al. (2020) provides detailed information regarding the suspension of 
n-person classes and the transition to remote learning for universities across the United 
tates. 
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Fig. 2. Effect of University Spring Break Timing on Stu- 
dent Travel. Notes: Each panel plots the share of devices 
more than 50km from home by early versus late spring 
break status. Home is the university CBG and is defined as 
the primary location of the device at night over a six week 
period. The shaded regions denote the dates in which most 
universities suspended in-person classes. Device data are 
from SafeGraph. 

Fig. 3. Evolution of COVID-19 Case and Mortality Growth Rates for Early Versus Late Spring Break Counties. Notes: Each panel above plots the average three-day 
exponential growth rate of either confirmed COVID-19 cases or mortality separately for early versus late spring break counties. Early spring break counties are defined 
as counties with more than 25% of the college student population having a spring break which ends before March 9th (120 counties). Late spring break counties 
are counties with fewer than 25% of the county college student population with early spring breaks (635 counties). The shaded region denotes the early spring 
break period ending on March 8th. Outcome data come from the New York Times. We also replicate this plot for the level of both confirmed cases and mortality in 
Figure A.3 to show how the two groups diverge over time. 
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19 Due to day of the week and clustering effects, daily growth rates exhibit a saw-tooth 
pattern in which a spike in one day causes a decline in the next day’s growth rate. 

20 Our results are robust to using smaller adjustments to the dependent variable as well 
as using percent changes in outcomes instead of log differences. In addition, we estimate 
a Fixed Effects Poisson specification using case and mortality counts in Appendix A. 
eft campus (either at the start of spring break or upon the suspension of
n-person classes) and did not return to campus. Consequently, counties
ith universities that have early breaks faced large inflows of poten-

ially infected university students returning from spring break prior to
he suspension of in-person classes while areas with universities with
ater spring breaks did not face this influx of potentially infected college
tudents. 

Fig. 3 shows the evolution of the growth rate of COVID-19
onfirmed cases and mortality separately for early and late spring
reak counties. We model the daily exponential growth rate similarly to
ursztyn et al. (2020) and Courtemanche et al., 2020 as ln ( 𝑦 𝑡 +1)− ln ( 𝑦 𝑡 − 𝑘 +1) 

𝑘 
,

sing the 𝑘 day growth rate in order to smooth the daily exponential
rowth rate. 19 We add one unit to each count within each logarithm
o handle observations with zeros. 20 Panel A shows that late break
ounties had a small increase in the growth in confirmed cases while
he early break counties remained on spring break. However, once early
reak university students return to campus, the growth rates deviate
uch that the early break counties exhibit exponential growth rates
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lmost four percentage points higher than the late break counties. This
nitial divergence is likely due to the primary detection of spring break
ravelers returning to the local area and testing positive for COVID-19.
fter March 15th, the growth rates largely converge with the early
reak counties maintaining higher growth rates until a second diver-
ence occurs roughly two weeks after the end of spring break. Since the
verage incubation time for COVID-19 is 6.4 days ( Lauer et al., 2020 ),
his timing is consistent with secondary spread whereby the infected
pring break travelers spread infections to people on campus and in the
ocal community. After this second divergence from secondary spread
eaks, the early and late break counties largely converge to similar
rowth rates, likely due to universities suspending in-person classes
nd students leaving the local area. 

Panel B shows a similar pattern for the growth rate of mortality.
owever, since university-aged students face very low mortality-risk,

he initial divergence in mortality growth rates is much smaller. On
he other hand, the growth rate of mortality associated with secondary
pread is much larger and this divergence is maintained throughout the
ime series. 21 This pattern is additional evidence that, although college
tudents face little internal risk of COVID-19 mortality, they exhibit very
igh social costs due to potential spread to more vulnerable populations.

Although this divergence is readily apparent in the comparison of
eans, we proceed to statistically test whether counties with more early

pring break college students trended differently in COVID-19 outcomes
y estimating an event study specification. The coefficients from the
vent study specification capture the dynamic nature of the effect of
niversity study travel in each period relative to students returning to
ampus. Similar to Courtemanche et al., 2020 , we use repeated seven
ay growth rates in order to preserve the cyclical day-of-week effects
cross the parameters. Our preferred event study specification is, 

 𝑐𝑡 = 

∑
𝑗 ∈{[−2 , 5] ,𝑗 ≠0} 

[
𝛾𝑗 1 ⋅ { 𝑗 = 𝑇 + 𝑡 } × EarlyBreak 𝑐 

]

+ 𝛿𝑐 + 𝛼𝑡 + 𝜙EnrollQuartile 𝑐 × 𝛼𝑡 + 𝑢 𝑐𝑡 (1) 

here 𝑦 𝑐𝑡 is a weekly exponential growth rate for county 𝑐 during week 𝑡
three weeks before and including March 8th and five weeks after March
th). 22 As described above, we define EarlyBreak 𝑐 as a binary variable
qual to one for counties with at least 25% of college student enrollment
aving spring breaks ending prior to March 9th. Each 𝛾𝑗 parameter es-
imates the average difference in the exponential growth rate for an
utcome between early and late break counties during the week 𝑗 rela-
ive to March 8th. We include EnrollQuartile 𝑐 × 𝛼𝑡 , enrollment quartile
y week fixed effects, to account for any differential effects that student
nrollment might have on COVID-19 cases over time. We also include
xed effects for each county and for each week and we present stan-
ard errors which are clustered at the county level. 23 In Appendix A,
e show that all of the results from the estimation of Eq. (1) are robust

o other critical thresholds of pctEarlyBreak 𝑐 , the inclusion of state by
eek fixed effects, a fixed effects Poisson specification, and the removal
f various outlier counties. 

In accordance with the reduced form results in Fig. 3 , we expect for
he difference in the growth rate of cases to be largest for the first two
eeks after the early spring break period ends and then subsequently
ecline. On the other hand, it should be the case that 𝛾𝑗 for the mortality
utcomes is not significantly different from zero until week three from
he early break and beyond. 24 
21 Figure A.3 replicates this plot for the levels of cases and mortality per capita. 
22 We have also modeled the main outcome as a standard percentage growth rate and 
he results are qualitatively similar. In Appendix A, we estimate a Fixed Effects Poisson 
odel which uses counts of confirmed cases and mortality as the outcome variable. 

23 Results are robust to clustering at the state level. This might be appropriate if one is 
oncerned about unobserved error correlation across counties within the same state over 
ime. 
24 This timeline comes from the average incubation of 6.4 days ( Lauer et al., 2020 ) and 
he average time from exhibiting symptoms until death (conditional on death) of 18.5 
ays ( Zhou et al., 2020 ). 

b  

o  

w

r
L
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. Results 

Fig. 4 plots each 𝛾𝑗 coefficient and confidence interval from the es-
imation of the event study specification. For both outcomes there is no
tatistical difference in growth rates between the early and late spring
reak counties in the two weeks prior to March 8th. However, there is a
izable and statistically significant difference in the exponential growth
ate between early and late break Counties in the two weeks after March
th. In the first and second week after early break students returned to
ampus, the local county experienced exponential growth rates 2.1 and
.6 percentage points larger than the late break counties, respectively.
his pattern echoes the trend presented in Fig. 3 in which early spring
reak counties have higher growth rates while university students re-
ain in the local area, maintain higher growth rates the week after stu-
ents leave campus (suggesting secondary spread of infections), then
ltimately converge to growth rates similar to late break counties. 

The effect of spring break student travel on mortality is presented in
anel B which suggests a similar but delayed pattern. There is no statis-
ical difference in the growth rate of mortality between early and late
pring breaks until the week after March 8th. This estimate suggests that
ate spring break counties experienced a slightly higher growth rate in
ortality. 25 However, the early spring break counties begin to overtake

he late spring break counties by the second week. By the third week
fter March 8th, early spring break counties exhibit higher growth rates
n mortality of at least 1.2 percentage points, the last of which is statis-
ically significant at the 10% level. 

The results in Fig. 4 represent the average effect of increased college
tudent travel on local COVID-19 contagion. However, university stu-
ents use their spring vacation to travel to a myriad of destinations. At
ome universities it is common for students to travel by vehicle within-
tate, while at others it is common for students to fly nationally or in-
ernationally. To investigate this heterogeneity, we use SafeGraph data
o partition the early spring break sample to include only the counties
hich exhibit travel patterns which are likely to have a higher risk of

ontracting an infection. Specifically, we focus on the following four
ravel patterns: 1) air travel, 2) cruises, 3) travel to/through New York
ity, and 4) travel to/through beach destinations in Florida. 26 For each
f these destinations or modes of travel, we partition the sample of early
pring break counties into above and below median visitation to each
estination or mode of travel by university-residing devices in the Safe-
raph data. 27 

We suspect that university students who travel by air are more likely
o encounter other infected individuals and are more likely to travel to
nternational destinations. Next, as evidenced by the high infection rates
n the Diamond Princess and Ruby Princess cruiseliners, we also ex-
lore whether universities with higher than average trips on cruises had
igher infection spread when they returned to campus ( Rocklöv et al.,
020 ). Given that Kuchler et al. (2020) find social connectedness to
ew York City is associated with greater COVID-19 spread, we cut the

reated sample to include counties with above median student spring
reak travel to New York City. Lastly, we consider universities that had
bove median travel to the top ten Florida destination counties by all
niversities. 

Fig. 5 repeats the results from Fig. 4 also plotting the event study
arameters from each of the four separate heterogeneity analyses. For
he weeks prior to March 8th, there remains no statistical difference
etween early and late spring break counties for any of the subsamples
f treated counties. However, the early break universities with above-
25 This is likely driven by the early outbreaks in Seattle and the San Francisco Bay area 
hich are both late spring break counties. 

26 These counties are selected using the top 10 most visited counties by university- 
esiding devices. They include Broward County, Orange County, Miami-Dade County, 
ee County, Hillsborough County, Palm Beach County, Seminole County, Pinellas County, 
sceola County, and Polk County. 
27 The construction of these variables is described more completely in Appendix A. 
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Fig. 4. Event Study Estimates for the Impact of Spring Break Travel on COVID-19 Cases and Mortality. Notes: Each marker plots a coefficient estimate of 𝛾𝑗 from the 
event study specification defined by Eq. (1) . Vertical bars represent the 95% confidence intervals derived using standard errors clustered at the county level. Each 
outcome observation is a county’s weekly exponential growth rate. Outcome data come from the New York Times. 

Fig. 5. Event Study Estimates: Heterogeneous Impact by Mode and Destination of Travel. Notes: Each marker plots a coefficient estimate of 𝛾𝑗 from the event study 
specification where the marker in the legend denotes the heterogeneity subsample used for treatment counties. Vertical bars represent the 95% confidence intervals 
derived using standard errors clustered at the county level. Each outcome observation is a county’s weekly exponential growth rate. Outcome data come from the 
New York Times. 
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edian travel via air, to Florida, and to New York City show much larger
ffects in the first week after students return than for the sample of
ll early break counties. Counties with a university with a large share
f air travel had far higher growth rates than the average early break
ounty with a point estimate almost twice that of the overall early break
ample (0.039 compared with 0.021). Both travel to Florida and travel
o New York City are also associated with higher growth rates than other
arly break counties with point estimates near 0.033. On the other hand,
ravel via cruiseliner is associated with only a slightly lower growth rate
han other early break counties. In the second week after students have
eturned, all point estimates besides travel via cruiseliner are similar.
ince this week is associated with secondary spread rather than primary
nfection, it should be the case that the growth rate from week one to
eek two does not depend on the mode of travel or destination since the
rimary infection is already accounted for in the week one growth rate.
fter week two (when most students left campuses after the suspension
f in-person classes), the growth rate in cases converges to the late spring
reak counties and no estimate is statistically different from zero. 
Panel B repeats this exercise for the exponential growth rate for mor-
ality. Since the college students who were traveling during spring break
ave relatively low risk of mortality, there should be no significant di-
ergence in mortality growth rates by mode of travel or destination since
he growth in mortality is likely due to secondary spread. Aside from
lightly larger estimates for travel to New York City, the estimates are
argely similar across the weeks and heterogeneity samples. These re-
ults are consistent with the findings above for cases: travel to high
isk areas causes more infection of college students prior to returning
o campus and these students spread infections to the local area causing
n increase in confirmed cases and a delayed increase in mortality. 

. Spring break timing and viral infections prior to COVID-19 

While the main focus of this study is the impact of college student
ravel on COVID-19 spread, the mechanism more broadly applies to
ther communicable illnesses. While Adda (2016) , Ryu et al. (2020) ,
nd Simpson et al., 2019 find that influenza spread is correlated with
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Fig. 6. Event Study Estimates for the Impact of Spring Break Travel on Google Symptom Search Intensity Prior to COVID-19 Notes: Each marker plots a coefficient 
estimate from the event study specification described in Eq. (2) . Each outcome is a Google search intensity measure for either cough or fever at the county-day level. 
The sample includes counties with a single university in our sample plus all adjacent counties with no universities. Blue circles denote coefficient estimates from the 
specification in which all adjacent non-university counties are included along with single university counties with below median college student enrollment relative 
to the county population. Pink squares denote coefficient estimates from the specification in which all adjacent non-university counties are included along with single 
university counties with above median college student enrollment relative to the county population. Vertical bars represent the 95% confidence intervals derived 
using standard errors clustered at the county level. 
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-12 school calendars, there is little evidence showing how university
reaks impact the spread of viral infections. To more generally examine
hether universities contribute to infection spread, we study the rela-

ionship between spring break timing and illness symptoms prior to the

OVID-19 pandemic . We collect dates for the 2019 spring break season
or counties with a single university in the main sample. 28 We also con-
truct a comparison sample containing all adjacent counties that do not
ontain a university in our sample. To proxy for illness spread, we use
he Google COVID-19 Search Trends Symptoms Dataset which contains
aily county level internet search intensity for various symptoms prior
o the COVID-19 pandemic ( Google, 2020 ). We focus on the two viral
llness symptoms that are most commonly searched in the data: cough
nd fever. 29 

We estimate an event study specification that compares single-
niversity counties to adjacent counties in the weeks relative to the
niversity’s spring break week: 

 

𝑠 
𝑐𝑑𝑡 

= 

∑
𝑗 ∈{[−4 , 6] ,𝑗 ≠0]} 

[
𝛾𝑠 
𝑗 
1 ⋅ { 𝑗 = 𝑇 + 𝑡 } × BreakWeek 𝑐𝑡 

]

+ 𝛿𝑐 + 𝛼𝑡 + 𝜙PopQuartile 𝑐 × 𝛼𝑡 + 𝑢 𝑐𝑑𝑡 (2) 

In this specification, 𝑦 𝑠 
𝑐𝑑𝑡 

is the relative search intensity for symptom
 in county 𝑐 on day 𝑑 contained in week 𝑡 . BreakWeek 𝑐𝑡 is a binary
ariable equal to one when county 𝑐’s university has its spring break
uring week 𝑡 . Each 𝛾𝑠 

𝑗 
coefficient captures the relative difference in

earch intensity for symptom 𝑠 between a university county and a non-
niversity county 𝑗 weeks relative to spring break after accounting for
ounty ( 𝛿𝑐 ), week ( 𝛿𝑡 ) fixed effects, and population quartile by week
ffects ( 𝜙PopQuartile × 𝛼 ). 30 We estimate this specification separately
𝑐 𝑡 

28 We restrict attention to single university counties for two reasons. First, counties with- 
ut a university (our comparison sample) are more likely to resemble counties with a 
ingle university than counties with multiple universities. Second, restricting attention to 
ingle university counties allows us to assign a spring break week to the county without 
ggregating universities to the county level. 
29 Due to privacy concerns, there is a large degree of missing data for various symptoms 
n the dataset. We focus on cough and fever since data on these symptoms are missing 
or only 1.6% and 10% of observations in our sample, respectively. This is compared to 
ymptoms such as pneumonia, bronchitis, nasal congestion, and upper-respiratory infec- 
ion which have missing rates of 55%, 80%, 49%, and 96%, respectively. 
30 We use county population quartiles rather than college student enrollment quartiles 
ince non-university counties do not have college student enrollment. 

s  

i  

t  

i  

3

e
u

p

or two samples by splitting university counties into above and below
edian student enrollment relative to the county population. 31 

Fig. 6 reports the results from estimating Eq. (2) for cough and fever
earch intensity in panels A and B, respectively, separately for low and
igh enrollment to population ratio counties. 32 For both the low and
igh enrollment counties and for both symptoms, there is no statistical
ifference in the trend in search intensity between university counties
nd non-university counties prior to students leaving for spring break.
owever, after students return from spring break there is a divergence
etween high enrollment university counties and both low enrollment
niversity counties and non-university counties for the search intensity
or cough symptoms. Across both symptoms, there is no effect of spring
reak return for counties with a smaller ratio of college students, but
here is an increase in search intensity in high enrollment counties rela-
ive to non-university counties that peaks between four and five weeks
fter spring break. This increase represents roughly a 6% increase from
he mean value of cough search intensity in week five. 33 These results
upport the mechanism that college student travel during spring break
ay spread viral infections to the surrounding community even in the

bsence of a pandemic. 

. Discussion 

Using smartphone location data, we show that the timing of univer-
ity spring breaks had enormous impacts on the travel patterns of uni-
ersity students during the onset of the COVID-19 pandemic. Students
ho attended universities with early spring breaks were significantly
ore likely to return to campus after their scheduled spring break than

tudents at universities with later spring breaks. Although anecdotal ev-
dence exists linking spring break travel to COVID-19 cases, we provide
he first empirical evidence of causal, nationwide effects. We find an
ncrease in the growth rate of confirmed cases during the two weeks
31 The median value for the college student enrollment to population ratio is roughly 
%. 
32 The low enrollment sample contains all non-university counties and the below median 
nrollment ratio single-university counties. The high enrollment sample contains all non- 
niversity counties and the above median enrollment ratio single-university counties. 
33 The mean search intensity value for high enrollment university counties is 6.4 com- 
ared to a point estimate in week five of 0.4. 



D. Mangrum and P. Niekamp Journal of Urban Economics 127 (2022) 103311 

f  

i  

p  

a  

w
 

r  

a  

t  

t  

c  

t  

N  

t
 

c  

t  

u  

t  

n  

n  

g  

t  

c  

l  

t
 

d  

p  

c  

1  

i  

c  

b  

s  

p  

s
 

s  

t  

t  

r  

l  

c  

t  

s  

t  

i  

a

F

 

c

C

 

s  

N
u
M
d
t

i  

t  

o

A

 

M  

M  

c  

b  

E  

v  

C  

a  

g  

A

S

 

t

R

A  

A  

A  

A  

A  

A  

 

A  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ollowing the end of spring break. As a result of the temporary increase
n case growth rates, early spring break counties had 20% higher cases
er capita than late spring break counties by April 30th. Our estimates
lso provide evidence that mortality growth rates increased four to five
eeks after students returned from spring break. 

Recognizing that the mode and destination of travel affect infection
isk, we link smartphone location data to geospatial datasets for airports
nd cruise ship ports to analyze spring break destinations and modes of
ravel for college students. While estimates suggest that students who
raveled to airports had a greater than average impact on COVID-19
ases, we do not find any additional effect for the universities with more
ravel to cruise ship ports. Universities with students who traveled to
ew York City and to popular Florida destinations faced almost double

he risk of primary infection. 
We find that university students played a role in initial COVID-19

ontagion, although their contribution to further spread remains uncer-
ain. On one hand, our estimates may be an upper-bound for the risk
niversities face during the pandemic since the analysis uses data from
he initial onset when mask usage was rare, population immunity was
ear zero, and NPIs had not yet been adopted. On the other hand, the
umber of active cases at the beginning of the Fall 2020 semester was far
reater than in March 2020, which suggests the probability of encoun-
ering an infected individual was far higher when students returned to
ampus. 34 As a result of these opposing effects, our estimates may be in
ine with the potential risk universities face when inviting students back
o campus during the pandemic. 

Our findings can also help inform policy after the COVID-19 pan-
emic subsides. In addition to results from within the pandemic, we
resent evidence that college student travel during spring break also
ontributed to the spread of communicable illnesses prior to the COVID-

9 pandemic . In the weeks after students returned from spring break,
nternet searches for common symptoms of viral infections increased in
ounties with a large college student population share relative to neigh-
oring counties without a university and counties with fewer college
tudents. We interpret the increase in searches for illness symptoms as a
roxy for actual illness, but future research may effectively link college
tudent travel to confirmed cases of viral illnesses besides COVID-19. 

We highlight the role universities play in making consequential deci-
ions that can benefit the health of surrounding communities by altering
he behavior of nearly 8 million undergraduates nationwide. The reduc-
ion of long-distance student travel and social interactions with the sur-
ounding community via university NPIs would complement state and
ocal government NPIs. These policies could enable universities to wel-
ome students back to campus and offer in-person classes throughout
he remainder of the COVID-19 pandemic with smaller external costs to
urrounding communities. These results suggest universities can reduce
he spread of viral infections, like COVID-19 and seasonal influenza, by
mplementing low-cost NPIs during the spring break season, especially
s students return to campus following travel. 
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