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A B S T R A C T   

Background: The COVID-19 pandemic is a significant public health crisis that is hitting hard on people’s health, 
well-being, and freedom of movement, and affecting the global economy. Scientists worldwide are competing to 
develop therapeutics and vaccines; currently, three drugs and two vaccine candidates have been given emer-
gency authorization use. However, there are still questions of efficacy with regard to specific subgroups of pa-
tients and the vaccine’s scalability to the general public. Under such circumstances, understanding COVID-19 
symptoms is vital in initial triage; it is crucial to distinguish the severity of cases for effective management and 
treatment. This study aimed to discover symptom patterns and overall symptom rules, including rules dis-
aggregated by age, sex, chronic condition, and mortality status, among COVID-19 patients. 
Methods: This study was a retrospective analysis of COVID-19 patient data made available online by the Wolfram 
Data Repository through May 27, 2020. We applied a widely used rule-based machine learning technique called 
association rule mining to identify frequent symptoms and define patterns in the rules discovered. 
Result: In total, 1,560 patients with COVID-19 were included in the study, with a median age of 52 years. The 
most frequently occurring symptom was fever (67%), followed by cough (37%), malaise/body soreness (11%), 
pneumonia (11%), and sore throat (8%). Myocardial infarction, heart failure, and renal disease were present in 
less than 1% of patients. The top ten significant symptom rules (out of 71 generated) showed cough, septic shock, 
and respiratory distress syndrome as frequent consequents. If a patient had a breathing problem and sputum 
production, then, there was higher confidence of that patient having a cough; if cardiac disease, renal disease, or 
pneumonia was present, then there was a higher confidence of septic shock or respiratory distress syndrome. 
Symptom rules differed between younger and older patients and between male and female patients. Patients who 
had chronic conditions or died of COVID-19 had more severe symptom rules than those patients who did not 
have chronic conditions or survived of COVID-19. Concerning chronic condition rules among 147 patients, if a 
patient had diabetes, prerenal azotemia, and coronary bypass surgery, there was a certainty of hypertension. 
Conclusion: The most frequently reported symptoms in patients with COVID-19 were fever, cough, pneumonia, 
and sore throat; while 1% had severe symptoms, such as septic shock, respiratory distress syndrome, and res-
piratory failure. Symptom rules differed by age and sex. Patients with chronic disease and patients who died of 
COVID-19 had severe symptom rules more specifically, cardiovascular-related symptoms accompanied by 
pneumonia, fever, and cough as consequents.   

1. Introduction 

The corona-virus disease 2019 (COVID-19) pandemic is a public 
health crisis [1]. As of December 20, 2020, a total of 76,710,234 cases 

and 1,693,700 deaths had been recorded globally [2]. Some European 
nations have managed to “flatten” the curve; other countries, like the 
USA, Brazil, India, and Russia are still struggling [2]. In the meantime, 
the UK, Germany, Spain, Poland, and Japan are experiencing a second 
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wave. Scientists all over the world are working hard and competing to 
develop potential therapeutics and vaccines. The RECOVERY trial’s 
preliminary results showed benefits of steroids in hospitalized patients 
with COVID-19 under respiratory support [3]. According to the World 
Health Organization’s SOLIDARITY trial, initial drugs proposed early in 
the pandemic such as hydroxychloroquine, and lopinavir/ritonavir, did 
not reduce mortality in hospitalized patients; therefore, they were 
dropped from the trial [4]. At the same time, remdesivir showed 
promising efficacy [5], even though these trials were methodologically 
inferior and were designed before scientists understood the disease 
progression well [6]. As of December 2020, three therapeutics have been 
approved for the treatment of COVID-19 [7]. These include remdesivir 
in the USA, Japan, and Australia; dexamethasone in the UK and Japan; 
and favilavir in China, Italy, and Russia. However, there is still a limited 
understanding of these drugs’ efficacy in patients with perceived con-
traindications, including uncontrolled diabetes, delirium, underlying 
malignancy, immunosuppression, or conditions in which steroids might 
have harmful effects [8,9]. 

Similarly, much progress has been made in the development of 
vaccines. Scientists are testing 63 vaccines in human in clinical trials, 
and 18 have reached the final stages [10]. Two of the vaccines, 
BNT162b2 by Pfizer and BioNTech and mRNA-1273 by Moderna, 
demonstrated 95% efficacy, therefore, they were provided emergency 
authorization for use in the USA, Canada, and many other countries 
[10]. According to data collected by Bloomberg, as of December 19, 
2020, the first doses of COVID-19 shots had been given to more than 1.6 
million people in four countries (the USA, the UK, China, and Russia) 
[11]. However, the safety profile of these vaccines in some specific 
subgroups, such as elderly and people with chronic comorbidities, is still 
unanswered. Furthermore, it is not clear whether the companies pro-
ducing these vaccines would supply them as demanded, or when the 
world population would be vaccinated and protected against COVID-19. 
According to a report from the Center for Infectious Disease Research 
and Policy, at least 60%–70% of the human population must be immune 
for the COVID-19 pandemic to end [12]. Hence, they argue that the 
pandemic will remain for at least another 18–24 months, with hot spots 
popping up periodically in diverse geographic areas, while assuming at 
least some level of ongoing mitigating measures [12]. From this, we can 
easily speculate the importance of implementing appropriate public 
health measures, such as screening people with compatible symptoms 
and determining candidates for testing, quarantine, and hospital care. 
These measures are critical in the containment and symptomatic man-
agement of COVID-19. A wide variety of symptoms, ranging from those 
of a mild common cold to severe systemic complications, have been 
reported for COVID-19 [13]. Understanding these symptom patterns 
helps clinicians and healthcare workers in their clinical decision-making 
to provide effective supportive and therapeutic care. 

With an unprecedented rise in global COVID-19 cases, many studies 
have emerged defining associated clinical disease characteristics, 
comorbidities, and epidemiological determinants [14,15]. However, 
modeling studies regarding COVID-19 that address associations between 
various disease determinants are scarce. Modern computing ability has 
made structured data extraction and mining possible, providing us with 
the ability to perform multiple data-related activities, such as sequential 
data classification, clustering, summarizing, and similarity analysis, 
which can be utilized to establish an association between different 
clinical parameters to predict likely outcomes [16]. The outbreak of 
COVID-19 is a significant challenge for clinicians and public health 
professionals. In this study, we have used data mining techniques to 
extract patterns of COVID-19 symptoms. These symptom pattern mining 
methods can act as complementary techniques to help us better under-
stand the disease pattern in clinical settings. 

Artificial Intelligence (AI) has huge potential in medicine. Com-
panies like Alibaba developed AI solutions to help China fight against 
COVID-19 and predict the peak, size, and duration of the outbreak, and 
it was claimed to have high implementation accuracy in real-world tests 

in various regions of China [17]. Different types of respiratory disease 
can be resolved using machine learning based CT image analysis, which 
can effectively diagnose patients with COVID-19 [18]. It is believed that 
the development of COVID-19 vaccines may also be accelerated by 
analyzing genome sequences and molecular docking, and deploying 
various machine learning, and artificial intelligence techniques [19,20]. 

Motivation: Although some computational research related to 
COVID-19 has been done, most approaches have focussed on complex 
methods (e.g., deep neural networks) for predictions [21,22]. Simple yet 
explainable techniques are undervalued. The simple association rules 
will find every pattern in a given data set, which is useful for clinical 
data analysis. It further offers clinicians the option to quickly and 
automatically conduct well-informed diagnoses, extract invaluable in-
formation, and develop essential knowledge bases. This study discover 
symptom patterns in COVID-19 patients and explores symptom patterns 
disaggregated by age, sex, chronic condition, and mortality. 

Contribution: The main contribution of this work is summarized 
below:  

• We address the problem of automatically identifying new and useful 
symptom patterns in COVID-19 data using Apriori rule-based data 
mining algorithm. 

• We demonstrated the statistically significant rules in different sub-
groups of patients, namely age, sex, chronic condition, and mortality.  

• To the best of our knowledge, this is the first study to apply simple 
yet powerful rule mining algorithms to mine the frequent symptoms 
for COVID-19 patients. We believe these rules aid clinicians in de-
cision making. 

The rest of this article is organized as follows. In the next section 2, 
we provided a brief literature review on various related works. We 
described our methodology and data sets in section 3. In section 4, we 
demonstrated the experimental results that validate our approach’s 
effectiveness. Finally, we discussed the study findings and limitations in 
section 5 and derived conclusions and potential future works of the 
study in section 6. 

2. Related work 

In recent days, machine learning techniques have been widely used 
in biomedical studies for prediction and knowledge discovery [23,24]. 
There are several applications of machine learning in biomedicine, such 
as genomic analysis [25–27], disease-gene analysis [28–31], mortality 
prediction [32], personalized medicine [33,34], drug discovery 
[35–38], prediction of adverse drug events [39–42], patient similarity 
[43,44], and explainable artificial intelligence methods in medicine 
[45–48]. One area for machine learning approaches in medicine is the 
association rule mining (ARM). 

ARM was first proposed by R. Agrawal [49–51]. Initially, it was 
applied for sales data, where the task was to identify all the rules that 
would predict an item’s occurrence (or items) based on the occurrence 
of other items from a given “set of transactions”. The primitive idea of 
ARM is a brute-force approach. In this approach, all the possible rules 
are listed first, and those rules that do not satisfy the given condition1 

are pruned. However, this approach is computationally prohibitive due 
to the huge number of possible combinations. To reduce the number of 
candidates, R. Agrawal [51] proposed a method called Apriori. The 
Apriori method has two major shortcomings. First, it generate large 
number of candidate item sets while generating frequent item sets in a 
more bigger data set. Second it needs multiple scans of the database, 
which leads to higher computational costs. To overcome these limita-
tions, Han et al. [52] proposed the Frequent Pattern Growth (FP growth) 

1 two thresholds values, minimum support, and minimum confidence, are 
used. 
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method. The FP growth method constructs a tree, representing the data 
set that maintains the association between the item sets. The FP growth 
has its own disadvantages. Constructing an FP tree is difficult compared 
to Apriori, and if the database is too large, the algorithm may not fit into 
shared memory. Apriori and FP growth both use a horizontal data 
format. Similarly, Zaki et al. [53] proposed the equivalence class clus-
tering and bottom-up lattice transversal algorithm (Eclat) for ARM, 
which transforms the horizontal data format into a vertical one. The 
advantage of Eclat over Apriori is that it takes less database scanning. 
However, this approach’s main drawback is that it consumes enormous 
memory when there are many transactions in the data set. A qualitative 
comparison between these state of the-art methods is shown in Table 1. 

ARM is an active research field in the data mining community 
[54–56]. Recently, different incremental algorithms have been proposed 
for mining association rules to extract discovered patterns [57,58]. In 
the past, ARM was used to solve various problems in healthcare. Usually, 
there are many hidden relationships between the attributes (symptoms 
and diseases). Discovering these relationships help researcher to better 
understand a disease and its biomarkers. Some studies [59–61] have 
identified risk factors of heart diseases. Vladimir et al. [62] identified 
early childhood caries using ARM. Borah and Nath [63] came up with 
the concept of dynamic rare association rule mining for mining different 
risk factors of cardiovascular disease, hepatitis, and breast cancer. 
Sharma et al. [64] applied ARM for mitigating the increasing obesity 
problem, which is primarily caused by lack of physical exercise. Noguchi 
et al. [65,66] used ARM to find adverse events caused by drug-drug 
interactions. Ramasamy and Nirmala [67] applied ARM with an addi-
tional keyword-based clustering technique to predict disease. Kamalesh 
et al. [68] predicted the risk of diabetes mellitus using ARM. Pokharel 
et al. [69] used sequential pattern mining with gap constraint to find 
similarities between patients, including mortality prediction and iden-
tification of sepsis patients. 

In the context of symptom mining using ARM, the study by Nahar 
et al. [59] demonstrated factors contributing to heart disease for male 
and female cohorts. Similarly, Borah et al. [63] identified symptoms and 
risk factors for three adverse diseases (cardiovascular disease, hepatitis, 
and breast cancer) using ARM. Lau et al. [70] developed 
constraint-based ARM across subgroups to help clinicians find useful 
patterns in patients with dyspepsia. Yeleswarapu et al. [71] applied 
ARM to extract drug symptom pairs for concept/relation extraction. This 
work further supports that ARM is a powerful method of capturing pa-
tient symptoms to discover new pattern in medical databases. 

Previous COVID-19-related studies have focused on predicting 
numbers of cases [72–74], and classifying COVID-19 patients from 
real-world x-ray data sets using complex deep neural network methods 
[75,76]. However, these methods focus on examining symptom patterns 
of COVID-19. Thus, in the current paper, we focus on simple pattern 
mining techniques known as ARM to provide a descriptive approach for 
extraction of symptom rules. No previous studies have focused on 
analyzing COVID-19 using ARM. In the present study, we aimed to 
discover the hidden relationships between symptom patterns of 
COVID-19 patients using ARM, which can aid in clinical decision making 
for the management of patients with COVID-19. 

3. Methods 

3.1. Study design and population 

This study is a retrospective study of data from COVID-19 patients. 
Data were extracted on June 2, 2020 from the online platform of the 
Wolfram Data Repository (2020) [77]. The last date of data included 
was May 27, 2020. 

3.2. Data management and analysis 

Following the extraction of anonymized COVID-19 patients data 

from the online platform [77], we exported and cleaned data in R2 

version 3.4, a data management and analysis software. The primary 
purpose of the study was symptom mining; therefore, we created a data 
set for patients with symptom information and excluded all missing 
values. The data set had 24 variables; however, we extracted only age, 
sex, symptoms, chronic conditions, and mortality information. We 
categorized related symptoms with similar meanings for consistency 
(see Supplementary Table 1). For a composite, yet clinically recognized 
symptom pattern, the data assigns the specific disease associated with 
these symptoms within the symptom variable. For example, ‘pneu-
monia’ has been used within symptoms variables for patients with 
congregations of recognized clinical symptoms consistent with chest 
infection. A cleaned “symptom data” was then converted to a “trans-
action” format and analyzed using the Apriori algorithm, available as 
“arules"3 package in R. The data management is presented in Fig. 1. 

3.3. Association rule mining (ARM) 

ARM discovers the pattern of frequent items or events in the data set, 
including the association between items or events. The pattern exposes 
the combination of the items or events that occur at the same time. In 
medicine, it is helpful to know how one disease is associated with others, 
for instance, diabetes and hypertension. In the context of medicine, an 
association rule between symptom (or disease) is expressed in the form 
X→Y, where X and Y are a disjoint set of symptom (or disease), i.e., X ∩

Y = φ. In other words, X is called the antecedent of the rule, and Y is 
called the consequent. Also, known as "if→then", “if” represents ante-
cedent, and “then” represents consequent. Generally, the effectiveness 
of discovered rules is measured in terms of i) Support, ii) Confidence and 
iii) Lift. Formally, support can be defined as; Support(X →Y) =
Patients having both X and Y

Total number of patients . So, support determines the frequency (i.e., gener-
ality) of a rule to a given data set. Confidence can be defined as; 
Confidence(X →Y) =

Patients having both X and Y
Patients having X . Here, confidence determines 

how frequently symptom (or disease) Y appear in those who have X. Lift 
can be defined as; Lift(X →Y) =

(Patients having both X and Y)/(Patients having X)
(Fraction of patients having Y) , 

where fraction of patient having Y is number of patient having Y divided 
by total number of patients. Lift suggests how often symptom Y appear 
when symptom X appear while controlling the likely occurrence of 
symptoms Y. Value of lift determines the correlation between X and Y; 
independent (= 1), positive related (> 1), negative related (< 1). The 
drawback of the “Confidence” measures is that it might misrepresent the 
importance of an association. For example, in an association X⇒Y, 
Confidence score only accounts for how important item X is, but not Y. If 
Y is also essential in general, there would be a higher chance that a 
pattern containing X would contain Y, thus inflating the confidence 
measure. The metric lift solves this problem by measuring the strength of 
association between X and Y. 

Fig. 2 shows data in transaction format including how ARM calcu-
lated these measures and generated rules. In this figure, we have eight 
patients, and the application of the rule mining algorithm gave us three 
rules where the antecedent (X) = [stroke] and consequent (Y) = [hy-
pertension] in the rule1, with support score of 0.5, confidence 0.80 and 
lift 1.28. Support 0.5 tells that out of eight patients, four patients have 
“stroke and hypertension”. Confidence 0.80 means 80% of the patients 
with stroke had hypertension. Similarly, lift 1.28 tells that “stroke” and 
“hypertension” are positively co-related. 

In our study, we considered each patient as a single transaction. We 
first applied ARM to symptom data and discovered symptom rules. We 
then filtered the redundant rules and identified significant rules with the 
application of the “fisher exact” test for pattern discovery [78]. The 

2 https://www.r-project.org/.  
3 https://cran.r-project.org/web/packages/arules/. 
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redundant rule is defined as follows: A rule X⇒Y is redundant if ∃X′⊂ 
X conf(X′⇒Y) ≥ conf(X⇒Y), where conf is the confidence score [79]. 
The same approach has been used by R packages4 for filtering the 
redundant rules. The following formulation can be interpreted as:  

• Rule 1: X⇒Y with confidence c1.  
• Rule 2: X′ ⇒Y with confidence c2 where X′ is a subset of X. 

Rule 1 is considered to be redundant if Rule 2 has a higher confidence 
than Rule 1 i.e c1 > c2 (where X′ is a subset of X). In other words, if there 
exists a rule where a subset of the left hand side (LHS) can provide the 
right hand side (RHS) with more confidence then prior rule is said to be 
redundant. For the statistical test, we employed Fisher’s exact test with 
correction for multiple comparisons to test null hypothesis that the LHS 
and the RHS of the rules are independent. Following this method we 
crafted all rules presented in Tables 2–6. 

Likewise, we added the variable sex in symptom data and followed a 
similar approach to discover symptom rules between male and female 
patients. Simultaneously, we added data on age categories (<20 years/ 
20–45 years/45–65 years/>65 years), chronic disease (yes/no), and 
death (survived/died) independently and we discovered symptom rules 
between categories. 

The ARM algorithm containing symptom transactions aims to 
construct frequent item sets, having at least a user-specified threshold. 
Thus, we followed the same approach as Nahar et al. [59] by setting a 
“confidence” threshold of 0.9, or 90%. This was because the “confi-
dence” metric is used to rank the rules [50,80]. We set up a threshold 
value of minimum support above 0.001 and “lift” greater than 1 for 
positively correlated rules. Herein, we report only the top 10 rules with 
the highest support scores. 

To capture rare or infrequent items, we chose low support and high 
confidence measures. We borrowed this idea from the study by 
McCormick et al. [81] for mining medical symptoms. When a symptom 
that rarely occurs is strongly linked with another rare symptom, it is 
essential to not exclude the rules characterizing these symptoms. Such 
rules provide valuable insight to clinicians for a novel disease like 
COVID-19. In other domains, such as business, the threshold with low 
support and high confidence will produce few rules which may not be 
interesting for customer analytics. We agree that constraining low sup-
port and high confidence gathers very few rules, but the results can be of 
great interest to clinicians, as they could explain lesser known phe-
nomena [82]. It is often true in medical diagnosis where many symptom 
combinations will only manifest in a small number of patient cases. 
Hence, such an approach for mining the corresponding patterns and 
rules will support a more focused analysis of symptom discovery. 

4. Results 

Information was extracted for a total of 3,44,372 patients, of which 
1783 had reported symptoms. We then analyzed data from 1560 pa-
tients after removing those with “missing” and “not available” values 
(Fig. 1). The median age was 52 years (SD ± 31.5 years; IQR 66 years), 
57% of the patients were male. Of the total, 9% (147) had chronic 
conditions, and 8% (125) died due to COVID-19. 

Fever (67%) was the most common symptom, followed by cough 
(37%), malaise/body soreness (11%), pneumonia (11%), and sore throat 
(8%). Headache, sputum production, nausea, diarrhoea, respiratory 
distress syndrome, and septic shock were each reported in 1–5% pa-
tients. Symptoms such as myocardial infarction, heart failure, and renal 
disease were reported in less < 1% (Fig. 3a). The frequency of chronic 
hypertension was 5%, diabetes 4%, and kidney and coronary heart 
disease 1% (Fig. 3b). 

4.1. Symptom rules 

We discovered 71 significant rules for the data that included 
symptom-only information and excluded other variables in the data set. 
The top 10 symptom rules by highest support scores are presented in 
Table 2. Among the top 10 rules, cough was the most common 

Table 1 
Qualitative comparison between different association rule mining algorithms.*tid: transaction ID.  

Particular Apriori FP Growth Eclat 

Data format Horizontal Horizontal Vertical 
Search strategy Breath first search Depth first search Breath first search 
Memory Candidates are saved in memory A compact version of database is saved Transaction sets are saved in memory 
Scan database Multiple times Only two times Only one time 
Pros It is very simple and straightforward to implement  – Only needs two times database scan  

– Use advantages of tree structure  
– Only needs one time database scan  
– Fast support for counting 

Cons Computationally expensive as:  
– Need to generate large number of candidate sets  
– Need multiple times database scan  

– FP tree may not fit in main memory  
– FP tree construction is cumbersome  

– Intermediate *tid-lists may become too large to fit in memory  
– It needs more time for intersection when tid list is large  

Fig. 1. Data extraction and management.  

4 https://www.rdocumentation.org/packages/arules/versions/1.6-6/topics/i 
s.redundant. 
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consequent (4), followed by septic shock (2), respiratory distress syn-
drome (2), and pneumonia and nausea (1 each). If a patient had a 
breathing problem and sputum production, there was a 100% confi-
dence that he or she had a cough. Similarly, patients with respiratory 
failure and septic shock had pneumonia as a consequent. 

For a demonstration purpose, the rules are visualized in Fig. 4. Let’s 
take the example of rule number ten represented by R10 in a green node. 
There are three symptom nodes “diarrhoea”, “anorexia” and “nausea” 
represented by pink nodes. These three nodes forms a rule where the 
antecedent is “diarrhoea”, “anorexia” and the consequent is “nausea”. 
Both the nodes in the antecedent have outgoing links, which are of pink 
color pointed toward the R10 nodes. Similarly there is a outgoing link in 
R10, which is in green color pointing toward the consequent “nausea” 
node. 

In patients with chronic conditions only (n = 147), the algorithm 
discovered two significant rules. If a patient had diabetes, prerenal 
azotemia, and coronary bypass surgery (antecedent), then this patient 
had a higher confidence of presenting hypertension (consequent) 
(Table 2). 

When patients were disaggregated by age, 12 significant rules were 
discovered for those <20 years of age, 20 for 20–45 years, 8 for 45–65 
years, and 16 for >=65 years. The topmost rule for patients <20 years of 
age was [conjunctivitis, rhinorrhea]; for 20–45 years, [dry mouth, sore 
throat]; for 45–65 years, [nausea, weakness]; and for >=65 years, 
[anorexia, fever] (Table 3). In patients >45 years, heart related- 
symptoms(e.g., heart failure, cardiac arrhythmia, myocardial infarc-
tion), and respiratory problems (e.g.,pneumonia, sore throat) comprised 
most of the rules. 

ARM generated 33 rules for males and 36 for females (Table 4). A 
difference in symptom rules was observed between the sexes. The top 
rules in males were [malaise/body soreness, weakness], [cough, diar-
rhoea] and [fever, malaise/body soreness, pneumonia ] while; those in 
females were [cough, rhinorrhea, sore throat], [pneumonia, rhinor-
rhea], and [fever, sore throat, weakness]. 

Eleven rules were generated for patients with chronic conditions and 

49 rules were generated for patients without chronic conditions. The 
symptoms were mild for those without chronic conditions- [headache, 
malaise/body soreness], [sore throat, weakness], and [headache, rhi-
norhea]. The symptom were more serious for those with chronic con-
ditions- [cardiac arrhythmia, septic shock], [respiratory failure, septic 
shock], and [hypertension, renal disease ] (Table 5). 

Similarly, 76 symptom rules were identified for patients who sur-
vived COVID-19, and 7 were identified for those who died Table 6. The 
symptom rules among patients who died were more severe and 
complicated than in those who survived. The most common rules 
discovered in patients who died of COVID-19 were [cardiac arrhythmia, 
septic shock], [cardiac arrhythmia, respiratory distress syndrome], and 
[myocardial infarction, respiratory failure]. 

4.2. Run-time comparison of the rule mining algorithms 

We performed a run time comparison of the state of the art rule- 
based algorithms in our whole COVID-19 symptom data sets. We pro-
vided the same parameters for support and confidence for Apriori, FP 
growth, and Eclat for a fair evaluation. Fig. 5 shows the computational 
time for the rule extraction task. From the experiment, we observed that 
the simple Apriori algorithm completed more quickly than the other 
algorithms. However, the difference was marginal. As the data set was 
very small, this might be one reason we did not see a high computational 
time advantage of the FP growth method, which is claimed to be scalable 
for large transaction data sets. 

5. Discussion 

We discovered symptom rules for COVID-19 patients using ARM 
techniques. This commonly used data mining application determines the 
patterns of items or events [83,84]. We performed this analysis to 
determine whether differences occurred in symptom rules of COVID-19 
according to age group, sex, presence of chronic disease, and mortality 
status. Our study reported a relatively higher proportion of fever, cough, 

Fig. 2. Example of data in transaction format, measures and rules.  
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pneumonia, malaise/body soreness, and sore throat in COVID-19 pa-
tients, as indicated in a recent systematic review including 148 studies 
[85]. Overall, our study demonstrated a significant difference in the 
presenting symptoms between younger and older adults, males and fe-
males, patients with and without chronic conditions, and those who 
survived and died due to COVID-19. 

Most of the top ten symptom rules consisted of mild symptoms such 
as breathing problems, sputum production, weakness, conjunctivitis, 
rhinorrhea, anorexia, and diarrhoea. Except for the last two symptoms, 
the consequent was cough. It has been argued that cough alone is not a 
reliable symptom in COVID-19 patients [86]. However, our study 
demonstrated cough as a top consequent for patients presenting with 
fever and heart failure, indicating that cough should not be neglected as 
a mild symptom. Severe symptoms equally appeared in the top ten rules: 
the most important rule was cardiac arrhythmia and renal disease; pa-
tients were more likely to develop septic shock if these two symptoms 
occurred. The other rule was pneumonia and renal disease, for which 
respiratory distress syndrome was an associated consequent. Rules 
including severe symptoms were much stronger than those including 
mild ones, and these symptoms were linked to chronic conditions and 
the survival of patients, indicating the critical importance of symptom 
identification and management of COVID-19 cases. As per our under-
standing, this is the first study conducted to date to define symptom 
rules in COVID-19 patients using machine learning (ARM) techniques, 
which limits us from comparing our findings with those from other 
studies. However, some exploratory and review studies have reported 
similar symptoms among COVID-19 patients, as detailed in our study 
[87–89]. 

Table 2 
Top 10 significant rules for symptom and top 2 for chronic condition.  

Symptoms (N = 1560) 

Rules Antecedents Consequents Support Confidence Lift 

Rule 
1 

{Breathing 
problem, 
Sputum} 

{Cough} 0.004 1.0 2.7 

Rule 
2 

{Respiratory 
failure, Septic 
shock} 

{Pneumonia} 0.002 1.0 8.7 

Rule 
3 

{Sputum, 
Weakness} 

{Cough} 0.002 1.0 2.7 

Rule 
4 

{Conjuctivites, 
Rhinorhea} 

{Cough} 0.001 1.0 2.7 

Rule 
5 

{Cardiac 
arrythmia,Renal 
disease} 

{SepticShock} 0.001 1.0 70.9 

Rule 
6 

{Cardiac 
arrythmia, Renal 
disease} 

{Respiratory 
distress 
syndrome} 

0.001 1.0 37.1 

Rule 
7 

{Fever, Heart 
failure} 

{Cough} 0.001 1.0 2.7 

Rule 
8 

{Pneumonia, 
Renal disease} 

{SepticShock} 0.001 1.0 70.9 

Rule 
9 

{Pneumonia, 
Renal disease} 

{Respiratory 
Distress 
Syndrome} 

0.001 1.0 37.1 

Rule 
10 

{Anorexia, 
Diarrhoea} 

{Nausea} 0.001 1.0 48.8 

Chronic Conditions (N ¼ 147) 
Rule 

1 
{Diabetes, 
Prerenal 
azotemia} 

{Hypertension} 0.001 1.0 19.3 

Rule 
2 

{Cornary bypass 
surgery, 
Diabetes} 

{Hypertension} 0.001 1.0 19.3 

Note: Green circles (nodes) represent top 10 rules by support, R1 = rule1 and so 
on. Higher the support value, the larger the green nodes. Pink circles (nodes) 
represent symptom. Symptom with pink arrows towards rules (e.g,sputum - >
R1) are antecedents. Symptom with green arrow outwards rules (e.g, cough < - 
R1) are consequents. 

Table 3 
Top 10 significant symptom rules dis-aggregated by age (N = 1560).  

<20 years 

Rules Antecedents Consequents Support Confidence Lift 

Rule 
1 

{Conjuctivites, 
Rhinorhea} 

{<20 years} 0.001 1.0 10.3 

Rule 
2 

{Dry mouth, 
Headache} 

{<20 years} 0.001 1.0 10.3 

Rule 
3 

{Headache, Sputum} {<20 years} 0.001 1.0 10.3 

Rule 
4 

{Cough, Rhinorhea, 
Weakness} 

{<20 years} 0.001 1.0 10.3 

Rule 
5 

{Malaise/body 
soreness, Sore throat, 
Weakness} 

{<20 years} 0.001 1.0 10.3 

Rule 
6 

{Cough, Sore throat, 
Weakness} 

{<20 years} 0.001 1.0 10.3 

Rule 
7 

{Fever, Headache, 
Rhinorhea, Weakness} 

{<20 years} 0.001 1.0 10.3 

Rule 
8 

{Cough, Headache, 
Rhinorhea, Sore 
throat} 

{<20 years} 0.001 1.0 10.3 

Rule 
9 

{Fever, Headache, 
Rhinorhea, Sore 
throat} 

{<20 years} 0.001 1.0 10.3 

Rule 
10 

{Fever, Headache, 
Sore throat, 
Weakness} 

{<20 years} 0.001 1.0 10.3 

20–45 years 
Rule 

1 
{Dry mouth, Sore 
throat} 

{20–45 
years} 

0.004 1.0 3.3 

Rule 
2 

{Diarrhoea, Fever, 
Rhinorhea} 

{20–45 
years} 

0.003 1.0 3.3 

Rule 
3 

{Dry mouth, Fever} {20–45 
years} 

0.003 1.0 3.3 

Rule 
4 

{Diarrhoea, Sore 
throat} 

{20–45 
years} 

0.003 1.0 3.3 

Rule 
5 

{Fever, Pneumonia, 
Sore throat} 

{20–45 
years} 

0.003 1.0 3.3 

Rule 
6 

{Cough, Malaise/body 
soreness, Sputum} 

{20–45 
years} 

0.002 1.0 3.3 

Rule 
7 

{Hypertension, Renal 
disease } 

{20–45 
years} 

0.001 1.0 3.3 

Rule 
8 

{Nausea, Non 
respiratory 
symptoms} 

{20–45 
years} 

0.001 1.0 3.3 

Rule 
9 

{Dry mouth, 
Weakness} 

{20–45 
years} 

0.001 1.0 3.3 

Rule 
10 

{Diarrhoea, 
Headache} 

{20–45 
years} 

0.001 1.0 3.3 

45–65 years 
Rule 

1 
{Nausea, Weakness} {45–65 

years} 
0.003 1.0 5.1 

Rule 
2 

{Cough, Heart failure} {45–65 
years} 

0.001 1.0 5.1 

Rule 
3 

{Fever, Heart failure} {45–65 
years} 

0.001 1.0 5.1 

Rule 
4 

{Cough, Myocardial 
infraction} 

{45–65 
years} 

0.001 1.0 5.1 

Rule 
5 

{Fever, Myocardial 
infraction} 

{45–65 
years} 

0.001 1.0 5.1 

Rule 
6 

{Dry mouth, 
Pneumonia} 

{45–65 
years} 

0.001 1.0 5.1 

Rule 
7 

{Cough, Sore throat, 
Sputum} 

{45–65 
years} 

0.001 1.0 5.1 

Rule 
8 

{Breathing problem, 
Cough, Weakness} 

{45–65 
years} 

0.001 1.0 5.1 

>65 years 
Rule 

1 
{Anorexia, Fever} {>65 years} 0.004 1.0 2.5 

Rule 
2 

{Diarrhoea, Fever, 
Nausea} 

{>65 years} 0.004 1.0 2.5 

Rule 
3 

{Cardiac arrythmia, 
Pneumonia} 

{>65 years} 0.003 1.0 2.5 

Rule 
4 

{Anorexia, Cough} {>65 years} 0.003 1.0 2.5 

{>65 years} 0.003 1.0 2.5 

(continued on next page) 
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Patient age significantly determine the clinical feature and prognosis 
of the disease. In our study, the age-wise distribution of symptom pat-
terns showed similar rules for patients below the age of 45, with the 
exception of hypertension and renal disease in the 20–45 year age group. 
It is difficult to differentiate why hypertension and renal disease make 
up an essential rule in these age groups; however, universally above 90% 
of the patients with renal disease have hypertension [90]. The other 

common symptoms in the rules were fever, cough, dry mouth, headache, 
sore throat, body soreness, sputum production, and rhinorrhea, which 
are consistent with the symptoms reported by Liu et al. in young and 
middle-aged hospitalized COVID-19 patients [91]. In patients between 
the ages of 45–65 years, symptom rules mostly comprised of cardiac 
symptoms, such as heart failure,and myocardial infarction, accompa-
nied by fever, and cough. This could be attributed to the clinical 
co-morbidities in these subgroups of patients compared to younger pa-
tients. In contrast, in patients above 65 years of age, the symptom pat-
terns were more often breathing problems followed by pneumonia and 
other mild symptoms (cough, fever, anorexia, diarrhoea, and nausea). 
Breathing difficulties and pneumonia are frequently reported clinical 
presentation with longer disease courses in COVID-19 patients over 60 
years older [91–93]. Upon comparison with symptoms presented in the 
literature, overall, our study showed similar findings; most of the 
younger adults have ear, nose, and throat-related symptoms, while older 

Table 3 (continued ) 

<20 years 

Rules Antecedents Consequents Support Confidence Lift 

Rule 
5 

{Breathing problem, 
Rhinorhea} 

Rule 
6 

{Breathing problem, 
Sore throat} 

{>65 years} 0.003 1.0 2.5 

Rule 
7 

{Anorexia, Diarrhoea} {>65 years} 0.001 1.0 2.5 

Rule 
8 

{Anorexia, Breathing 
problem} 

{>65 years} 0.001 1.0 2.5 

Rule 
9 

{Anorexia, Malaise/ 
body soreness} 

{>65 years} 0.001 1.0 2.5 

Rule 
10 

{Breathing problem, 
Nausea} 

{>65 years} 0.001 1.0 2.5  

Table 4 
Top 10 significant symptom rules dis-aggregated by sex.  

Males 

Rules Antecedents Consequents Support Confidence Lift 

Rule 
1 

{Malaise/body 
soreness, Weakness} 

{Male} 0.008 0.9 1.6 

Rule 
2 

{Cough, Diarrhoea} {Male} 0.005 1.0 1.8 

Rule 
3 

{Fever, Malaise/body 
soreness, Pneumonia} 

{Male} 0.005 1.0 1.8 

Rule 
4 

{Cough, Fever, 
Headache, Malaise/ 
body soreness} 

{Male} 0.004 1.0 1.8 

Rule 
5 

{Anorexia, Fever} {Male} 0.004 1.0 1.8 

Rule 
6 

{Breathing problem, 
Malaise/body soreness} 

{Male} 0.004 1.0 1.8 

Rule 
7 

{Fever, Headache, 
Malaise/body soreness, 
Sore throat} 

{Male} 0.004 1.0 1.8 

Rule 
8 

{Heart failure, 
Pneumonia} 

{Male} 0.003 1.0 1.8 

Rule 
9 

{Headache, Malaise/ 
body soreness, 
Weakness} 

{Male} 0.003 1.0 1.8 

Rule 
10 

{Anorexia, Cough} {Male} 0.003 1.0 1.8 

Females 
Rule 

1 
{Cough, Rhinorhea, 
Sore throat} 

{Female} 0.006 0.9 2.1 

Rule 
2 

{Pneumonia, 
Rhinorhea} 

{Female} 0.004 1.0 2.4 

Rule 
3 

{Fever, Sore throat, 
Weakness} 

{Female} 0.004 1.0 2.4 

Rule 
4 

{Cough, Fever, 
Rhinorhea, Sore throat} 

{Female} 0.004 1.0 2.4 

Rule 
5 

{Fever, Pneumonia, 
Weakness} 

{Female} 0.003 1.0 2.4 

Rule 
6 

{Cough, Dry mouth} {Female} 0.003 1.0 2.4 

Rule 
7 

{Diarrhoea, Sore 
throat} 

{Female} 0.003 1.0 2.4 

Rule 
8 

{Breathing problem, 
Rhinorhea} 

{Female} 0.003 1.0 2.4 

Rule 
9 

{Fever, Rhinorhea, 
Weakness} 

{Female} 0.003 1.0 2.4 

Rule 
10 

{Cough, Malaise/body 
soreness, Sputum} 

{Female} 0.002 1.0 2.4  

Table 5 
Top 10 significant symptom rules dis-aggregated by presence of chronic condi-
tion (N = 1560).  

With chronic conditions 

Rules Antecedents Consequents Support Confidence Lift 

Rule 
1 

{Cardiac arrythmia, 
Septic shock} 

{ With chronic 
disease } 

0.002 1.0 10.6 

Rule 
2 

{Respiratory 
failure, Septic 
shock} 

{ With chronic 
disease } 

0.002 1.0 10.6 

Rule 
3 

{Hypertension, 
Renal disease} 

{ With chronic 
disease } 

0.001 1.0 10.6 

Rule 
4 

{Cardiac arrythmia, 
Renal disease } 

{ With chronic 
disease } 

0.001 1.0 10.6 

Rule 
5 

{Cough, Heart 
failure} 

{ With chronic 
disease } 

0.001 1.0 10.6 

Rule 
6 

{Fever, Heart 
failure} 

{ With chronic 
disease } 

0.001 1.0 10.6 

Rule 
7 

{Pneumonia, Renal 
disease } 

{ With chronic 
disease } 

0.001 1.0 10.6 

Rule 
8 

{Cough, Myocardial 
infraction} 

{ With chronic 
disease } 

0.001 1.0 10.6 

Rule 
9 

{Fever, Myocardial 
infraction} 

{ With chronic 
disease } 

0.001 1.0 10.6 

Rule 
10 

{Headache, 
Sputum} 

{ With chronic 
disease } 

0.001 1.0 10.6 

Without chronic conditions 
Rule 

1 
{Headache, 
Malaise/body 
soreness} 

{Without 
chronic 
disease} 

0.021 1.0 1.1 

Rule 
2 

{Sore throat, 
Weakness} 

{Without 
chronic 
disease} 

0.009 1.0 1.1 

Rule 
3 

{Headache, 
Rhinorhea} 

{Without 
chronic 
disease} 

0.006 1.0 1.1 

Rule 
4 

{Malaise/body 
soreness, 
Pneumonia} 

{Without 
chronic 
disease} 

0.006 1.0 1.1 

Rule 
5 

{Fever, Headache, 
Sore throat} 

{Without 
chronic 
disease} 

0.006 1.0 1.1 

Rule 
6 

{Cough, Headache, 
Sore throat} 

{Without 
chronic 
disease} 

0.006 1.0 1.1 

Rule 
7 

{Diarrhoea, 
Nausea} 

{Without 
chronic 
disease} 

0.005 1.0 1.1 

Rule 
8 

{Cough, Diarrhoea} {Without 
chronic 
disease} 

0.005 1.0 1.1 

Rule 
9 

{Diarrhoea, 
Rhinorhea} 

{Without 
chronic 
disease} 

0.004 1.0 1.1 

Rule 
10 

{Rhinorhea, 
Weakness} 

{Without 
chronic 
disease} 

0.004 1.0 1.1  
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adults have breathing difficulties, anorexia, diarrhoea, fever, and fatigue 
[93]. 

Sex-wise distribution of COVID-19 showed that males were more 
susceptible to infections than females [94,95]. On a similar note, our 
study showed different symptom rules for males and females, which 
contrasts with results from the study by Liu et al. [96]; which exhibited 
no difference in symptomatology between the sexes. In our research, 
most of the rules discovered for males included malaise/body soreness, 
cough, anorexia, headache, and pneumonia; those for females included 
sore throat and rhinorrhea. Fever was equally presented in both sexes, 
whereas heart failure was reported only in males. This is consistent with 
the general notion that men have increased incidence of cardiovascular 
disease, including viral myocarditis, compared to females, with the 
exception of hypertension [97,98]. 

Chronic disease is a complex phenomenon and an independent risk 
factor of increased severity and death in critical COVID-19 patients [99]. 
Preexisting chronic conditions strongly correlates with the severity of 
disease and admission to intensive care units [96]. In our study, chronic 
hypertension and diabetes were relatively higher, as reported in earlier 
studies [99,100]. If a patient had had diabetes, coronary bypass surgery, 
or prerenal azotemia, the occurrence of hypertension was more likely, 
which implies that patients with chronic hypertension are more sus-
ceptible to severe COVID-19 or the risk of fatal disease outcomes. A 
recent study showed strong association of hypertension with mortality 
of COVID-19 patients [101]. In hospitals, patients with hypertension as 
an underlying health condition were 1.6–3.1 times more likely to die 

from COVID-19 [99,102]. 
Symptoms exhibited by patients with chronic conditions are critical 

to case management. In our study, patients with chronic diseases 
showed more severe symptom rules compared to patients without 
chronic conditions. Importantly, severe symptom rules such as [cardiac 
arrhythmia, septic shock, respiratory failure] and [hypertension, heart 
failure, and renal disease] suggest the requirement of exceptional 
management and treatment, as underlying disease greatly affect patients 
survival [99]. Furthermore, rules also included cough and fever in 
conjunction with heart failure and myocardial infarction, providing 
useful insight into the role of cough and fever in COVID-19 patients with 
chronic diseases that needs careful consideration. 

Similarly, our study identified a difference in the symptom rules 
between patients who survived or died of COVID-19. Among those who 
died, the rules included severe symptoms (cardiac arrhythmia, septic 
shock, respiratory distress syndrome, myocardial infarction, renal dis-
ease, and pneumonia). These symptoms are consistent with those in a 
retrospective study conducted in Wuhan, China, which reported similar 
severe symptoms among patients who did not survive COVID-19 in-
fections [99]. 

ARM is a structured method of discovering frequent patterns in a 
data set and forming noticeable rules among regular patterns. In medi-
cine, applications of ARM can vary. For instance, it can be used to 
discover frequent disease patterns in specific geographic areas [84], 
understand trends in diagnose and diagnostic test requirements in 
emergency departments [103], diagnose hyperlipidemia [104], extract 
patterns of heart disease and the prediction of heart attacks [105] and 
select appropriate medicine for a disease based on a patient’s description 
[106]. ARM specific to COVID-19 has not been previously applied, even 
though studies that use machine learning algorithms to investigate 
radiological findings are available in the literature [107,108]. 

5.1. Limitation 

This study is based on retrospective data available online with 
limited patient level variables, restricting a robust analysis. Similarly, 
some of the composite symptoms are assigned within a disease, making 
it impossible to ascertain the individual symptoms reported within 
them. Furthermore, the online nature of these data did not allow us to 
explain how these data were collected and made available; hence, we 
cannot rule out information collection bias in the study. Furthermore, a 
large chunk of data was missing in the data set, which may have caused 
misrepresentation of the patient’s population. Therefore, we recom-
mend applying ARM to the primary data sets that are available from 
hospitals or primary care settings to produce a more reliable and accu-
rate result. 

There is a caveat for the confidence metric in the ARM technique 
when a negative correlation exists between the two sets, for instance 
¬X⇒Y. In most of the cases, when examining negatively correlated rule, 
lower support and confidence are preferred. The positive symptoms are 
often obvious; however, negative symptoms are subtler and more diffi-
cult to recognize and diagnose [109]. Therefore, it is very pressing that 
researchers. However, in this study, we have not looked into negatively 
correlated rules. Furthermore, rules discovered by algorithms require 
clinical validation and verification. This is an important limitation of our 
study. 

6. Conclusion and future work 

The most frequent symptoms in our study included fever, cough, 
pneumonia, sore throat, and breathing problems. Additionally, respi-
ratory distress syndrome, nausea, septic shock, and respiratory failure 
represented one to five percent of symptoms among COVID-19 patients. 
ARM techniques identified significantly different symptom rules for 
COVID-19 between younger and older patients, male and female pa-
tients, patients with and without chronic conditions, and those who 

Table 6 
Top 10 significant symptom rules dis-aggregated by patients status (survived vs. 
died) (N = 1560).  

Survived 

Rules Antecedents Consequents Support Confidence Lift 

Rule 
1 

{Cough, Fever} {Survived} 0.267 0.9 1.0 

Rule 
2 

{Fever, Malaise/body 
soreness} 

{Survived} 0.082 1.0 1.1 

Rule 
3 

{Cough, Malaise/body 
soreness} 

{Survived} 0.054 1.0 1.1 

Rule 
4 

{Fever, Sore throat} {Survived} 0.052 1.0 1.1 

Rule 
5 

{Fever, Weakness} {Survived} 0.046 0.9 1.0 

Rule 
6 

{Breathing problem, 
Fever} 

{Survived} 0.045 0.9 1.0 

Rule 
7 

{Fever, Rhinorhea} {Survived} 0.037 1.0 1.1 

Rule 
8 

{Cough, Sore throat} {Survived} 0.034 1.0 1.0 

Rule 
9 

{Fever, Headache} {Survived} 0.031 1.0 1.0 

Rule 
10 

{Cough, Rhinorhea} {Survived} 0.029 1.0 1.1 

Died 
Rule 

1 
{Cardiac arrythmia, 
Septic shock} 

{Died} 0.002 1.0 12.5 

Rule 
2 

{Cardiac arrythmia, 
Respiratory distress 
syndrome} 

{Died} 0.002 1.0 12.5 

Rule 
3 

{Myocardial 
infraction, Respiratory 
failure} 

{Died} 0.002 1.0 12.5 

Rule 
4 

{Cardiac arrythmia, 
renal disease} 

{Died} 0.001 1.0 12.5 

Rule 
5 

{Pneumonia, renal 
disease} 

{Died} 0.001 1.0 12.5 

Rule 
6 

{Myocardial 
infraction, Respiratory 
distress syndrome} 

{Died} 0.001 1.0 12.5 

Rule 
7 

{Breathing problem, 
Respiratory distress 
syndrome} 

{Died} 0.001 1.0 12.5  
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Fig. 3. Relative frequency of symptom and chronic disease in COVID-19 patients.  

Fig. 4. Graphical presentation of symptom rules.  
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survived COVID-19 and those who died. The top 10 symptom rules 
showed that if a patient had breathing problems and sputum production, 
there was high confidence that they would present a cough. Likewise, 
septic shock and respiratory distress syndrome were consequents for 
COVID-19 patients presenting with cardiac arrhythmia, renal disease, 
and pneumonia. Patients with chronic conditions and patients who died 
of COVID-19 showed more severe symptom rules, such as cardiac 
arrhythmia, hypertension, respiratory failure, septic shock, heart fail-
ure, myocardial infarction, and pneumonia, accompanied by fever and 
cough. 

The most important future work that can stem from this research is 
the application of the same idea in dynamic data sets. COVID-19 web 
data statistics are frequently updated. In the current setting, our 
approach to extract the symptom patterns relied on a static data sets, 
hence, they are not applicable in a dynamic setting. Thus, dynamic al-
gorithms are needed to extract the patterns from the database. Though 
some work in dynamic rule mining has been done [56,57], we would 
like to extend the same approach applying these algorithms in COVID-19 
data sets. However, the main challenge surrounding COVID-19 web data 
is that they are noisy. Hence, it is worth investigating the quality of the 
results produced by these algorithms in future studies. 
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Brigitte SÃ©roussi, Explainable artificial intelligence for breast cancer: a visual 
case-based reasoning approach, Artif. Intell. Med. 94 (2019) 42–53. 

[49] Rakesh Agrawal, Ramakrishnan Srikant, Mining sequential patterns, in: 
Proceedings of the Eleventh International Conference on Data Engineering, IEEE, 
1995, pp. 3–14. 

[50] Rakesh Agrawal, Tomasz ImieliÅ„ski, Arun Swami, Mining association rules 
between sets of items in large databases, in: Proceedings of the 1993 ACM 
SIGMOD International Conference on Management of Data, 1993, pp. 207–216. 

[51] Rakesh Agarwal, Ramakrishnan Srikant, et al., Fast algorithms for mining 
association rules, in: Proc. Of the 20th VLDB Conference, 1994, pp. 487–499. 

[52] Jiawei Han, Jian Pei, Mining frequent patterns by pattern-growth: methodology 
and implications, ACM SIGKDD Explor. Newslett. 2 (2) (2000) 14–20. 

[53] M. Zaki, S. Parthasarathy.M. ogihara, w. li, New algorithms for fast discovery of 
association rules, Proc. of the 3st KDD (1997). 
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[103] GÃ¶rkem SarÄ±yer, Ceren Ã-cal TaÅŸar, Highlighting the rules between 
diagnosis types and laboratory diagnostic tests for patients of an emergency 
department: use of association rule mining, Health Inf. J. 26 (2) (2019) 
1177–1193, 1460458219871135. 

[104] Sengul Dogan, Ibrahim Turkoglu, Diagnosing hyperlipidemia using association 
rules, Math. Comput. Appl. 13 (3) (2008) 193–202. 

[105] Shantakumar B. Patil, Y.S. Kumaraswamy, Extraction of significant patterns from 
heart disease warehouses for heart attack prediction, IJCSNS 9 (2) (2009) 
228–235. 

[106] M. Harahap, A.M. Husein, S. Aisyah, F.R. Lubis, B.A. Wijaya, Mining association 
rule based on the diseases population for recommendation of medicine need, in: 
Journal of Physics: Conference Series, vol. 1007, IOP Publishing, 2018, 012017. 

[107] Xueyan Mei, Hao-Chih Lee, Kai-yue Diao, Mingqian Huang, Bin Lin, Chenyu Liu, 
Zongyu Xie, Yixuan Ma, Philip M. Robson, Michael Chung, et al., Artificial 
intelligence-enabled rapid diagnosis of patients with covid-19, Nat. Med. 26 (8) 
(2020) 1224–1228. 

[108] Feng Shi, Jun Wang, Jun Shi, Ziyan Wu, Qian Wang, Zhenyu Tang, Kelei He, 
Yinghuan Shi, Dinggang Shen, Review of artificial intelligence techniques in 
imaging data acquisition, segmentation and diagnosis for covid-19, IEEE Rev. 
Biomed. Eng. 14 (2020) 4–15. 

[109] Sajid Mahmood, Muhammad Shahbaz, Aziz Guergachi, Negative and positive 
association rules mining from text using frequent and infrequent itemsets, Sci. 
World J. 2014 (2014). 

M. Tandan et al.                                                                                                                                                                                                                                

http://refhub.elsevier.com/S0010-4825(21)00043-3/sref77
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref77
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref78
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref78
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref79
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref79
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref79
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref80
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref80
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref80
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref81
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref81
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref81
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref82
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref82
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref83
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref83
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref84
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref84
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref85
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref85
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref85
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref85
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref85
https://www.cebm.net/covid-19/in-patients-of-covid-19-what-are-the-symptoms-and-clinical-features-of-mild-andmoderatecase/
https://www.cebm.net/covid-19/in-patients-of-covid-19-what-are-the-symptoms-and-clinical-features-of-mild-andmoderatecase/
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref87
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref87
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref88
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref88
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref88
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref88
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref89
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref89
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref89
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref90
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref90
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref90
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref91
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref91
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref91
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref92
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref92
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref92
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref92
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref93
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref93
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref93
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref93
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref93
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref93
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref93
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref94
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref94
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref94
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref95
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref95
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref95
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref95
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref96
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref96
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref96
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref97
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref97
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref97
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref97
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref97
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref97
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref97
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref97
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref97
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref97
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref97
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref97
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref98
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref98
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref98
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref99
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref99
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref99
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref99
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref100
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref100
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref100
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref101
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref101
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref101
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref101
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref103
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref103
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref103
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref103
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref104
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref104
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref105
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref105
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref105
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref106
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref106
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref106
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref107
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref107
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref107
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref107
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref108
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref108
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref108
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref108
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref109
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref109
http://refhub.elsevier.com/S0010-4825(21)00043-3/sref109

	Discovering symptom patterns of COVID-19 patients using association rule mining
	1 Introduction
	2 Related work
	3 Methods
	3.1 Study design and population
	3.2 Data management and analysis
	3.3 Association rule mining (ARM)

	4 Results
	4.1 Symptom rules
	4.2 Run-time comparison of the rule mining algorithms

	5 Discussion
	5.1 Limitation

	6 Conclusion and future work
	CRediT authorship contribution statement
	Funding
	Declaration of competing interest
	Appendix A Supplementary data
	References


