
The intracellular environment affects
protein–protein interactions
Shannon L. Speera,1, Wenwen Zhengb,c,1

, Xin Jiangb,c
, I-Te Chua, Alex J. Gusemana, Maili Liub

,
Gary J. Pielaka,d,e,f,2, and Conggang Lib,2

aDepartment of Chemistry, University of North Carolina, Chapel Hill, NC 27599; bKey Laboratory of Magnetic Resonance in Biological Systems, State Key
Laboratory of Magnetic Resonance and Atomic and Molecular Physics, National Center for Magnetic Resonance in Wuhan, Wuhan National Laboratory for
Optoelectronics, Wuhan Institute of Physics and Mathematics, Innovation Academy for Precision Measurement Science and Technology, Chinese Academy
of Sciences, 430071 Wuhan, China; cGraduate University of Chinese Academy of Sciences, 100049 Beijing, China; dDepartment of Biochemistry and
Biophysics, University of North Carolina, Chapel Hill, NC 27599; eLineberger Comprehensive Cancer Center, University of North Carolina, Chapel Hill, NC
27599; and fIntegrative Program for Biological and Genome Sciences, University of North Carolina, Chapel Hill, NC 27599

Edited by Martin Gruebele, University of Illinois at Urbana–Champaign, Urbana, IL, and approved January 8, 2021 (received for review September 23, 2020)

Protein–protein interactions are essential for life but rarely ther-
modynamically quantified in living cells. In vitro efforts show that
protein complex stability is modulated by high concentrations of
cosolutes, including synthetic polymers, proteins, and cell lysates
via a combination of hard-core repulsions and chemical interactions.
We quantified the stability of a model protein complex, the A34F GB1
homodimer, in buffer, Escherichia coli cells and Xenopus laevis oo-
cytes. The complex is more stable in cells than in buffer and more
stable in oocytes than E. coli. Studies of several variants show that
increasing the negative charge on the homodimer surface increases
stability in cells. These data, taken together with the fact that oocytes
are less crowded than E. coli cells, lead to the conclusion that chemical
interactions aremore important than hard-core repulsions under phys-
iological conditions, a conclusion also gleaned from studies of protein
stability in cells. Our studies have implications for understanding how
promiscuous—and specific—interactions coherently evolve for a pro-
tein to properly function in the crowded cellular environment.

macromolecular crowding | protein | protein–protein interactions |
thermodynamics

Proteins rarely work alone. Networks of protein–protein in-
teractions turn a myriad of chemical signals into physiological

responses that maintain intracellular homeostasis (1). Therefore,
it is unsurprising that nearly two-thirds of disease-causing missense
mutations involve protein complexes (2). However, nearly all
equilibrium thermodynamic and kinetic studies of protein–protein
interactions have been performed in dilute buffer. Acquiring
quantitative equilibrium data on protein complexes in cells, despite
the fact that living things are not at equilibrium, is important for
two reasons. First, the equilibrium condition is the starting point for
estimating the driving force under nonequilibrium conditions (3).
Second, recent results on protein stability show that conclusions
from experiments conducted in dilute solution cannot be extrapo-
lated to the crowded and complex intracellular environment (4).
The cellular interior contains a variety of proteins, nucleic

acids, and small molecules. In the bacterium Escherichia coli, the
concentration of macromolecules can exceed 300 g/L and occupy
up to 30% of volume (5). The macromolecule concentration in
eukaryotic cells is smaller (6) but still hundreds of times larger
than the solute concentrations used in most in vitro studies.
Furthermore, the majority of proteins in the cells studied here,
E. coli and oocytes, are net polyanions with mean isoelectric
points of 6.6 and 6.7, respectively (7). Understanding how the in-
tracellular environment modulates protein—and protein complex—
stability is important because the totality of weak interactions in
cells form the so-called quinary structure that organizes the
crowded cellular interior (8–10). Importantly, these interactions
cannot be measured in dilute solutions.
The physical consequences of macromolecular crowding arise

from two components: hard-core repulsions and so-called “soft”
chemical interactions (11). Hard-core repulsion is a steric effect,

arising from the impenetrable nature of atoms. Steric repulsions
reduce the volume available to reactants and products. Simple
theory predicts that sterics favor compact states (12). For small,
folded proteins, stability is described by the two-state equilibrium
between the biologically active folded state and the inactive,
higher-energy, and less-compact unfolded state (13). For protein
complex formation involving folded proteins, which comprises an
equilibrium between constituent proteins and the complex, the
complex exposes less surface than the sum of the two monomers
(14). Thus, simple theory predicts stabilization of proteins and
protein complexes, although more sophisticated theoretical ef-
forts focused on the size of crowding molecule predict stabili-
zation or destabilization (15, 16).
Soft interactions include hydrogen bonds and charge–charge,

water–protein, solute–protein, and hydrophobic interactions. Of
these, the only strong repulsive interaction is that from the op-
position of like charges. These repulsions add to the hard-core
effect and are therefore stabilizing. The other soft interactions
are attractive and destabilizing because they favor expanded
conformations that allow access to the attractive surfaces.
Until recently the focus was on hard-core interactions and

crowding (17) because studies of protein stability (quantified as
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the free energy of unfolding, ΔGo’
U) in uncharged synthetic poly-

mers tended to show only a stabilizing influence compared to
buffer alone (11). However, recent studies of stability under
more physiologically relevant crowded conditions and in living
cells show, by and large, a decrease in stability (4). Studies of
protein–protein interactions in vitro under physiologically relevant
crowded conditions also show the importance of chemical inter-
actions (18, 19).
Yeast two-hybrid techniques, coimmunoprecipitation, and split

systems provide simple yes/no information about protein interac-
tions in cells, however, these methodologies are also prone to false
positives. The protein–protein interface can also be characterized
by in-cell NMR. However, quantification of the equilibrium
thermodynamics of complex stability is challenging in cells. The
few reports tend to involve heterodimerization (20), which can be
complicated to assess because the concentration of both reactants
must be controlled, fluorescence-resonance-energy transfer be-
cause labels adding hundreds to thousands of daltons must be
included, or because competition with natural, unlabeled proteins
in cells must be considered (21–27).

Results
We use the simplest type of complex and a label that adds only a
few Da. The homodimer formed by the A34F variant of the 6.2-
kDa domain of protein G (GB1, Fig. 1A) is well characterized in
buffer (28) and under crowded conditions (18, 29). Both the
monomer and dimer are folded, and dimerization involves nei-
ther a significant conformational change nor a large reduction in
surface area. The effect of surface charge has also been assessed
in vitro (30). Importantly, GB1 is not found in these cells, and its
diffusion in cells is like other monomeric proteins (31–34), which
suggests that fortuitous-competing specific interactions with en-
dogenous proteins are unlikely.
To gain broadly applicable information, we assessed complex

stability in a prokaryote (E. coli) and a eukaryote (Xenopus laevis
oocytes). To detect dimerization, we used simple fluorine-labeling
techniques and 19F NMR, which is advantageous for studying
sensitive living cells because acquisition of spectra requires only a
few minutes. Replacing a side chain hydrogen atom with a
fluorine adds only 18 Da and has a small or negligible effect on
structure and stability. Furthermore, the rate of exchange be-
tween the GB1 monomer and dimer is much less than the

Fig. 1. Complex formation in E. coli. (A) Dissociation of the A34F GB1 side-by-side homodimer (Protein Data Bank [PDB] ID code 2RMM) showing the
tryptophan at position 43. (B) 19F NMR spectra acquired at 298 K 6-fluorotryptophan–labeled protein in dilute solution 0.50 mM GB1 in 20 mM phosphate
buffer (pH 7.5) and E. coli using inducer concentrations of 1.0 mM (green) and 0.24 mM (purple), with the cytosol buffered at pH 7.6. (C) Dissociation constants
were quantified from the binding isotherms acquired in cells (green) and buffer (orange). Error bars represent the standard deviation of the mean from
triplicate analysis.
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frequency difference between their resonances, which means
that monomer and dimer concentrations are directly propor-
tional to the area of their resonances (28). For studies in E. coli,
the sole tryptophan of GB1 was replaced by 6-fluorotryptophan
(35). For studies in oocytes, its three tyrosines were replaced by
3-fluorotyrosine (31). These two labeling strategies were used
because they provide the highest quality data in the two different
cell types.
To quantify dimer formation, we measured the fraction of GB1

dimer as obtained from integration of the 19F resonances, as a
function of GB1 concentration. These binding isotherms (Figs. 1C
and 2C) were fit to Eq. 1 (36), where Fd is the fraction of dimer
and Pt is the total GB1 concentration in cells or in buffer alone to
yield the equilibrium dissociation constant, KD→M (SI Appendix,
Figs. S1 and S2).

Fd = 4Pt + KD→M − ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

K2
D→M + 8PtKD→M

√
4Pt

. [1]

Stability is defined as the free energy of homodimer dissocia-
tion, ΔGo’

D→M = −RTln(KD→M), where R is the gas constant in

kcal/(mol*K) and T is the absolute temperature. Uncertainties
are represented as the standard deviation of mean from triplicate
measurements. The stability in buffer alone was determined as
described (29).
To assess dimerization in E. coli (Fig. 1A), GB1-expressing

plasmids were transformed into a strain containing the ΔlacZY
mutation to assure tunable control of protein expression GB1
(37), the protein was labeled by adding 6-fluoroindole to the
medium (18). Leakage was tested (38) after each experiment.
None was observed (37, 39) (SI Appendix, Fig. S3). The 19F res-
onances from the monomer and dimer (Fig. 1B) are broader in
cells than in buffer (Fig. 1B) due to attractive interactions between
the GB1 and other cytosolic proteins and the slightly increased
viscosity in cells (31–34), but there is no overlap between mono-
mer and dimer in cells (SI Appendix, Fig. S4). Quantification of
populations requires complete recovery of longitudinal magneti-
zation, which was accomplished with a 4-s delay between acqui-
sitions. Monomer and dimer resonances were fully resolved, and
only a few Hz of line broadening was applied prior to Fourier
transformation. The GB1 concentration was varied by using dif-
ferent inducer concentrations (37) (SI Appendix, Fig. S5). Mass

Fig. 2. Complex formation in X. laevis oocytes. (A) Dissociation of the A34F GB1 side-by-side homodimer (PDB ID code 2RMM) showing the tyrosines at
positions 3, 33, and 45. (B) 19F NMR spectra acquired at 288 K of the 3-fluorotyrosine–labeled protein in 20 mM phosphate buffer (pH 7.4) and oocytes (black,
as acquired; purple, deconvoluted dimer; green, deconvoluted monomer; and orange, sum of deconvolutions). (C) Dissociation constants were quantified
from binding isotherms acquired in oocytes (green) and buffer (orange). The uncertainties, which are from least squares fitting, are smaller than the points.
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spectrometry combined with flow cytometry was used to assess Pt
(39). The NMR and protein concentration data were combined to
construct binding isotherms (Fig. 1C), which were used to deter-
mine ΔGo’

D→M by least square fitting.
For X. laevis oocytes experiments, we microinjected purified

15N-enriched, 3FY-labeled A34F proteins (Fig. 2A) along with a
proteinase inhibitor mixture to prevent degradation, and recor-
ded 19F spectra (Fig. 2B) and 15N–

1H heteronuclear single
quantum coherence (HSQC) spectra (SI Appendix, Fig. S6). The
internal pH of oocytes is 7.4 (40). The similarity of spectra ac-
quired in oocytes to those acquired in buffer alone at the same
pH (SI Appendix, Fig. S6) suggests that the structures are un-
changed. As noted in ref. 32, resonances are broader in oocytes
than in buffer but not as broad as in E. coli. After each in-cell
NMR experiment, the supernatant was reexamined by NMR. No
leakage was observed (SI Appendix, Fig. S7). One-dimensional
15N–

1H HSQC spectra acquired before and after acquisition are
nearly identical (SI Appendix, Fig. S7), indicating that the dimer
and monomer concentration is constant in oocytes throughout
the experiment. We used a combination of NMR and microscopy
to determine Pt (SI Appendix, Fig. S8). The concentration of GB1
in the NMR tube was obtained by reference to a sample of
known concentration in buffer alone (6). We used a microscope
to measure an average oocyte volume of 1.0 ± 0.2 μL (SI Ap-
pendix, Fig. S8), consistent with another report (41). Pt is the
product of average volume and the number of oocytes used in
the NMR experiment. To facilitate integration, 19F spectra were
fitted to Lorentzian line shapes after Fourier transformation
(Fig. 2B). The combined results used to construct binding iso-
therms (Fig. 2C) were used to determine ΔGo’

D→M by least square
fitting. A complete list of KD→M and ΔGo’

D→M values acquired in
E. coli, oocytes, and buffer is given in SI Appendix, Table S1.
The interior of both E. coli cells and oocytes stabilize the A34F

dimer relative to buffer (Figs. 1C and 2C). Such stabilization was
initially surprising because the cytoplasm of both prokaryotic and
eukaryotic cells usually destabilizes globular proteins (4). Any small
differences between intracellular pH and the buffered dilute so-
lutions cannot explain the stability difference because dimer sta-
bility changes only by ∼0.1 kcal/mol between pH 6.2 and 7.5 (30),
and the stability of GB1 is insensitive to physiologically relevant
ionic strengths (42). We suggest that the stabilization in cells arises
mostly from repulsive chemical interactions between the client
protein and the cellular milieu.
The idea that increased dimer stability in cells arises from

hard-core repulsions seems unlikely for two reasons. First, we
know from in vitro crowding studies that the A34F variant is
nearly insensitive to hard-core repulsive effects (18). Second, if
we interpret the results using simple traditional theories and bear
in mind that E. coli cells are more crowded than oocytes (6), the
expectation is that the dimer would be more stable in E. coli, but
the opposite is true. This analysis suggests that chemical inter-
actions play a key role in protein complex stability in cells, and
specifically, the stabilizing effect in both cell types arises from the
repulsion between A34F protein, which has a formal charge
of −4 in cells and the overall net-negative formal charge on the
intracellular proteins (7, 43).
To test the role of electrostatic interactions between GB1 and

the cellular milieu, we studied variants that alter the surface charge,
comparing their stabilities to that of the A34F protein in buffer
(i.e., ΔΔGo’

D→M = ΔGo’
D→M,variant,buffer=cells − ΔGo’

D→M,A34F,buffer, Fig.
3). The A34F;D40N variant is less anionic (−3 formal charge) than
wild-type A34F. Two of the variants A34F;K10N and A34F;N37D
are more anionic (−5 formal charge) than wild-type A34F GB1.
The estimated net formal charge, on each protein at physiologi-
cally relevant pH values is shown at the top of Fig. 3. The changes
are all in loops (28) and are expected to have a small effect
on structure. Inspection of 15N–

1H HSQC acquired in buffer

(SI Appendix, Figs. S9 and S10) confirm this expectation. For
certain variants, only the monomer or dimer is observed in cells
(SI Appendix, Figs. S11 and S12). For these proteins, we used
the minimum or maximum detectable stability (SI Appendix, Table
S1) to estimate the minimum magnitude of ΔΔGo’

D→Min Fig. 3.
Therefore, the actual positive and negative values of ΔΔGo’

D→Mare
larger and smaller than the estimated values, respectively.
First, we consider ΔΔGo’

D→M in buffer. Both 6FW- and 3FY-
labeled proteins (orange and gray bars, respectively) show the
same trends, indicating that it is reasonable to compare the
differently labeled proteins. Based on charge, two of the three
variants behave as anticipated. For A34F;D40N, the decrease in
charge–charge repulsions between monomers compared to A34F
(−4 to −3), increases dimer stability. For A34F;K10N, the in-
crease in repulsions between monomers (−4 to −5) decreases
stability. Contrary to this simple idea, A34F;N37D (also −4
to −5) is more stable than A34F, but the side chain of residue 37 is
near the dimer interface (28), so there may be slight perturbations
to structure.

Discussion
The behavior of the charge–change variants in both E. coli cells
and oocytes is consistent with fact that most cellular proteins
possess a net negative charge (7, 43). Specifically, if charge–
charge interactions are important, we expect that the more neg-
ative the charge on the homodimer, the stronger the intermolec-
ular repulsion in cells and the more stable the complex. This
prediction is borne out by the data for both cell types, even though
some of the stabilities cannot be quantified because only the dimer
or monomer is observed. Furthermore, the increased stability in
oocytes occurs despite the fact that the g/L protein concentration
in oocytes is only about half that of E. coli (6). These observations
show that chemical interactions are a key determinant of protein
behavior in cells.
We can also integrate our knowledge about protein—and

protein complex—stability in cells by considering the shapes of
the products and reactants. Early expectations for protein sta-
bility were based on ideas that globular proteins should be sta-
bilized under crowded conditions because the native state occupies
less space than the unfolded state. The validity of these ideas,
however, depends in some sense on treating both states as hard,
sphere-like objects, which is certainly not the case for the unfolded
state. Unfolding proteins also exposes sites for attractive interac-
tions such as hydrogen bonding and hydrophobic contacts, which
lead to destabilization. For protein–protein interactions, such as
the one studied here, both the reactants and products can be
considered more like hard objects such that attractive and repul-
sive interactions can be more simply rationalized. This is further
supported by a recent study showing the A34F variant is barely
affected by hard-core repulsions in dilute buffer (18). Perhaps the
strongest pieces of evidence for the importance of charge–charge
interactions in cells are that all the charge–change variants have
essentially the same excluded volume yet show different behaviors
in cells, and the fact that simple excluded volume arguments only
predict increases in stability under crowded conditions, yet the
A34F;D40N variant is less stable in cells than it is in buffer.
A34F;D40N may be less stable in E. coli cells because it is less
anionic and therefore may experience more attractive chemical
interactions.
Protein–protein interactions allow cells to respond to chemical

and physical stimuli, but nonspecific interactions in the crowded
cellular interior inevitably compete with specific interactions and
interfere with signal transduction. Protein surface charge plays a
determinant role for protein diffusion in cells due to nonspecific
interactions within the cytoplasm (33, 34, 44, 45). Our study
shows that increasing the negative charge on a protein complex
can enhance a specific protein–protein interaction. The data also
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suggest a reason why posttranslational modifications such as
methylation, acetylation, and protein phosphorylation, which tem-
per positive charge or add negative charge, are used to control
signaling. Charge–charge interactions are also important for proper
protein function. For instance, a single surface-charge change
causes sickle cell disease (46) and myoglobin surface charge cor-
relates with diving ability in mammals (47), and the charge on the
loops regions in crystallin are key to eye lens formation (48).
Therefore, investigating how the cellular environment tunes specific
protein–protein interactions is crucial to advancing our physical
understanding of biology and human health.

Materials and Methods
Plasmids. pET-11a harboring the gene for the T2Q;A34F mutant of GB1 was
used as the basis of the project. The T2Q change prevents N-terminal deg-
radation (49), and the A34F change causes dimer formation (28). The pro-
teins discussed here carry both changes. Agilent Quick-Change kits or gene
synthesis (Gene Universal) was used to construct other mutants.

6FW-Labeled Protein. Protein was expressed and purified as described (29).
Briefly, a 1-L culture E. coli strain BL21 (DE3) harboring a GB1 construct was
grown in ampicillin-containing (100 μg/L final concentration) 15N-enriched
M9 media (6.78 g/L Na2HPO4, 3 g/L KH2PO4, 0.5 g/L NaCl, 1 g/L 15NH4Cl, 4 g/L
D-glucose, 2 mM MgSO4, 1 mM CaCl2, and 1 mM ampicillin) with shaking at
37 °C at 225 rpm (New Brunswick Scientific, Innova I26). When the cells
reached an optical density at 600 nm (OD600) of 0.6 to 0.8, 1 g N-(phos-
phonomethyl)glycine, 60 mg phenylalanine, and 80 mg tyrosine were
added. Next, 60 mg 6-fluoroindole (6-FI; Sigma-Aldrich) was dissolved in
250 μL dimethyl sulfoxide (DMSO) and added. After shaking for an addi-
tional 45 min, protein expression was induced with isopropyl β-D-1-thio-
galactopyranoside (IPTG) at a final concentration of 1 mM.

After 2 h, the cells were pelleted at 4,000 × g for 30 min. The supernatant
was discarded, and the cells were lysed by sonication (Fisher Scientific Sonic
Dismembrator model 500, 15% amplitude, 10 min, 0.50 s on, and 0.50 s off)

in 30 mL of 20 mM Tris (pH 7.5) containing protease inhibitor (Roche,
cOmplete, EDTA-free inhibitor mixture). The lysate was centrifuged at
15,000 × g for 45 min to remove cell debris. The supernatant was filtered
(0.45 μm) and loaded on a 16 mm × 25 mm Q Sepharose anion exchange
column attached to a GE ÄKTA FPLC. Protein was eluted over a 0 to 50%
linear gradient of 20 mM Tris (pH 7.5) to 20 mM Tris, 2 M NaCl (pH 7.5) at 277
K. Fractions were assessed using sodium dodecyl sulfate polyacrylamide gel
electrophoresis (SDS-PAGE) with Coomassie blue staining. Fractions con-
taining GB1 were concentrated using a 3,000 Da Amicon centrifugal con-
centrator. The concentrated sample was loaded on a 16 mm × 600 mm GE
Superdex-75 size exclusion column and eluted with M9 salts (3 mM Na2HPO4,
2 mM KH2PO4, 9 mM NaCl, and pH 7.5 at 277 K).

Purified fractions containing GB1 were concentrated using a 3,000 Da
cutoff Amicon centrifugal concentrator and buffer exchanged into sterilized
deionized H2O (18-MΩ). Protein concentration was quantified using a
NanoDrop One Spectrophotometer (Thermo Fisher) and an extinction co-
efficient of 9,970 L M−1 cm−1 (50). Purified protein was split into 500 μM
aliquots, lyophilized for 12 to 16 h and stored at −20 °C. Protein was
resuspended in 20 mM sodium phosphate buffer (pH 7.5) containing 10%
D2O for NMR experiments.

3FY-Labeled Protein. 15N-enriched, 3FY-labeled protein was prepared as de-
scribed (32, 51). Briefly, a single colony of E. coli strain BL21 (DE3) containing
the appropriate GB1-harboring plasmid was inoculated in 10 mL Luria Broth
(LB) media (10 g/L tryptone, 5 g/L yeast extract, 10 g/L NaCl, and 1 mM
ampicillin). The culture was shaken overnight at 37 °C and transferred to
100 mL tryptone-yeast media (16 g/L tryptone, 10 g/L yeast extract, 5 g/L
NaCl, 1 mM NaOH, and 1 mM ampicillin). After 2 h of shaking at 37 °C, the
cells were centrifuged, and the pellet resuspended in 1 L 15N-enriched M9
media and shaken at 37 °C. When the cells reached an OD600 of 0.4, 0.5 g
glyphosate, 70 mg 3-fluorotyrosine, 60 mg tryptophan, and 60 mg phenyl-
alanine were added. The culture was then grown to an OD600 of 0.6, and
protein expression was induced with IPTG at a final concentration of 1 mM.
After 2 h, the pellet was collected by centrifugation at 6,000 rpm (JA-10
rotor, Beckman coulter) for 10 min and stored at −20 °C.

Fig. 3. Charge and dimer stability (ΔΔGo’
D→M = ΔGo’

D→M,variant,buffer=cells − ΔGo’
D→M,A34F,buffer ). Positive values indicate increased stability and vice versa. Uncer-

tainties are propagated from the uncertainties in ΔGo’
D→M. The absence of error bars indicates minimum magnitude of ΔΔGo’

D→Mfor variants exhibiting only
dimer or monomer in cells.
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The pellet was resuspended in 20 mM Tris, pH 7.5, sonicated (Scientz-IID
JY92-IIN, 40% amplitude, 30 min, 3 s on, and 6 s off), and then centri-
fuged for 30 min at 20,000 rpm (JA-25.5 rotor, Beckman coulter). The su-
pernatant was loaded on a 16 mm × 100 mm anion exchange column (GE
HiPrep DEAE FF 16/10) attached to a GE ÄKTA FPLC. The protein was eluted
with a gradient from 0 to 1 M NaCl. The fractions were assessed by SDS-PAGE
with Coomassie staining. GB1-containing fractions were concentrated using
a 3,000-molecular-weight–cutoff Amicon centrifuge filter and loaded on a
26 mm × 600 mm GE Superdex-100 size exclusion column equilibrated with
20 mM Tris, 250 mM NaCl, and pH 7.5 at 277 K. GB1-containing fractions
were exchanged into triply distilled H2O (1.5 MΩ cm) by using a desalting
column (GE HiPrep 26/10, Sephadex G-25F). Purity was assessed by SDS-PAGE
with Coomassie staining. Pure GB1-containing fractions were concentrated
and buffer exchanged into sterilized deionized H2O. Protein concentration
was quantified at 280 nm as described above. The purified protein was ly-
ophilized (Alpha 1–4 LD plus, Martin Christ) and stored at −20 °C. Dimer
stability in buffer was assessed as described (29).

E. coli In-Cell Spectra. Samples were prepared as described (37). Briefly, a
plasmid containing the gene for a GB1 variant was transformed into Tuner
(DE3) cells (Novagen) by heat shock. A single colony was used to inoculate
5 mL LB media supplemented with 100 μg/L ampicillin. After the culture was
shaken at 37 °C at 225 rpm for 6 to 8 h, 500 μL was used to inoculate 100 mL
M9 media. The 100 mL culture was incubated with shaking at 37 °C over-
night and added to 100 mL fresh M9 media. The culture was incubated at
37 °C. When the OD600 reached between 0.6 and 0.8, 12 mg 6-FI dissolved in
250 μL DMSO was added. After shaking for an additional 45 min, IPTG was
added to induce protein expression. After 45 min, 50 μg/L chloramphenicol
was added to halt protein expression.

Three 1-mL aliquots were taken from the in-cell culture for liquid chro-
matography mass spectrometry to determine protein concentration (39).
The cells were pelleted at 2,000 × g for 20 min and washed three times with
an in-cell NMR buffer (200 mM Hepes and 100 mM bis-Tris propane dissolved
in 10% D2O, pH 7.6). The pellet was resuspended in 250 μL in-cell NMR
buffer. To check for leakage, after each in-cell spectrum, the sample was gently
pelleted, and a spectrum of the twofold diluted supernatant was acquired. No
leakage was observed. Example supernatant samples were similar to those
reported by Chu et al. (37).

E. coli In-Cell HSQC Spectra. Samples were prepared as described above (37). A
single colony from the transformed into Tuner (DE3) cells was used to in-
oculate 50 mL LB media supplemented with 100 μg/L ampicillin. After
shaking at 37 °C at 225 rpm for 6 to 8 h, the cells were pelleted at 2,000 × g
(Sorvall ST 16 Centrifuge) for 10 min. The pellet was then resuspended with
200 mL M9 media containing 1 g/L 15NH4Cl as the sole nitrogen source. The
culture was incubated at 37 °C. When the OD600 reached 0.8, 12 mg 6-FI
dissolved in 250 μL DMSO was added. The culture was shaken until an OD600

of 1.2 was reached whereupon 1 mM IPTG (final concentration) was added
to induce protein expression. After 3 h, 50 μg/L chloramphenicol was added
to halt protein expression. The cells were pelleted at 2,000 × g for 10 min.
The pellet was resuspended in 250 μL M9 with 10% D2O (pH 7.5). Leakage
was assessed as described above. No leakage was observed.

Preparing X. laevis Oocytes. Oocytes were prepared as described (52). Briefly,
ovary lobes were surgically removed to ND96-Ca2+ buffer (96 mM NaCl,
2 mM KCl, 1 mMMgCl2, 5 mM Hepes, and pH 7.4). After washing, the ovaries
were digested with collagenase (2 mg/mL final concentration). Oocytes were
then washed in ND96 (96 mM NaCl, 2 mM KCl, l mMMgCl2, 5 mM Hepes, and
pH 7.4) and then ND96 containing 1.8 mM CaCl2. Stage-VI oocytes were
selected for microinjection. The protein solution, about 40 nL containing
30% vol/vol P1860-protease inhibitor mixture (Sigma-Aldrich), was injected

into each oocyte via an IM-300 microinjector (Narishige Co. Ltd.). About 100
oocytes in ND96 buffer containing 10% D2O were transferred to a Shigemi
micro-NMR tube.

In Vitro Spectra of 6FW-Labeled Proteins. 19F spectra were acquired at 298 K
on a 500 MHz Bruker Avance III HD spectrometer equipped with a QCI
cryogenic probe. Data were analyzed using TopSpin 3.6.1. Spectra comprised
32,768 points, 512 scans, an acquisition time of 0.9 s, and a sweep width of
20 ppm. The 15N–1H HSQC spectra comprised of 2,048 points 15N and 128
points 1H, 64 scans, an acquisition time of 0.12 s for 15N and 0.02 s for 1H, and
a sweep width of 44 ppm for 15N and 13 ppm for 1H. Data were processed
with nmrPipe and NMRViewJ. The spectra were acquired in 200 mM Hepes,
100 mM bis-Tris propane, 150 μg/mL ampicillin, and 50 μg/mL chloram-
phenicol in 10% D2O (pH 7.6). The GB1 concentration was varied from 20 μM
to 2 mM.

In-Cell HSQC Spectra of 6FW-Labeled Proteins. 15N–1H HSQC spectra were
acquired at 298 K on a 600 MHz Bruker Avance III HD spectrometer. Data
were analyzed using TopSpin 3.6.2. Spectra comprised of 2,048 points 15N
and 128 points 1H, 32 scans, an acquisition time of 0.12 s for 15N and 0.02 s
for 1H, and a sweep width of 44 ppm for 15N and 13 ppm for 1H. Data were
processed with nmrPipe and NMRViewJ. The spectra were acquired in M9
media containing 50 μg/mL chloramphenicol and 10% D2O (pH 7.5). The GB1
concentration was 2 mM.

NMR of 3FY-Labeled Proteins. Experiments were performed at 288 K on a 600
MHz spectrometer (Bruker) equipped with H/F/(C, N) triple-resonance cryo-
genic probe. 19F spectra were acquired with a sweep width 11.31 kHz, a
relaxation delay 2.5 s, and an acquisition time of 1.45 s. The number of
pulses was 1,024. The spectral width of 1D 15N–1H HSQC spectra was 16 ppm
for 1H. The relaxation delay was 1.5 s, the acquisition time was 0.11 s, and
number of pulses was 512. For 15N–1H HSQC, the spectral width was 16 ppm
for 1H and 40 ppm for 15N. The relaxation delay was 1.5, acquisition time was
0.11 s, and the number of pulses per increment was 16. The spectra were
acquired in 20 mM sodium phosphate in 10% D2O at pH 7.4. The GB1 con-
centration varied from 50 μM to 1.5 mM.

Data Analysis in Oocytes. Data were analyzed using TopSpin 3.6.1 or 3.2 with
line-broadening of 19F and one-dimensional 15N–1H HSQC spectra of 4.0 Hz
and 0.3 Hz, respectively. Peak fitting of 19F spectral and the area of dimer
and monomer peak was accomplished with Topspin or OriginPro 8.5.1. Rela-
tive populations of dimer and monomer were obtained via integration. The
fraction of dimer (Fd) was calculated by dividing the integral of the dimer peak
by the sum of the integrals of the monomer and dimer peaks. Data were fit to
Eq. 1 using MATLAB (R2020A) or Origin.

Data Availability.All study data are included in the article and/or SI Appendix.
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