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Introduction

Osteoarthritis (OA) is a common and serious disease that involves all of the tissues of an 

affected joint (e.g., cartilage, bone, meniscus, tendon/ligament, synovium) and can affect one 

or multiple joints in an individual person, most often the finger joints, knees, hips, and spine 

[1]. OA is a major and growing contributor to disability worldwide, and is associated with 

increased comorbidity and excess mortality [1]. Management of OA is focused on modestly 

effective lifestyle/behavioral interventions such as increased physical activity and weight 

loss, with pharmacologic therapies directed toward temporary symptomatic relief [2]. 

Although many clinical trials have been conducted, there are still no effective disease 

modifying therapies, no proven way to prevent progression, and no cure. This is at least in 

part due to the lack of appreciation of, and accounting for, the heterogeneity of this complex 

disease in trials to date [3]. In general, most trials have enrolled all individuals with knee OA 

defined as the presence of symptoms (e.g., pain, aching, and stiffness) and moderate to 

severe radiographic change (e.g., osteophytes or joint space narrowing) in at least one knee. 

This does not account for the diverse mechanisms of disease development, which can be due 

to mechanical dysfunction, prior injury, metabolic factors, inflammation, or combinations of 

these. Nor does it address the diversity of presentations, burden of disease (i.e., number/

severity of involved joints), chronicity, or numerous other aspects of the disease process in a 

given individual that may subsequently affect their response to the proposed therapy. This 
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brief editorial review seeks to summarize recent work in the area of machine learning and 

osteoarthritis phenotyping.

Reviews of OA phenotypes and endotypes

OA has been recognized clinically to be heterogeneous for many years, but focused research 

into potential subgroups has been a more recent development. In a review of this literature in 

2016, there was evidence for six potential clinical phenotypes: chronic pain with central 

sensitization; inflammatory; metabolic syndrome; bone and cartilage metabolism; 

mechanical overload; and minimal joint disease [4]. These investigators subsequently 

explored the prevalence of these phenotypes in the Foundation for the National Institutes of 

Health OA Biomarkers Consortium (OAI/FNIH) dataset, finding representation of all six, as 

well as a subgroup with substantial overlap and another that was not classifiable as any of 

these phenotypes [5]. Another review focused on molecular/mechanistic endotypes, 

particularly those related to inflammation (characterized by, for example, c-reactive protein 

and interleukin-6), bone (e.g., c-terminal telopeptide of collagen I [CTX-I]), metabolic 

syndrome (e.g., adipokines, advanced glycation end products), and aging (markers of 

senescence) [6]. There has been a recent effort to standardize the conduct and reporting of 

phenotype studies in OA [7], in which phenotypes were noted to be “subtypes of OA that 

share distinct underlying pathobiological and pain mechanisms and their structural and 

functional consequences,” that should differ from others in disease-driving factors and/or 

outcomes.

Artificial intelligence for imaging in OA

To date, the uptake of artificial intelligence (AI, or the use of computer-based intelligence) 

methodologies in OA research has been predominantly in the area of image analysis. These 

studies have utilized various AI methods for analyzing radiographic or magnetic resonance 

(MR) images, in some cases to increase efficiency (as reading these images is currently quite 

time-consuming and reader dependent) and in others to identify novel features that may 

define phenotypes.

Conventional radiography

Deep learning (DL) via convolutional neural networks (CNN) has been applied to 

automatically score severity of knee OA according to the Kellgren-Lawrence grade (KLG), 

using data from the Multicenter Osteoarthritis (MOST) study (training set) and the 

Osteoarthritis Initiative (OAI, independent test set). The area under the receiver-operating 

characteristic curve (AUC) for this method to diagnose radiographic OA was 0.93; the 

output also included probability distributions for the KLG, framing the level of variation or 

uncertainty [8]. DL models can also improve diagnostic performance for predicting medial 

joint space loss from baseline radiographs [9]. A combined joint training model, 

incorporating demographic and radiographic risk factors along with DL analysis of baseline 

knee x-rays had an AUC of 0.86, was an improvement over either model alone (AUC=0.66 

for traditional; AUC=0.80 for DL) [9]. Both studies also utilized maps (intention or saliency 

maps) to show the areas where the AI model is focusing to make determinations regarding 

class membership, improving interpretability [8,9]. Another group utilized machine learning 
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(ML) with raw radiographic image data (via CNN) as well as medical, examination, and 

anthropometric data from the OAI (training) and MOST (testing) studies, to predict 

structural OA progression (defined as increased KLG or total knee replacement [TKR]) [10]. 

Compared with regression methods (AUC=0.75), CNN of radiographic data alone had better 

prediction (AUC=0.79), but incorporating the CNN data with clinical and KLG data using 

gradient boosting machine methodology produced the highest AUC (0.81, 95% confidence 

interval [CI]: 0.79–0.82) and the greatest precision (0.70, 0.68–0.72) [10].

Magnetic resonance imaging

One small study (n=175) assessed the feasibility of a DL/CNN approach to detect MR-based 

cartilage lesions, and found sensitivity and specificity comparable to radiologists at various 

levels of training (around 85%), as well as high diagnostic accuracy (AUC>0.9) compared 

with an expert musculoskeletal radiologist as the gold standard [11]. Another study utilized 

baseline T2 relaxation time maps for OAI participants, quantifying differences between 

subjects with and without radiographic OA using voxel-based relaxometry, followed by 

diagnosis of OA based on T2 data from a densely connected CNN. This approach was 

compared with traditional feature extraction and random forest modeling, finding improved 

sensitivity and specificity for the CNN-based method (77% and 78%, respectively; 

AUC=0.82) compared with random forest plus principal components from the T2 maps 

(67% and 72%, respectively; AUC=0.78) [12].

A DL-based pipeline was developed to incorporate imaging (both radiography and MR), 

clinical, and demographic information to predict eventual TKR in the OAI. This study 

compared results for the imaging CNN alone, the output of a single regression model using 

only the non-imaging variables, and an integrated model incorporating all of these data. For 

knees at the extremes, either with no OA or severe OA at baseline, models using MR data 

had improved sensitivity compared with those using radiographic data, although models 

using radiography had superior accuracy. These methods additionally identified potentially 

novel tissues (i.e., the medial patellar retinaculum, gastrocnemius tendon, and plantaris 

muscle) as being key for TKR prediction; however, commonly used imaging biomarkers 

such as cartilage, bone, menisci, and ACL, were not. The final accuracy of the MR-based 

model was 79%, with sensitivity of 82% and specificity of 78% [13].

Artificial intelligence for clinical phenotyping in OA

We utilized ML of clinical and imaging features to identify groups that did and did not 

progress by pain and radiographic measures in the OAI/FNIH data set [14]. We employed 

novel methods specifically for high dimension low sample size settings to contrast these 

groups, including Distance Weighted Discrimination (a linear discriminant analysis method) 

and Direction-Projection-Permutation hypothesis testing. Both quantitative and semi-

quantitative MR variables were important features to differentiate progressors from non-

progressors (z-scores 10.3–11.6), while demographic/clinical and biochemical biomarkers 

were not as useful (z-scores 1.5–2.4). We were also able to identify the features with the 

greatest contribution to the identified differences [14]. Additionally, a data-driven 
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visualization method (t-distributed stochastic neighbor embedding [t-SNE]) provided new 

insights into the magnitude of sex differences in OA [14].

The experience of pain in OA is itself quite heterogeneous, including aspects of local and 

central sensitization, making clear the need for phenotypes of pain in OA [15]. In addition, 

the transitions among pain states are variable and have been described as phenotypes of pain 

susceptibility. To address this, investigators using data from the MOST study incorporated a 

variety of self-reported measures of symptoms, psychosocial function, and quantitative 

sensory testing (QST) results based on an outcome of persistent pain 2 years later. They 

found four latent classes based on the QST measures (pressure pain sensitivity and temporal 

summation), with none of the other variables informing the phenotypes. The subgroup with 

the highest proportion of pressure pain sensitivity and facilitated temporal summation had 

twice the odds of developing persistent knee pain compared to those with neither; 

importantly there was no difference between the groups based on radiographic OA [15]. The 

ability to identify those at risk for persistent or chronic pain could open new opportunities to 

prevent this morbid transition.

Summary and future directions

OA is a prevalent and heterogeneous disease that is a prime candidate for phenotyping; AI 

methodologies are just beginning to be employed in this area. There are challenges 

remaining, including that of missing data (observations and features with missing data are 

often deleted for these analyses) and external validation (difficult due to a lack of multiple 

independent cohorts with comparable data). Although the results to date are relatively 

predictable (in that use of more complex data objects provides improved accuracy in 

prediction models) and are of modest magnitude (e.g., from an AUC of 0.75 to 0.81), the 

potential of these approaches to define higher risk groups and direct potential targeted 

therapies in future clinical trials is apparent. In light of the lack of effective therapies for OA, 

which can at least in part be ascribed to a lack of targeted intervention trials, phenotyping 

approaches are crucial for the success of future studies. One early example of the potential 

of relatively simple subgrouping in OA is a currently active clinical trial of a pharmacologic 

agent for OA (NCT03928184; clinicaltrials.gov). The eligibility requirements for the trial 

include not only the usual KLG 2–3, but also places a minimum and maximum on the range 

for radiographic joint space width as well as self-reported pain and function. It is likely that 

further progress in the areas of OA phenotyping, endotyping and precision medicine [16], 

utilizing various aspects of AI, will more dramatically impact the design and implementation 

of clinical studies in the near future.
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