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Abstract

This study combines source analysis imaging data for early somatosensory processing and the 

probabilistic cytoarchitectonic maps (PCMs). Human somatosensory evoked fields (SEFs) were 

recorded by stimulating left and right median nerves. Filtering the recorded responses in different 

frequency ranges identified the most responsive frequency band. The short-latency averaged SEFs 

were analyzed using a single equivalent current dipole (ECD) model and magnetic field 

tomography (MFT). The identified foci of activity were superimposed with PCMs. Two major 

components of opposite polarity were prominent around 21 and 31 ms. A weak component around 

25 ms was also identified. For the most responsive frequency band (50–150 Hz) ECD and MFT 

revealed one focal source at the contralateral Brodmann area 3b (BA3b) at the peak of N20. The 

component ~25 ms was localised in Brodmann area 1 (BA1) in 50–150 Hz. By using ECD, focal 

generators around 28–30 ms located initially in BA3b and 2 ms later to BA1. MFT also revealed 

two focal sources – one in BA3b and one in BA1 for these latencies. Our results provide direct 

evidence that the earliest cortical response after median nerve stimulation is generated within the 

contralateral BA3b. BA1 activation few milliseconds later indicates a serial mode of 

somatosensory processing within cytoarchitectonic SI subdivisions. Analysis of non-invasive 

magnetoencephalography (MEG) data and the use of PCMs allow unambiguous and quantitative 

(probabilistic) interpretation of cytoarchitectonic identity of activated areas following median 

nerve stimulation, even with the simple ECD model, but only when the model fits the data 

extremely well.
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Introduction

The somatosensory evoked responses have long been used in the study of physiology and 

pathophysiology of the human somatosensory system. They represent measurements of 

brain activity elicited by stimulation of peripheral nerves, and can be recorded noninvasively 

using either electroencephalography (EEG) or magnetoencephalography (MEG) that provide 

a millisecond temporal resolution. Bipolar transcutaneous electrical stimuli, that are 

technically less demanding than vibratory or tactile stimuli, are usually applied on the skin 

over the trajectory of the median nerve producing strong and well-defined MEG and EEG 

waveforms. The putative superiority of MEG to EEG is largely based on MEG being 

practically unaffected by the detailed structure and conductivity of the skull and scalp.

The recorded SEFs following median nerve stimulation are generally classified by their 

post-stimulus latencies, as short-latency responses (less than 40 ms after stimulus onset), and 

long-latency responses (40–300 ms after stimulus onset). The morphology of the short-

latency SEFs has been consistently reported as two prominent peaks of opposite polarity, 

one around 20±1 ms (N20) and the second at 32±3 ms (P30) (Hari et al., 1984; Kawamura et 

al., 1996; Mauguière et al., 1997 Mima et al., 1998; Rossini et al., 1996; Tecchio et al., 

1997). Secondary, masked, short-latency responses have been observed at 25 ms (P25) and 

35 ms after subtracting the neural activity that is responsible for the two prominent 

components N20 and P30 from the recorded waveforms (Inui et al., 2004).

In addition to the millisecond temporal resolution that allows us to explore the timing of 

basic neural processes at the level of cell assemblies, MEG offers a very good localisation 

accuracy of a few millimeters especially for superficial cortical sources such as those located 

in the primary somatosensory cortex. It has thus been successfully used for the localisation 

of neural sources activated during somatosensory processing after median nerve stimulation 

(Inui et al., 2004; Kakigi, 1994; Kawamura et al., 1996; Tecchio et al., 2000; Tiihonen et al., 

1989). The good localisation accuracy of MEG has been confirmed by realistically head-

shaped phantom studies (Leahy et al., 1998; Papadelis et al., 2009). In these studies, 

superficial sources were localised with an accuracy of 2–3 mm by using different inverse 

methods.

The anatomic generators of short-latency human somatosensory responses have been the 

subject of considerable debate. Although there is a general agreement that some portion of 

the spatio-temporal SEFs originates in the somatosensory cortex on the postcentral gyrus, 

there is disagreement about the specific regions involved. The earliest cortical response 

component after median nerve stimulation (N20) is considered to be generated in area 3b 

contralateral to the stimulated arm based on its macroanatomical location (Allison et al., 

1989; Baumgartner et al., 1991; Buchner et al., 1994; Hari et al., 1984; Wood et al., 1985). 

Cortical surface and laminar recordings in macaca monkeys support further this notion 
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(McCarthy et al., 1991). The origin of the following restricted reflection P25 is debated. It is 

generally considered to be located in BA1 (Inui et al., 2004; Kakigi, 1994), though other 

studies considered it of precentral (motor cortical) origin because the sources are typically 

more anterior compared to N20 (Kawamura et al., 1996; Tiihonen et al., 1989). Huttunen 

(1997), however, argued that this finding resulted from a modeling error rather than from an 

additional generator in the precentral motor cortex. The P30 component seems to be 

generated in the contralateral SI (Wikström et al., 1996), most probably reflecting early 

inhibitory postsynaptic potentials, while more recent reports locate it in BA3b (Inui et al., 

2004). It is important to stress that the results from these earlier human studies were reached 

on the basis of gross landmarks and expectations derived from invasive recordings in 

animals (McCarthy et al., 1991).

Spatial normalization of individual anatomical images and follow up reference to a common 

anatomical space such as the MNI reference system (Evans et al., 1992) is practiced widely 

despite its approximate nature because of considerable intersubject variability and absence 

of a genuine microstructural foundation on the examined subjects (Eickhoff et al., 2005). 

Alternatively, the use of macroanatomical landmarks provides in some cases a reliable 

framework for establishing structure-function relationships (Amiez and Petrides, 2009; 

Dumoulin et al., 2000; Tootell et al., 1995; Zeki et al., 1991). Reference to macroanatomical 

landmarks, however, is not quantitative and for the borders of most cortical areas there are 

simply no such landmarks, because the sulcal and gyral pattern is highly variable across 

subjects (Amunts et al., 1999, 2000; Amunts and Zilles, 2001). Only in the visual system 

precise retinotopic mapping provides a reliable and quantitative guide of cytoarchitectonic 

identity of areas (cf. Wilms et al., 2005, 2010), as already exploited in many fMRI studies 

and our earlier study of MEG/fMRI localisation accuracy (Moradi et al., 2003).

A quantitative cytoarchitectonic reference for regionally specific activations observed in 

functional imaging studies is provided by microstructurally defined areas (Bodegård et al., 

2000, 2003; Amunts et al., 2004; Eickhoff et al., 2005, 2007, 2008; Wohlschläger et al., 

2005; Zilles and Amunts 2010). PCMs provide this microstructural stereotactic information 

on MNI reference space while allowing for the variability of cortical areas across subjects 

(Amunts and Zilles, 2001; Mohlberg et al., 2003; Zilles et al., 2002). This approach provides 

characterization at specific location while overcoming many of the problems of classical 

cytoarchitectonic maps (e.g., Brodmann, 1909; Zilles and Amunts, 2010). Such maps have 

been published for various brain regions, including the primary (Geyer et al., 1999, 2000; 

Grefkes et al., 2001) and secondary (Eickhoff et al., 2006a,b) somatosensory cortex. The 

PCMs are based on the observer independent analysis of the cytoarchitecture in a sample of 

ten human post-mortem brains (Schleicher et al., 2005). In the last few years, PCMs have 

been successfully applied in functional imaging studies using positron emission tomography 

(PET) (Geyer et al., 1996, 2001; Horwitz et al., 2003; Young et al., 2003), functional 

magnetic resonance imaging (fMRI) (Amunts et al., 2004; Binkofski et al., 2000; Bodegård 

et al., 2000, 2003; Eickhoff et al., 2006b, 2008; Heim et al., 2005; Jakobs et al., 2009; 

Wohlschläger et al., 2005), and MEG (Barnikol et al., 2006; Dammers et al., 2007; Prieto et 

al., 2007). These applications not only demonstrated the feasibility of the probabilistic 

integration of anatomical and functional data but moreover demonstrated the additional level 

of structure–function inference permitted by it.
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The main goal of this study is to relate focal generators identified in the localisation analysis 

of short-latency SEFs to the cytoarchitectonic organization of the somatosensory cortex as 

described by the PCMs. The study is confined to the analysis of averaged MEG data, filtered 

in different frequency bands. SEFs elicited by median nerve stimulation were recorded in 

humans. The single ECD was used for modeling the averaged data, since it is widely used 

and produces good fits to the average data when a single focal generator is primarily 

responsible for the generation of the MEG signal (Papadelis et al., 2009). The identified foci 

of activity were transformed onto the MNI space and then were superimposed with 

cytoarchitectonic probability maps. It was hypothesized that the cortically evoked responses 

will involve excitation of well-defined cytoarchitectonic areas and would thus lead to focal 

activations. We assumed that in general the activity in different cytoarchitectonic areas may 

overlap in time, but in some time-points the activity from one of these areas would 

dominate. At these time-points, the goodness of fit (GOF) of instantaneous ECD estimates 

of cortical activities would be high, and the probabilistic assignment of the cytoarchitectonic 

area would have high probability to be in one of the main cytoarchitectonic areas. In order to 

verify the source localisation results based on dipole source analysis, MFT (Ioannides et al., 

1990), a tomographic imaging approach, was also applied. The MFT algorithm uses 

optimally information from the MEG sensors around the head relying minimally on a priori 

assumptions about the nature of the generators. From the theoretical point of view, it was 

shown to localise distributed sources and allow for sharp changes in the distribution density 

so that focal generators can be accommodated (Taylor et al., 1999); at the practical level it 

was also demonstrated in numerous applications that MFT can deal effectively with both 

diffuse and focal current densities in the brain (Ioannides 1995, 2006). It therefore follows 

that at latencies corresponding to poor ECD solutions, MFT solutions will be either more 

spread or the activity will be present simultaneously in different cytoarchitectonic areas. In 

contrast at the time-points when ECD gives a good fit to the data and MFT identifies a focal 

solution (coinciding with the ECD location) the identified generator is likely to correspond 

to activation of a single cytoarchitectonic area. Some of the early MFT studies, using MEG 

data from only part of the head have suggested that the ECD solutions are likely to be 

reliable if the MEG data are fitted with a goodness of fit of 0.97 or higher (Ioannides et al., 

1990, 1993a,b). The question to be addressed in this paper is how this translates to the better 

quality data from modern full-head MEG systems and whether or not an accurate ECD 

estimate when a single focal generator is present is reflected in a higher probability for one 

cytoarchitectonic area in the PCM.

Material and methods

Subjects and measurements

Six healthy right-handed subjects (five males and one female; age: 30.83±6.58 years) 

participated in a somatosensory experiment. Ethical committee approval was obtained from 

the RIKEN Ethics Committee and subjects gave written informed consent before the 

experiment. The median nerve was electrically stimulated transcutaneously on the right and 

left wrists. Two electrodes (cathode proximal) were connected directly to the photoelectric 

stimulus isolation unit of our electrical stimulator (Grass Model S8800). Before the 

experiment, the motor threshold (MTH, the minimal stimulus intensity required to produce 
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thumb movement), and the sensory threshold (STH, the minimal stimulus intensity 

corresponding to the level at which the subject was just able to feel a train of stimulus 

pulses, repeated four times) were determined for each wrist. MTH and STH stimuli were 

6.8±2.1 mA (mean±S.D.) and 2.3±1.9 mA respectively. During the experiment, the subject 

was comfortably seated under the MEG helmet keeping his/her head still. The arms were 

well covered to prevent cooling throughout the recording session. Constant current stimuli 

with a duration of 0.2 ms, and pseudo-randomized inter-stimulus interval of 600±100 ms 

were used. Four data runs were collected for each subject, with 120 stimuli delivered in each 

run. The stimuli were delivered to the right wrist in two runs and to the left in the other two. 

The stimulus intensity was M = MTH + 0.25·Δ, where Δ = MTH–STH (Ioannides et al., 

2002), sufficient to provoke a painless thumb twitch. A ground band was placed round the 

forearm above the stimulating electrodes in order to minimize the artifactual magnetic fields 

caused by the stimulus current. The subjects kept their eyes open and fixated on a small 

cross during the experiment.

SEFs were recorded using the CTF (VSM MedTech Ltd) whole head system (151 channels) 

at a sampling rate of 1250 Hz, together with the vertical and horizontal electrooculogram 

(EOG), and electrocardiogram (ECG). The CTF system uses radial gradiometers as primary 

sensors. Hardware filters were adjusted to band-pass the MEG signal, 0–400 Hz. Standard 

CTF software was used offline to process the data digitally by using a 3rd order gradient 

filter, a 50 Hz notch filter (and its harmonics), and by removing the DC.

SEFs data preprocessing and virtual channels

The recorded MEG signal was visually inspected for possible artifacts. The INFOMAX 

algorithm (Lee et al., 1999) for independent component analysis (ICA) in conjunction with 

the EOG and ECG data was used to remove eye blink and cardiac artifacts. The recorded 

responses were initially filtered offline (butterworth, 4th order) in the frequency band of 0–

250 Hz (whole-band). The filtered 120 trials were then averaged for each separate run from 

−20 to 100 ms relative to the stimulus onset.

A virtual channel was defined for each run from the contour map of each subject’s averaged 

data showing the iso-magnetic field during the N20 peak (see Fig. 1, upper left panel). The 

virtual channel was estimated by the difference between the MEG signals from sensors 

covering the peak magnetic flux entering the head and exiting the head. In general the 

reduced dimension of virtual channel is less sensitive to noise that is uncorrelated among 

channels (Gross and Ioannides, 1999). This is due to the linear transformation, which is 

essentially a weighted averaging of the original channel signals, so that uncorrelated noise is 

reduced. For details of the definition of virtual channel and its applications see Liu et al 

(1998).

Signal-noise-ratio (SNR)

Two standard measures of reproducibility across trials, the signal-noise-ratio (SNR) and the 

intertrial synchronization index (ITS) (Laskaris et al., 2003), were calculated for the virtual 

channel of each run. Each of these measures was computed for a moving window thus 
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providing a time-dependent quantification of the signal content of the ensemble of single 

trials (STs). The SNR for this window is defined as follows (Laskaris and Ioannides, 2001):

SNR= SP
NP ,

where the SP = 1
p x L2

2 − 1
N NP  is the signal power (SP) and the NP =

Σi = 1
N

x − xi t, p L2
2

p N − 1  is 

the noise power (NP) of the averaged signal x =
Σi = 1
N

xi t, p

N  .The x is the ensemble average 

of N ST patterns, each with p samples and time between samples t. The NP is the ensemble 

average of ST deviations from x, computed with the L2 norm. The SP is the noise-corrected 

L2 norm of x. The SNR can be thought of as the ratio of the “energy” in the reproducible 

part of the signal divided by the “energy” of the residual signal across STs.

Time-frequency analysis

Time-frequency representation maps were estimated for the SEFs of each subject by 

computing the spectrogram distribution of the virtual channel (averaged data between the 

two runs of each side). The spectrogram distribution corresponds to the squared modulus of 

the short-time Fourier transform:

Sx t, v = ∫−∞
+∞

x u · ℎ∗ u − t e−j2πvudu
2

where h is the smoothing window function (here Hamming window), and x is the ensemble 

average of N ST patterns of the virtual channel. The analysis was performed in Matlab by 

using the Time-Frequency Toolbox (http://tftb.nongnu.org/). In most runs, the energy 

spectral density of the virtual channel signal for the early latency responses (during the first 

100 ms after stimulus onset) separated into two components. The first component was brief 

lasting only about 10–15 ms centered around 20 ms; this component showed the expected 

suppression of low rhythms (below 15 Hz) and had high energy content in the frequency 

range from 50 to 150 Hz. The second component was stronger around 30–40 ms (extending 

from about 25 to 90 ms) and it was dominated by low frequencies with little energy for 

frequencies above 50 Hz (see Fig. 1).

Filtering

In order to increase the SNR of the MEG signal and hereby to improve the accuracy of 

subsequent dipole localisation, we digitally filtered (butterworth, 4th order) the recorded 

responses offline in three different frequency bands: (a) 0–50 Hz (low-band), (b) 50–150 Hz 

(medium-band), and (c) 150–250 Hz (high-band). The selection of the frequency bands was 

based on the results of our time-frequency analysis and the unavoidable effect of the 50 Hz 

notch filter (and its harmonics). Since our main interest was the short-latency responses to 

the median nerve stimulation, we tried to improve the SNR within this time window by 

filtering the data. The high-band was included in the analysis in order to capture possible 
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high-frequency oscillations that have been previously observed to superimpose on the N20 

component in this frequency band (Haueisen et al., 2001; Papadelis et al., 2009). The filtered 

data of each separate frequency band were then averaged for each run from −20 to 100 ms 

relative to the stimulus onset.

Peak amplitudes and latencies were measured on the averaged MEG signals for each run and 

each frequency band including the whole-band. The components that showed a latency with 

standard deviation <4 ms and identified in at least three subjects were retained for further 

analysis.

The time-frequency analysis results suggest that for transitions within and close to SI for the 

early responses the frequency range from 50 to 150 Hz provides the best view on early 

interchanges of activity between areas. By filtering the MEG data in this frequency band, we 

reduced both ambient field noise and brain activity that is uncorrelated with the stimulus. We 

thus increased the SNR of the recorded MEG signal using the applied filters (see details later 

in the Results section). High values of SNR then allow better localisation of the underlying 

neural sources (Moradi et al., 2003; Poghosyan and Ioannides 2008).

Source analysis

The single ECD model was used to analyze the averaged data. This method allows the 

spatio-temporal modeling of neural sources over defined intervals assuming that one focal 

source generates the observed magnetic activity. The source is described by an 

infinitesimally small line element (Hämäläinen et al., 1993). The location, orientation, and 

moment of the dipole were calculated by an iterative least-square fit. The GOF indicates the 

percentage of the data that can be explained by the model, and was estimated as GOF (%) = 

100–Error. The Error value (%) was defined as follows:

Error % = 100 ×
Σi = 1
N Bi − Bj′

2

V ari
N − D

where N was the number of sensors, B the observed signal at sensor i, B′ the calculated 

signal at sensor i, Vari the variance, and D the number of free parameters. We considered 

ECD models with error values lower than 10%. The ECD modeling was performed at each 

timeslice (in steps of 0.8 ms) from 10 to 40 ms. To describe the head conductivity, the 

multiple local spheres model was used. It uses a different local sphere for each MEG sensor 

to fit the curvature of the inner skull surface just below the sensor. For the ECD analysis, the 

latest version (Version 5.4.0 – linux-20061212) of the CTF (VSM MedTech Ltd, BC, 

Canada) software was used.

We used MFT (Ioannides et al., 1990; Taylor et al., 1999) to obtain a more general 

description of the generators than what the ECD model provides. MFT relies on a non-linear 

algorithm with optimal properties for tomographic analysis of the MEG signal so that the 

details in the data determine whether a solution is focal or not. MFT computes the 3D 

distribution of primary current density vectors throughout the brain at each timeslice (in our 

case every 0.8 ms). In the present study, MFT solutions were calculated for the averaged 
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MEG data of each run at each timeslice from 10 to 40 ms. For the MFT analysis, an in-

house software was used.

Monte-Carlo simulations

In order to quantify the confidence regions of our ECD localisation results, we estimated the 

confidence volume (ellipsoid) of the ECD fits at the peak of N20 component for each run 

and each subject. The confidence volume was based on Monte-Carlo simulations and its 

calculation was performed by the standard CTF software. Monte-Carlo simulations were 

performed only on the whole-band averaged data. As nominal dipole configuration was used 

the single dipole fit at the peak of N20. Gaussian distributed noise with given variance was 

added to the MEG of each sensor i:

noisei = k · V ari

where Vari is the variance of the MEG signal at sensor i, and k is a random number from 

−0.5 to 0.5. Then a dipole fit was performed on the noisy data. Because of the added noise, 

the resulting dipole solution is slightly shifted relative to the localisation without the added 

noise. This procedure was repeated 500 times, producing a ‘dipole cloud’ for each case. For 

each dipole cloud, we computed the center of gravity of all points in the cloud, and 

determined an ellipsoid, with origin the center of gravity, that encompass 95% of the 

estimated dipole points.

Simulation data

The ECD is expected to work well for superficial focal sources as those that might be 

activated at early latencies during somatosensory processing; at these latencies high values 

of GOF are expected. Conversely, high GOF values indicate that the MEG signal is 

dominated by the contribution from a single focal source; at these time-points, other possibly 

simultaneously active sources are either uncorrelated with the stimulus and thus reduced by 

averaging or they are long-lasting and therefore more likely to overlap with components that 

have been removed by filtering.

In order to validate the reliability of our methodological approach, simulation data were 

generated using two simultaneously active dipolar sources. The Dipole Simulator (Version 

3.2) was used for the generation of these data. Two cases were examined where the two 

sources namely S1 and S2 were either perfectly synchronized or having a few millisecond 

difference in their respective activation patterns (see Fig. 2). They were placed within the left 

motor and primary somatosensory areas respectively, separated from each other by 5 mm. 

Simulated noise was added to the data (RMS noise = 15 fT) in order to render them similar 

to the background MEG signal. The moment and orientation of each source was adjusted to 

produce a magnetic field at the sensor level within the physiological range. Fifty trials of 

magnetic fields were generated for each case. The simulated data were preprocessed as the 

human SEFs, filtered in the 0–250 Hz frequency band, and averaged. The single ECD model 

was used to analyze the averaged data as was the case in the main study.
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Co-registration of MEG and MRI

The subjects’ heads were scanned with a high-resolution anatomical MRI (1.5 T MRI, 

Model ExcelArt, Toshiba Medical Systems) using a T1-weighted volume acquisition 

sequence resulting in a voxel-size of 1×1×1 mm3. The coordinates of MEG sensors were 

determined relative to the individual subject MRI for each run by the localisation of 

fiduciary coils and an in-house co-registration procedure (Hironaga and Ioannides, 2002). 

Before the MEG experiment, three head coils were attached to the subject’s scalp (nasion, 

left and right preauricular points). The three coils defined a coil-based coordinate system. 

Two extra coils were also attached to the right and left forehead. The surface of the head and 

face, with all five coils, was digitalized using a 3D non-contact laser scanner (VIVID 700, 

Konica Minolta, Japan) and the scalp with a 3D digitizer (Polhemus, 3Space/Fastrak, USA). 

The digitized head shape information was fitted to the subject’s MRI to obtain a 

transformation matrix between the coil- and MRI-based coordinate systems. The relative 

positions of the five coils were found by measuring the generated magnetic field. The two 

extra coils were then removed. The three fiduciary coils were activated at the beginning and 

end of each experimental run and so the precise position of the brain relative to the sensors 

for each run was known. The results for the co-registration were checked manually, and if 

the fit was not accurate the digitization process was repeated. Co-registration was regarded 

as accurate, if the mean distance between the surface of the head and face derived from the 

3D laser scanner, the 3D digitizer, and the anatomical scan was <2 mm.

PCMs

Analysis solutions were always referred to the source space defined by the subject’s brain. 

To identify the cytoarchitectonic area of the underlying neural activity, the localisation 

estimates of the SEFs for both ECD and MFT were compared to the PCMs solutions for 

each time-point of each run. To transform the functional solutions defined on the source 

space of each subject’s brain, the T1 images of the individual subjects were spatially 

normalized to the MNI single subject template using the “unified segmentation” approach 

(Ashburner and Friston, 2005). The resulting parameters of a discrete cosine transform, 

which define the deformation field necessary to move the subject’s data into the space of the 

MNI tissue probability maps, were then combined with the deformation field transforming 

between the latter and the MNI single subject template where the PCMs are located. The 

ensuing deformation was subsequently applied to the localisation estimates that were hereby 

transformed into the space of the PCMs. The public domain software ‘Anatomy Toolbox’ 

software (v1.5) (Eickhoff et al., 2005, 2006a, 2007) was used for assessing the histological 

correlates of the functional imaging results.

Results

Source localisation of simulation data

We will describe in this subsection the behavior of the estimated dipole in time for the two 

cases of the simulation data. When the two simulated sources S1 and S2 were activated with 

only partial temporal overlap, the ECD initially approached the actual location of the first 

source (Fig. 2, upper panel). At these time-points the GOF was very high, reaching values 

>98%. Few milliseconds later when the second source was activated, the dipole moved 
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between the two sources, away from S1 gradually approaching the location of S2. When the 

two sources were almost equally strong (~33 ms), the error was almost double, though still 

only about 4%, and the estimated dipole was located somewhere between the two actual 

sources (Fig. 2, upper panel). The same level of error was observed when the two sources 

were perfectly synchronous (Fig. 2, lower panel).

The SEFs morphology

Here only responses observed contralaterally to the stimulus side are considered. We will 

describe in this subsection the main features of the averaged evoked responses, as these can 

be determined from the analysis in different frequency ranges of the raw MEG signal and 

linear combinations of the signal from different channels. To avoid crowding the text with 

too many numbers we will list the latency details of the different components separately in 

Table 1.

The whole-band (0–250 Hz) average SEFs were characterized by a complex morphology. 

Two major short-latency components of opposite polarity were prominent in all subjects 

around 21 (C1) and 31 ms (C3) (Fig. 3 — first panel). A weak component around 25 ms 

(C2) was also identified in four out of six subjects (Table 1). In all subjects, a fourth 

component was observed (C4); in four of them it was between 40 and 50 ms (Fig. 3 — first 

panel), in the remaining subjects much later around 70 ms. The short-latency components 

were followed by a broad slow component peaking between 51.2 and 93.6 ms, which could 

be identified in all examined subjects (Fig. 3 — first panel). The peak latency of this late 

component showed high inter-individual variations. The field maps showed a dipolar pattern 

over the contralateral somatosensory cortex at around 21 ms (Fig. 1 — left upper panel) that 

presented an opposite polarity around 30 ms. At the time-point of weak component around 

25 ms, the field map showed a similar dipolar pattern as at 20 ms but rotated clockwise 

~30°.

In the low-band, there was only one clearly defined component at short-latencies (<40 ms) 

around 34 ms (CL1) (see Table 1 for latency details) for the MEG signal (butterfly plot) 

(Fig. 3 — second panel). Slow components were observed in all subjects at later latencies 

for this frequency band. The filtered SEFs in the medium-band were characterized by a more 

complex but clearer morphology than the whole-band data. Four major components (CM1–

4) were identified in the short-latencies around 16, 21, 25 and 30 ms (see Table 1 for latency 

details) (Fig. 3 — third panel). Three weaker components were observed around 36 (CM5), 

41 (CM6), and 45 (CM7)ms. The field maps of these components showed a dipolar pattern 

over the contralaterally stimulated somatosensory area, with some components forming pairs 

with opposite polarities. For example, the polarity of components CM2 and CM5 was 

opposite to the polarity of components CM1 and CM4.

In the high-band, the MEG signal (butterfly plot) exhibited clear peaks only at very early 

latencies with center peak at 19 ms (CH1) (Fig. 3 — last panel). For latency details see Table 

1.

Fig. 4A represents the virtual channel’s SEFs, its SNR and ITS for the whole-band, and Fig. 

4B for the other three frequency bands. The filtering of MEG signals at different frequencies 
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was proved quite effective for improving the SNR and revealing the most responsive band 

for each component. The virtual channel SNR was improved from ~5 to ~7 after filtering in 

the medium-band (Fig. 4C). The SNR of the virtual channel was quite low for the low-band 

at short-latency responses, although a peak with value around 2 could be seen in the SNR 

between 20 and 25 ms (first arrow in top part Fig. 4B). These properties of the SEFs and the 

virtual channels are likely to be the result of high variability in the responses and/or 

weakened strength for generators with transient time course and power in higher frequencies 

eliminated by the low pass filtering at 50 Hz. For this frequency band, the strongest response 

(SNR~10) was observed at late latencies (around 80 ms) (second arrow in top part Fig. 4B). 

The most responsive frequency band for the short-latencies presenting the highest SNR was 

the medium-band. The SNR of the virtual channel for this frequency band was ~7 at around 

20 ms after the stimulus onset. It presented three peaks (marked by arrows in the middle part 

of Fig. 4B) one at around 16 ms, one at around 20 ms, and one at around 25 ms. For the 

high-band, the virtual sensor analysis showed higher activity at short-latencies with only a 

relatively broad peak of SNR that reached the value 1 at 20 ms (Fig. 4B).

Source localisation for the whole-band (0–250 Hz)

The ECD analysis revealed one focal source at the peak of the N20 component for all 

subjects, which was located cytoarchitectonically in contralateral area 3b (Fig. 5). The MNI 

coordinates of these fits and the corresponding probabilities for the BA3b are provided in 

Table 2 for the left wrist stimulation. GOF was >90% for all runs except one. The 

localisation results were consistent among runs (see Fig. 5 for left wrist stimulation); the 

averaged difference in source localisation between runs was 4.84±2.43 mm for the left and 

5.32±3.28 mm for the right wrist stimulation at 20.8 ms by excluding the only run (subject 3 

run 2) with GOF <90%. Variations between runs may be due to ambient field noise or brain 

activity that is not precisely time-locked to the stimulation, or change considerably across 

time, e.g. because of habituation. Monte-Carlo simulations revealed that the confidence 

volume of the ECD fits at the peak of N20 lay mostly on the BA3b and not on the BA4 (see 

Fig. 6). The overlap between the ECD localisation confidence regions and the representation 

of BA3b in the cytoarchitectonic maximum probability maps was found to be 63% while for 

BA4p and BA4a were 12% and 17%, respectively (all subjects, all runs).

In four subjects, GOF was >90% at 24.8 ms and 28.8 ms, and in three subjects at ~35 ms. In 

half of our subjects, a specific localisation pattern was observed for the time-points around 

20 ms after stimulus onset, as shown for one representative subject in Fig. 7: the ECD 

started to approach the contralateral BA3b ~18 ms after the stimulus onset. It reached the 

‘heart’ of BA3b at the peak of N20 component around 21 ms (upper panel of Fig. 7) with 

probabilities higher than 60% (mean probability: 73.3% for left wrist stimulation, 68.3% for 

right wrist stimulation). The ECD solution then moved from BA3b and approached the 

‘center’ of BA2 (lower panel of Fig. 7) (mean probability: 68.3% for left wrist stimulation, 

61.6% for right wrist stimulation), and at later latencies the BA1 (Fig. 8) (mean probability: 

65% for left and for right wrist stimulation). However, the GOF was higher than 90% only at 

few time-points, and thus only for these time-points the localisation of single ECD could be 

considered reliable (Fig. 8).
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MFT on averages revealed a similar localisation pattern with ECD. One peak in the MFT 

solutions was located at the contralateral postcentral gyrus in all subjects. It started to be 

active at around 16–17 ms. At this early latency, it was located in BA3b (mean probability: 

62.2%), while later it was spread to BA4, BA1, and BA2. The activity was strongest at the 

peak of N20 component around 21 ms for all subjects. In accordance with the ECD analysis 

findings, MFT solutions had peaks few milliseconds later in BA2 (mean probability: 57.4%) 

and BA1 (mean probability: 58.8%).

Source localisation for the low-band (0–50 Hz)

The SNR of MEG signal was not high enough to provide dipole fits with GOF >90% at 

early latencies. ECDs at the peak of component around 35 ms were localised in BA1 in four 

subjects, though their GOF was low and thus these localisation results cannot be considered 

reliable. MFT revealed a weak generator located in BA3b at around 20 ms after stimuli 

onset, and another weak generator in BA1 around 35 ms for three subjects.

Source localisation for the medium-band (50–150 Hz)

More details are provided for the localisation results of this frequency band, since it showed 

the highest SNR for the short-latency range. The ECD analysis produced slightly higher 

GOF values compared to the whole frequency band (see Table 2) and much higher compared 

to the other two bands (low and medium) at the peak of N20. For this latency and averaged 

over both runs, the GOF was improved from 93.8% to 96.1% by filtering the data in the 

medium-band for the left wrist stimulation, and from 91.6% to 95.3% for the right wrist 

stimulation. In five out of six subjects, the GOF was >90% from 20 to 24 ms, and 26.4 to 

30.4 ms (Fig. 9). In two subjects, the GOF was also >90% around 16 and around 35 ms. As 

one would expect, the ECD location did not localise to any specific cytoarchitectonic area 

for the latencies with low GOF. However, as the peak of N20 was approached and the GOF 

increased the dipole position localised to area BA3b (see Fig. 9, mean probability: 70.83%

±11.64 for all subjects — both hemispheres). The MNI coordinates of the ECD fits and the 

corresponding probabilities for the BA3b are provided in Table 2 for the left wrist 

stimulation. Two milliseconds later the ECD approached BA1 (mean probability: 78.33%

±11.69 for three of the subjects — both hemispheres), and it was moved out of SI 1–2 ms 

later Fig. 9). At around 28–29 ms, the ECD approached BA3b again (mean probability: 

63.33%±12.30 for the same three subjects — both hemispheres) and 1–2 ms later BA1 

(mean probability: 71.66%±7.52 for the three subjects — both hemispheres). The ECD was 

located in contralateral BA3b at the peak of N20 in all subjects (both hemispheres). In three 

of the subjects, the sequence of activity (BA3b → BA1 → BA3b → BA1) from 20 to 30 ms 

was consistent and clearly identified in both the two runs and the two hemispheres. The 

sequence (BA3b → BA1 → BA3b → BA1) was not clearly evident in the ECD solutions of 

the other three subjects, very likely because of more overlap in the activations of BA3b and 

BA1 and possibly simultaneous activity in other areas.

The MFT solutions of averaged data revealed a complex localisation pattern for this 

frequency band. The pattern was largely consistent across subjects with specific sequences 

of activations identified more clearly again in three of the six subjects. This sequence of 

activations is displayed in Fig. 10 for one of these subjects (same subject and hemisphere as 
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in Fig. 9). Only weak brain activations were identified at early latencies, the first one at 15–

16 ms at BA3b. Later, between 16 and 19 ms, the activity was identified in a number of areas 

(in addition to the source in BA3b also in BA1 and possibly BA2 and BA4), often 

overlapping in time. From 19 to 22 ms, the activity was strong (with peak latency at 21.6 

ms) with current density direction opposite to the one in the earlier period; this activity was 

focal and consistent in location with BA3b (mean probability for the three subjects: 67.8%

±8.32 at 21.6 ms). Between 22 and 25 ms the activity was attenuated and identified beyond 

BA3b, in BA1 (mean probability for the three subjects: 62.3%±9.52) and BA2 (mean 

probability for the three subjects: 60.8%±11.32), consistent with the findings of the ECD 

analysis. Between 26 and 28 ms, a strong activity was identified in BA3b becoming focal 

and reaching the overall maximum of the entire display period (15.2 to 30.4 ms) at 27.2 ms 

(mean probability for the three subjects: 63.6%±7.64). In the last part of the display period 

(28.8–30.4 ms), the BA3b generator attenuated as other sources were observed first in BA2 

and a few ms later in BA1. For the rest three subjects, only a focal source in BA3b was 

revealed by MFT analysis at the peak of N20 component for both hemispheres (mean 

probability for all subjects: 64.2%±10.63). In summary, the MFT solutions were consistent 

with the ECD localisation when a single focal source was active; when MFT localised 

multiple sources for a specific time-point the ECD gave low GOF values and failed to 

localise these multiple sources. Five sources were localised by MFT: in BA3b, BA1, BA2, 

BA4a, and BA4p. The localisation findings of MFT analysis were consistent for both 

hemispheres with few exceptions.

Source localisation for the high-band (150–250 Hz)

The ECD analysis revealed GOF values >90% only in one time-point at the peak of N20 

component (21.6 ms) for three out of six subjects. The localisation results were consistent 

among the subjects: ECDs were localised in BA3b with a probability of more than 80%. 

MFT revealed a weak generator located between BA1 and BA2 being active from 20 to 21.6 

ms that peaks at 21.6 ms.

Discussion

Several studies have investigated the different properties of the ‘early’ cerebral responses 

elicited by median nerve electrical stimulation including the latency-amplitude, topographic 

distribution, and equivalent source location during selective stimulation of different body 

parts. Despite this, there are still considerable uncertainties as to which cortical areas are 

activated, or at least which of the areas activated by this type of stimulation can be 

unambiguously identified from non-invasive macroscopic measures like EEG and MEG. The 

traditional view posits that the main generator is located primarily in the posterior bank of 

the central sulcus, corresponding to BA3b (Inui et al., 2004; Mima et al., 1998; Tiihonen et 

al., 1989; Yang et al., 1993). An alternative view assumes a near simultaneous activation of 

an extended cortical region, which includes all subdivisions of SI (Papakostopoulos and 

Crow, 1980) and extends both anterior to the precentral gyrus (BA4) and posterior in the 

parietal lobe (Forss et al., 1994). Other weaker sources have also been reported to be active 

within the same short-latency range: ipsilateral SI (Korvenoja et al., 1995), contralateral SII 

(Karhu and Tesche, 1999), and cerebellum (Tesche and Karhu, 1997).
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The conclusions about the generators of SEFs drawn in earlier studies were based on 

macroanatomical landmarks and analogies with activations identified during intraoperative 

recordings in humans undergoing neurosurgery (Allison et al., 1989), or direct recordings in 

animals (McCarthy et al., 1991). As commented earlier, inference on activated cortical areas 

drawn by comparison to the surrounding gyral and sulcal landmarks should be considered 

plausible suggestions, at best.

Invasive methods such as cortical surface, transcortical, and depth probe recordings are 

regarded as the gold standard for localising the generators of short-latency somatosensory 

responses. This is indeed the case provided certain conditions are satisfied: all aspects of the 

measurement are very precise; the local anatomy is not too distorted due to pathology; and 

histological analysis of the area is available. In practice, real invasive measurements in 

humans have clinical priorities with research needs having a minor significance and as a 

result they often fall far short in meeting the above criteria. For example, spatial resolution is 

limited because the inter-electrode spacing is usually ~5–6 mm for cortical surface 

recordings (Allison et al., 1989; Wood et al., 1988) and the measurements provide only a 

partial view in the strict locality where the needle has ended (i.e. in transcortical or depth 

probe recordings). In addition, expansive lesions in human patients may lead to functional 

reorganization altering the topographic organization of the cortex (Wunderlich et al., 1998; 

Vates et al., 2002). The methods used for localising the cortical generators are also biased 

towards clinical requirements that usually require a more macroscopic view, for example 

assessing the polarity and gradient of potentials recorded from the cortical surface and white 

matter. A polarity inversion and sharp potential gradient from surface to white matter are 

regarded as providing strong evidence that the potentials are generated in cortex between or 

adjacent to the recordings electrodes (Allison et al., 1991a; Wood et al., 1988). These 

limitations are minimized in invasive animal studies, but here evolutionary issues caution 

against confident generalization to humans.

Our methodology is a first step towards an attractive alternative based on direct reference to 

the cytoarchitectonic information in stereotaxic space given by the PCMs. It makes use of 

the MEG signal that is a direct macromeasure of the underlying neuronal activity — the 

signal reflects instantaneous changes in electrical activity and propagates from the point of 

generation in the brain to the sensors with the speed of light. The neuronal activity can be 

localised with an accuracy of 2–3 mm when strong enough and located in superficial sites 

such as during short-latency somatosensory responses.

The findings of the present study confirm the hypothesis that the earliest cortical response 

after median nerve stimulation (the early part of N20) is generated within the contralateral 

cytoarchitectonic area BA3b. Both inverse methods (ECD and MFT) identified a focal 

source within BA3b at the peak of N20 (with high PCM probability). The findings were 

consistent among subjects (see Fig. 5 for ECD) and the GOF was high for the ECD fits 

indicating reliable localisation fits. Our results are in full agreement with the findings from 

previous somatosensory evoked potential (SEP) and SEF studies (Inui et al., 2004; Wood et 

al., 1985) but also from intracranial findings in humans (Allison et al., 1989; 1991b) and 

monkeys (McCarthy et al., 1991). These studies concluded that short-latency cortical SEPs 

are generated primarily if not exclusively in areas 3b and 1. SEPs derived from cortical 
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surface in humans (Allison et al., 1991b) showed a polarity inversion from P20-N30 to N20-

P30 across the posterior wall of the central sulcus indicating a focal generator located 

mainly in area 3b. SEP and multiunit recordings from Old World monkeys demonstrated that 

the P10 and N10 potentials (corresponding to the human P20 and N20) are generated in the 

anterior wall of the postcentral gyrus, which is comprised mainly of area 3b (McCarthy et 

al., 1991). Here, no strong activity was found for area 4 except weak sources detected and 

localised by MFT. Our Monte-Carlo analysis of average MEG signals suggests that the P20 

in humans and (assuming homology) the corresponding potential P10 in monkeys are 

associated with strong unit discharges in area 3b but not in area 4 (see Fig. 6). This is in line 

with anatomical findings according to which somatosensory afferent projections of area 4 of 

motor cortex are sparse compared with those to area 3b (Jones and Powell, 1970). In both 

humans (Stohr and Goldring, 1969; Wood et al., 1986) and monkeys (Allison et al., 1986), 

surgical removal of the hand area of somatosensory cortex abolishes all median nerve SEPs, 

whereas lesions of motor cortex in monkeys were found to have little effect on P10-N20 and 

N10-P20 (Allison et al., 1986). Inline with this notion, surface and intracerebral recordings 

from the cortex and white matter of macaca precentral gyrus did not show sharp voltage 

gradients or polarity inversions indicative of locally generated activity (McCarthy et al., 

1991; Gardner et al., 1984).

A second weaker source located probably in BA1 started to be active few milliseconds after 

the peak of N20 representing the P25 component that was more prominent in the medium-

band, and detectable in four subjects. When the whole frequency band was analyzed, the 

ECD approached the ‘center’ of area 2 instead of 1. This inconsistency could be due to the 

relatively low SNR of this component at the whole frequency band (see Fig. 4) that was 

markedly increased by filtering the signal in the medium-band. The area 1 is located in the 

crown of the postcentral gyrus and it therefore corresponds to a nearly radial generator. 

Thus, it is to be expected that a weak MEG signal would be generated that is difficult to be 

detected. The activation of BA1 is in agreement with cortical surface and intraoperative 

recordings during neurosurgery and recordings from chronically implanted depth probes in 

epileptic patients (Allison et al., 1989). These studies found the P25 component as a distinct 

entity in 30% of the cases. Allison et al. (1989) reported its latency 3 ms after the N20 peak, 

corresponding to ~22 ms after stimulus onset. They found that the P25-N35 component was 

largest in the anteromedial portion of the hand area of somatosensory cortex, while its 

potential distribution suggested a radially oriented generator in area 1, which in humans and 

Old World monkeys is located primarily in the anterior crown of the postcentral gyrus 

(Powell and Mountcastle, 1959). In animals, the P12-N25 component (corresponding to the 

human P25-N35) has also been recorded over most of the crown of somatosensory cortex 

indicating a partial activation of area 1 and maybe area 2.

Our results support the notion of a serial mode of somatosensory processing through the 

postcentral gyrus from BA3b to BA1. The serial activation in areas 3b and 1 is also 

supported by previous MEG studies (Inui et al., 2004; Kakigi, 1994), intracranial SEP 

studies in monkeys (Allison et al., 1991b; Garraghty et al., 1990), and anatomical finding in 

monkeys according to which the area 3 projects predominantly into area 1 (Vogt and Pandya, 

1978). The component C3 at ~30 ms seems to represent a second wave of reactivations of 

areas 3b and 1. This is clearer in the most responsive medium frequency band, where the 
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ECD fits have higher GOFs (see Fig. 9). Our results suggest that the positive and the 

negative phases of the P20-N30 component at ~20 and ~30 ms are actually generated by the 

same neural source. The same may also be for the positive and negative phases of the P25-

N35 component peaking at ~25 and ~35 ms. This is in accordance with previous 

transcortical SEPs data which were well accounted for by a model having two generators 

with different time courses (shifted by ~5 ms) and with fixed locations and orientations in 

the BA3b and BA1 (Allison et al., 1989). These positive-negative sequences are often called 

the primary evoked responses (Towe, 1966) and have been recorded from visual, auditory, 

and somatosensory cortex (Mitzdorf, 1985; Schlag, 1973; Towe, 1966). Whether the 

reoccurrence of BA3b activity is a “second wave” or a feedback from the area 1 cannot be 

concluded by the findings of the present study.

The first cortical activation was observed firstly at around 15–16 ms (see Fig. 4) after 

stimulus onset. MFT and ECD localised this source in areas 3b and 1, with a hint of an 

earlier onset in BA3b. The rather low GOF (<90%) of the ECD solution (see Fig. 9) can be 

understood as a consequence of the relative weakness of this early activation, collaborated 

also by the relatively low source strength of the MFT solution (see Fig. 10). This early 

cortical activity is likely to overlap with activity in deep subcortical areas along 

thalamocortical fibers (Kimura et al., 2008), and this might be why it was not identified in 

some subjects.

Methodological issues

From a more methodological point of view, the results of both simulation and human data 

confirm the hypothesis outlined in the Introduction. The analysis of MEG data and the use of 

PCMs allow under preconditions (very high values of GOF for the single ECD model) 

unambiguous interpretation of cytoarchitectonic identity of activated areas following median 

nerve stimulation. In the present study, the measured brain activity was modeled using a 

single ECD at each time-point. Only ECD fittings with very high GOF were assumed 

reliable. In the other time-points where the GOF was low, the recorded magnetic activity 

could be attributed to many different generators simultaneously active or distributed over a 

significant brain area and thus the ECD model may perform poorly (Phillips et al., 1997). 

This was confirmed by MFT showing that more than one generator were active within SI.

According to the simulation data, the GOF is a good indicator of the reliability of the ECD 

solution. ECD solutions with very high GOF (above 96%) indicate that the MEG signal is 

dominated by either a single focal source, or a couple of sources within a few millimeters of 

each other. On the basis of our simulation data (Fig. 2), the ECD model reliably identifies 

the location of a single focal source (with an accuracy of ~1 mm and a GOF of>98%). These 

results are in full agreement with earlier MFT studies performed with data providing only 

partial head coverage (Ioannides et al., 1993a,b) and more recent studies with realistically 

head-shaped phantoms (Papadelis et al., 2007,2009). The results from the present study 

show that the overlay of functional solutions of high GOF on the PCMs can provide 

unambiguous identification of the active cytoarchitectonic area. When more than one source 

was simultaneously active and almost equally strong, the GOF was decreased below ~96% 

indicating that a single ECD model is not an appropriate description of the measured 
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activity. In summary we find that, ECD solutions with GOF >95% are necessary for the 

corresponding location to be close enough to a true source and thus allow histological 

allocation by the PCMs. This is particularly evident for the ECD results in the most 

responsive medium-band. Periods with high GOF and assignment with high probability to 

one or other cytoarchitectonic area were interspersed between periods with low GOF and the 

ECD “wandering” in the space in between well-defined cytoarchitectonic areas. During 

periods of ECD solutions with high GOF, the MFT analysis showed focal activity in the 

same cytoarchitectonic areas as the ECD. In the other periods, when the GOF of the ECD 

solutions was low, MFT showed activity of similar magnitude in different areas (some 

captured in the slices displayed in Fig. 10). A multiple dipole approach may provide even 

more accurate localisation results when multiple generators are simultaneously active, a 

topic that is now under further investigation in our laboratories.

Our results also showed that filtering can determine what history emerges from the ECD 

analysis. By definition, low frequency filtering will only allow through slow components, so 

each one of the brief early activations will be largely eliminated, or at least greatly reduced 

and spread so the identity of each source will be lost as their signals overlap with each other. 

It is therefore not surprising that the low frequency analysis did not produce well-

differentiated early focal activations. The high-frequency range of 150 to 250 Hz leads to 

ECD solutions only close to the peak of the N20, suggesting that the activity at the other 

latencies contained significant power at the eliminated lower frequencies below 150 Hz. Our 

results suggest that for transitions within and close to SI for the early responses the 

frequency range from 50 to 150 Hz provides the best view of the early interchanges of 

activity between areas.

Conclusions

In summary, we have demonstrated that the earliest responses are generated in area 3b and 

provided evidence for serial processing within cytoarchitectonic SI subdivisions. Using the 

well-established ECD analysis we could account for the major spatial and temporal features 

of SEFs in the most responsive frequency band (medium-band of 50–150 Hz) with a model 

having two main generators with slightly different time courses one in cytoarchitectonic area 

3b and the other in area 1. A possible contribution from other sources cannot be ruled out 

and MFT analysis produced some evidence for activity in areas 2, 4a and 4p. These results 

show that ECD analysis of MEG data are reliable enough to determine which 

cytoarchitectonic area is activated on the basis of PCMs, but only at latencies where the 

solutions have very high GOF, at least 95% but better still above 97%. Under these 

conditions the MEG measurements and their simple ECD analysis offer a non-invasive and 

easy to use tool to localise the underlying neural generators of SEFs.
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Abbreviations:

BA1 Brodmann area 1

BA3b Brodmann area 3b

ECD Equivalent current dipole

ECG Electrocardiogram

EEG Electroencephalography

EOG Electrooculogram

fMRI Functional magnetic resonance imaging

GOF Goodness of fit

ICA Independent component analysis

ITS Intertrial synchronization index

LE Localisation error

MEG Magnetoencephalography

MFT Magnetic field tomography

MNI Montreal Neurological Institute

MTH Motor threshold

PCMs Probabilistic cytoarchitectonic maps

PET Positron emission tomography

S1 Primary somatosensory area

SEF Somatosensory evoked field

SEP Somatosensory evoked potential

SNR Signal-noise-ratio

ST Single trial

STH Sensory threshold

V1 Primary visual area
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Fig. 1. 
Time-frequency representation map for virtual channel estimated by SEFs (right wrist 

stimulation, one subject, averaged data among the two runs) for the whole frequency band 

(0–250 Hz). Left upper panel — the virtual channel was estimated at the peak of N20 by the 

difference between the MEG signals from sensors covering the peak magnetic flux entering 

the head (three sensors here) and exiting the head (four sensors here). Right upper panel — 

the virtual channel (in fT). Left lower panel — the energy spectral density of the virtual 

channel signal (in dB). Right lower panel — the time-frequency map (frequency range from 

0 to 250 Hz).

Papadelis et al. Page 25

Neuroimage. Author manuscript; available in PMC 2021 April 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Fig. 2. 
Simulation data using two dipolar sources S1 and S2. On the left column, the location of the 

two sources in a human brain model, and the magnetic flux generated on the sensor level by 

each source separately. Two cases were examined: (A) when the S1 and S2 were active 

serially with only partial temporal overlap, and (B) when they were perfectly synchronized 

in time. Third column — averaged magnetic fields (in fT) filtered in the 0–250 Hz. Fourth 

column — distance (in mm) between the estimated ECD and the dipolar sources S1 (red 

line) and S2 (blue line). Error (%) of fit with dashed grey line.
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Fig. 3. 
Averaged SEFs from left median nerve stimulation (one subject — one run) filtered in four 

different frequency bands: whole-band, low-band, medium-band, and high-band. Display 

from −3.8 up to 114 ms. The red lines mark the onset of the stimulus (vertical line) and the 

light blue line the zero level of the signal (horizontal line). The light blue bar below the 

whole-band averaged SEFs indicates the short-latencies in which the analysis was performed 

(from 10 to 40 ms).
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Fig. 4. 
SEFs (in fT), SNR, and ITS of virtual channel (right wrist stimulation, one subject) for the 

whole frequency band (0–250 Hz) (A), and the low-band (0–50 Hz), medium-band (50–150 

Hz), and high-band (150–250 Hz) (B) for two runs. The virtual channel was defined from 

the field map during the peak ofN20. (C) Displays derived from the same virtual channel at 

the peak ofM20 of peak-to-peak SEFs values (in fT) on the left and SNR on the right 

(averages between two runs). In each case the values displayed are in turn for the whole-

band, the low-band, the medium-band and the high-band following the colors for each band 

as appear in (B). Note that the medium-band produces the highest SNR for the M20.
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Fig. 5. 
Correspondence of estimated generators at the peak of N20 to cytoarchitectonic areas for all 

subjects. For each subject the results for the two runs with left wrist stimulation are 

displayed. The ECD source estimates are shown by the cross-hair on each subject’s MRI and 

over-plotted with the color-coded PCM for BA3b. The percentage value at the bottom of 

each subfigure is the probability for BA3b allocation at the MNI coordinate corresponding to 

the ECD (cross-hair) location. The number on the left upper corner of each pair of subfigure 

is the difference in source localisation between the two runs. The far right figures show the 

ECD estimates for the source in each hemisphere for all 12 runs (two for each subject) with 

the mean and S.D. of the separation of the ECD estimates in the two runs.
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Fig. 6. 
Correspondence of Monte-Carlo simulation generators at the peak of N20 to the 

cytoarchitectonic areas BA4p (blue color map) and BA3b (green color map) for a single 

subject (one run). The 500 dipole fit iterations form a dipole cloud displayed with red on the 

three anatomical views (axial, coronal, and sagittal); its center of gravity is displayed as the 

yellow point.
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Fig. 7. 
The time dependence of the ECD source estimate over-plotted on the subject’s MRI and the 

PCMs for all time-points from 20 to 24.8 ms (subject 3, run 1, left wrist stimulation) for the 

whole-band (0–250 Hz). The top row shows the ECD estimates with the PCM map for area 

BA3b in a coronal slice that captures best the variation of the PCM for area BA3b. The 

bottom row shows the same information but for the area BA2. The larger plot in the middle 

shows the ECD estimate for some latencies on a segmented brain.
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Fig. 8. 
(A) Averaged SEFs (in fT) from left median nerve stimulation (subject 3, run 1, left wrist 

stimulation) filtered in the whole frequency band of 0–250 Hz. Contour map shows iso-

magnetic fields during the N20 peak (indicated with an arrow), a single dipolar pattern over 

the right somatosensory area. Shaded areas indicate the time-ranges at which the ECD 

results are displayed on the lower panel. Asterisks indicate the time-points at which the ECD 

was fitted with GOF <90%. (B) For each ECD solution the estimated location is represented 

in MNI coordinates and the probability (%) of the PCM maps for that location to belong to 
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specific cytoarchitectonic areas is computed and displayed in the diagram for BA3b (blue), 

BA1 (green) and BA2 (red). The grey shaded areas show the values of localisation error (%) 

= 100 — GOF for the ECD at each time-point. It is evident that high GOF (low error) is 

correlated with activity in one cytoarchitectonic area.
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Fig. 9. 
The PCM and GOF variation of the ECD solutions, fitted to the data filtered in the medium-

band, for each time-point from 15.2 to 31.2 ms (subject 3, run 1, right wrist stimulation). For 

each latency, the ECD location is transferred to the MNI coordinate system and the 

probability (%) of the PCM is computed and displayed for areas BA3b, BA1 and BA2. The 

same conventions as for the lower part of Fig. 5. Note again that high goodness of fit 

corresponds either to cases where one area dominates (e.g. BA3b around 21 ms) or two 

nearby areas (transitions between 21 and 24 ms and 27 and 29 ms).
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Fig. 10. 
MFT localisation results for the medium-band (same dataset as in Fig. 6) from 15.2 to 30.4 

ms. The overall maximum activity (modulus of the current density vector) in this range is at 

27.2 ms, and for comparison the ratio of the maximum at each latency relative to the overall 

maximum is displayed at the right top corner of each subfigure with red font. Below this 

value the PCM values of the location(s) of the peak modulus are printed for the 

cytoarchitectonic areas BA3b, BA4a, BA4p, BA1, and BA2. Blue fonts are used for the % 

probability corresponding to the strongest source. For timeslices with more than one strong 
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peaks, yellow font is used for the corresponding PCM values at the location of the second 

source.
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Table 1

Mean±S.D. latency (in ms) of each cortical activity observed at the four different frequency bands. Cmp: 

component. Runs: number of runs in which the component was present (all: 12 runs).

Left wrist Right wrist

Cmp Latency (ms) Runs Latency (ms) Runs

Whole-band (0–250 Hz)

C1 21.32±0.85 All 21.83±0.69 All

C2 24.98±0.53 7/12 25.6±0.0 7/12

C3 31.85±2.68 All 31.53±2.16 All

C4 44.4±3.54 All 46.95±3.73 11/12

Low-band (0–50 Hz)

CL1 34.4±1.13 8/12 34.24±2.09 9/12

Medium-band (50–150Hz)

CM1 16.47±0.93 8/12 16.9±0.57 9/12

CM2 21.7±1.31 All 22.77±0.74 All

CM3 25.2±1.42 10/12 26.4±0.0 10/12

CM4 30.3±1.59 All 30.25±1.35 All

CM5 36.1±0.94 9/12 37.0±0.9 8/12

CM6 40.8±1.75 8/12 41.8±1.82 8/12

CM7 44.93±1.98 8/12 46.7±0.39 8/12

High-band (150–250 Hz)

CH1 20.4±1.82 All 21.82±0.55 All

Neuroimage. Author manuscript; available in PMC 2021 April 01.



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Papadelis et al. Page 38

Table 2

MNI coordinates of ECD fits at N20 peak for the whole-band and the medium-band (left wrist stimulation) for 

all subjects and all runs, the corresponding cytoarchitectonic probabilities (CP) for BA3b, and the GOF. Mean 

values in bold.

Area 3b (whole-band, 0–250 Hz)

Run 1 Run 2

x y z CP GOF x y z CP GOF

Left wrist stimulation

Subj1 46 −27 59   50 98.2 45 −24 60 30 96

Subj2 43 −25 55 100 96.1 40 −23 56 40 90

Subj3 42 −30 58   90 95.3 51 −19 41 60 87.3

Subj4 40 −29 56   60 91.2 45 −27 62 30 93

Subj5 49 −25 46   40 94.2 48 −26 48 40 95.3

Subj6 42 −25 48   80 94.8 40 −29 53 70 94.2

43.7 −26.8 53.7 70.0 95.0 44.8 −24.7 53.3 45.0 92.6

Area 3b (medium-band, 50–150 Hz)

Subj1 44 −28 58   70 97.2 42 −29 61 70 97.5

Subj2 43 −29 64   60 96.74 44 −26 60 60 94.3

Subj3 50 −23 44   60 96.9 45 −25 52 70 96.1

Subj4 40 −28 51   90 96.19 41 −29 53 90 97

Subj5 37 −39 63   80 94.12 40 −36 60 80 95.3

Subj6 41 −29 53   90 97.14 40 −29 55 60 94.3

42.5 −29.3 55.4 75.0 96.4 42.0 −29.0 56.8 71.7 95.8
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